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ACOUSTICAL NEWS—USA

E. Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of the journal are encouraged to submit news items on awards, appointments,
and other activities about themselves or their colleagues. Deadline dates for news items and notices are
2 months prior to publication.

New Fellows of the Acoustical Society of America

Samir N.Y. Gerges—For international service to acoustics. Sheryl M. Gracewski—For contributions to cavitation in
biomedical ultrasound.

Paul Johnson—For contributions to nonlinear acoustics of rocks. Jixun Zhou—For contributions to shallow water acoustics.
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USA Meetings Calendar
Listed below is a summary of meetings related to acoustics to be held

in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2006
9–12 Feb. 46th Annual Convention, Illinois Speech-

Language-Hearing Association, Rosemont, IL �ISHA,
230 E. Ohio St., Suite 400, Chicago, IL 60611-3265;
Tel.: 312-644-0828; Fax: 315-644-8557; Web:
www.aishil.org�.

16–18 Feb. 31st Annual Conference, National Hearing Conservation
Association, Tampa, FL �NHCA, 7995 E. Prentice Ave.,
Suite 100 East, Greenwood Village, CO 80111-2710;
Tel: 303-224-9022; Fax: 303-770-1614; E-mail: nhca@
gwami.com; WWW: www.hearingconservation.org�.

6–9 June 151st Meeting of the Acoustical Society of America,
Providence, RI �Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY
11747-4502; Tel.: 516-576-2360; Fax: 516-576-2377;
E-mail: asa@aip.org; WWW: http://asa.aip.org�.
Deadline for receipt of abstracts: 23 January 2006.

17–21 Sept. INTERSPEECH 2006 �ICSLP 2006�, Pittsburgh, PA;
Web: www.interspeech2006.org

28 Nov.–2 Dec. 152nd Meeting of the Acoustical Society of America
joint with the Acoustical Society of Japan, Honolulu, HI
�Acoustical Society of America, Suite 1NO1, 2
Huntington Quadrangle, Melville, NY 11747-4502;
Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: http://asa.aip.org�. Deadline for
receipt of abstracts: 30 June 2006.

2007
4–8 June 153rd Meeting of the Acoustical Society of America,

Salt Lake City, UT �Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY
11747-4502; Tel.: 516-576-2360; Fax: 516-576-2377;
E-mail: asa@aip.org; WWW: http://asa.aip.org�.

27 Nov.–2 Dec. 154th Meeting of the Acoustical Society of America,
New Orleans, LA �Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: http://asa.aip.org�.

2008
28 July–1 Aug. 9th International Congress on Noise as a Public Health

Problem �Quintennial meeting of ICBEN, the
International Commission on Biological Effects of
Noise�, Foxwoods Resort, Mashantucket, CT �Jerry V.
Tobias, ICBEN 9, Post Office Box 1609, Groton, CT
06340-1609; Tel. 860-572-0680; Web: www.icben.org.
E-mail icben2008@att.net�.

Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,
American Institute of Physics, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11 per
index.

Some indexes are out of print as noted below.

Volumes 1–10, 1929–1938: JASA and Contemporary Literature, 1937–
1939. Classified by subject and indexed by author. Pp. 131. Price: ASA
members $5; Nonmembers $10.
Volumes 11–20, 1939–1948: JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 395. Out of
Print.
Volumes 21–30, 1949–1958: JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 952. Price:
ASA members $20; Nonmembers $75.
Volumes 31–35, 1959–1963: JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 1140. Price:
ASA members $20; Nonmembers $90.
Volumes 36–44, 1964–1968: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 485. Out of Print.
Volumes 36–44, 1964–1968: Contemporary Literature. Classified by sub-
ject and indexed by author. Pp. 1060. Out of Print.
Volumes 45–54, 1969–1973: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 540. Price: $20 �paperbound�; ASA
members $25 �clothbound�; Nonmembers $60 �clothbound�.
Volumes 55–64, 1974–1978: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 816. Price: $20 �paperbound�; ASA
members $25 �clothbound�; Nonmembers $60 �clothbound�.
Volumes 65–74, 1979–1983: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 624. Price: ASA members $25 �paper-
bound�; Nonmembers $75 �clothbound�.
Volumes 75–84, 1984–1988: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 625. Price: ASA members $30 �paper-
bound�; Nonmembers $80 �clothbound�.
Volumes 85–94, 1989–1993: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 736. Price: ASA members $30 �paper-
bound�; Nonmembers $80 �clothbound�.
Volumes 95–104, 1994–1998: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 632. Price: ASA members $40 �paper-
bound�; Nonmembers $90 �clothbound�.
Volumes 105–114, 1999–2003: JASA and Patents. Classified by subject
and indexed by author and inventor. Pp. 616. Price: ASA members $50;
Nonmembers $90 �paperbound�.
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ACOUSTICAL NEWS—INTERNATIONAL

Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

International Meetings Calendar

Below are announcements of meetings and conferences to be held
abroad. Entries preceded by an * are new or updated listings.

December 2005
7–9 Symposium on the Acoustics of Poro-Elastic

Materials, Lyon, France �Fax: �33 4 72 04 70 41;
Web: v0.intellagence.eu.com/sapem2005�.

January 2006
5–7 First International Conference on Marine

Hydrodynamics, Visakhapatnam, India �V. B. Rao,
Naval Science & Technological Laboratory, Vigyan
Nagar, Visakhapatnam-530 027, India; Web:
www.mahy2006.com�.

17–19 Anglo-French Physical Acoustics Conference, Wye
College, Kent, UK
�Web: www.ioa.org.uk/viewupcoming.asp�.

March 2006
14–16 Spring Meeting of the Acoustical Society of Japan,

Tokyo, Japan �Acoustical Society of Japan, Nakaura
5th-Bldg., 2-18-20 Sotokanda, Chiyoda-ku, Tokyo
101-0021, Japan; Fax: �81 3 5256 1022; Web:
www.asj.gr.jp/index-en.html�.

20–23 Meeting of the German Acoustical Society (DAGA
2006), Braunschweig, Germany �Web:
www.daga2006.de�.

April 2006
24–27 French Congress on Acoustics, Tours, France �Web:

cfa06.med.univ-tours.fr�.

May 2006
2–5 International Conference on Speech Prosody 2006,

Dresden, Germany
�Web: www.ias.et.tu-dresden.de/sp2006�.

5–7 �Sixth International Conference on Auditorium
Acoustics, Copenhagen, Denmark
�e-mail: t.j.cox@salford.ac.uk; Web: www.ioa.org.uk/
viewupcoming.asp�.

15–19 IEEE International Conference on Acoustics, Speech,
and Signal Processing, Toulouse, France
�Web: icassp2006.org�.

23–26 17th Session of the Russian Acoustical Society,
Moscow, Russia �Web: www.akin.ru�.

30–1 6th European Conference on Noise Control
(EURONOISE2006), Tampere, Finland
�Fax: �358 9 7206 4711; Web: www.euronoise2006.org�.

June 2006
12–15 8th European Conference on Underwater Acoustics,

Carvoeiro, Portugal �Web: www.ecua2006.org�.
17–19 �9th International Conference on Recent Advances in

Structural Dynamics, Southampton, UK
�Web: www.isvr.soton.ac.uk/sd2006/index.htm�.

26–28 9th Western Pacific Acoustics Conference (WESPAC
9), Seoul, Korea �Web: wespac9.org�.

26–29 �11th International Conference on Speech and
Computer, St. Petersburg, Russia �Web:
www.specom.nw.ru�.

July 2006
3–7 13th International Congress on Sound and Vibration

(ICSV13), Vienna, Austria
�Web: info.tuwienac.at/icsv13�.

17–20 International Symposium for the Advancement of
Boundary Layer Remote Sensing (ISARS13),
Garmisch-Partenkirchen, Germany �Fax:
�49 8821 73 573; Web: imk-ifu.fzk.de/isars�.

17–19 9th International Conference on Recent Advances in
Structural Dynamics, Southampton, UK
�Web: www.isvr.soton.ac.uk/sd2006/index.htm�.

September 2006
13–15 Autumn Meeting of the Acoustical Society of Japan,

Kanazawa, Japan �Acoustical Society of Japan, Nakaura
5th-Bldg., 2-18-20 Sotokanda, Chiyoda-ku, Tokyo
101-0021, Japan; Fax: �81 3 5256 1022; Web:
www.asj.gr.jp/index-en.html�.

18–20 �Sixth International Symposium on Active Noise and
Vibration Control (ACTIVE2006), Adelaide,
Australia �Web: www.active2006.com�.

18–20 International Conference on Noise and Vibration
Engineering (ISMA2006), Leuven, Belgium
�Fax: 32 16 32 29 87; Web: www.isma-isaac.be�.

October 2006
25–28 Fifth Iberoamerican Congress on Acoustics, Santiago,

Chile �Web: www.fia2006.cl�.

November 2006
20–22 1st Joint Australian and New Zealand Acoustical

Societies Conference, Christchurch, New Zealand
�Web: www.acoustics.org.nz�.

July 2007
9–12 14th International Congress on Sound and Vibration

(ICSV14), Cairns, Australia
�e-mail: n.kessissoglou@unsw.edu.au�.

August 2007
26–29 �Inter-Noise 2007, İstanbul, Turkey �Web:

www.internoise2007.org.tr�.
27–31 Interspeech 2007, Antwerp, Belgium �e-mail:

conf@isca-speech.org�.

September 2007
2–7 19th International Congress on Acoustics (ICA2007),

Madrid, Spain �SEA, Serrano 144, 28006 Madrid,
Spain; Web: www.ica2007madrid.org�.

9–12 �ICA Satellite Symposium on Musical Acoustics
(ISMA2007), Barcelona, Spain �SEA, Serano 144,
28006 Madrid, Spain; Web: www.isma2007.org�.
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June 2008
29–4 �Forum Acusticum: Joint Meeting of European

Acoustical Association (EAA), Acoustical Society of
America (ASA), and Acoustical Society of France
(SFA), Paris, France �Web: www.sfa.asso.fr; e-mail:
phillipe.blanc-benon@ec-lyon.fr�.

July 2008
28–1 19th International Congress on Noise as a Public

Health Problem, Mashantucket, Pequot Tribal Nation
�ICBEN 9, P.O. Box 1609, Groton CT 06340-1609,
USA: Web: www.icben.org�.

August 2010
23–27 �20th International Congress on Acoustics (ICA2010),

Sydney, Australia �Web: www.acoustics.asn.au�.

Preliminary Announcement
October 2006
3–6 IEEE Ultrasonics Symposium, Vancouver, BC, Canada

�TBA�.
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BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See “Book Reviews Editor’s Note,” J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Sonoluminescence

F. Ronald Young

CRC Press, Boca Raton, FL, 2004. 227 pp. Price: $99.95
(hardcover), ISBN: 0849324394

This book summarizes, often quoting directly from journal articles, the
theme�s� described in published papers relating to sonoluminescence. In-
deed, it either summarizes or cites almost every single paper ever written in
the field! As such, it can be considered an historical reference list.

But I believe that sonoluminescence is more than a simple collection
of papers and summaries. Sonoluminescence conjures up images of magical
bubbles giving off spectacular bursts of light. A lot of that magic came about
after Felipe Gaitan discovered single-bubble sonoluminescence �SBSL�, in
which a single light-emitting bubble could be isolated and studied. It is the
hydrogen atom of cavitation and its isolation sparked a decade of discover-
ies.

But the history of sonoluminescence does not begin there. The first
period begins in 1933 with the discovery of sonoluminescence from cavita-
tion fields �called multiple bubble sonoluminescence or MBSL� and is ac-
curately described in the book as lasting up to 1990, when SBSL was dis-
covered. This first period saw many experiments and discarded theories
�which were later dusted off and revamped to describe SBSL!�. As this book
focuses on SBSL, I shall call this first period “SBSL prehistory.”

The second period I call the “age of discovery” and it begins with the
discovery of SBSL in 1990 and lasts until 1996. This period saw remarkable
discoveries and even more remarkable theories to describe the observations
coming out of various labs. I suppose one could also label this period the
“age of confusion,” because each discovery and theory seemed to bring
about more questions than answers.

Most of those early discoveries occurred within the laboratories of
Seth Putterman at UCLA. He had heard of Gaitan’s magical bubble and,
perhaps sensing the implications of a simple air bubble that can emit light,
traveled with his graduate student Brad Barber to the lab of Larry Crum to
observe Gaitan’s method of isolation. Back at his own lab, Barber set out to
measure the lifetime of the light flash, only to discover that the flash was too
short to measure! They also measured the synchronicity of the flashes, only
to find out that the bubble was much more stable than the equipment used to
isolate it! They measured the radial pulsation of the bubble and used well-
known and accepted equations for describing that motion, only to find out
that the equations could not explain how the bubble remained stable for long
periods.

Putterman’s lab also measured the first spectrum from SBSL. The
spectrum looked like the tail of a black body radiator, but without knowing
where the peak of the spectrum lay, it was hard to get any information about
the temperature. Measurements suggested that the back body temperature
was about 25 000 K. But just as the sun has a cool surface temperature, and
a very hot core, calculations of the core temperature within a single sonolu-
minescing bubble suggested that fusion may even be possible!

These early studies captivated the scientific community. Many theories
were developed. The book touches on most, if not all, the theories. It would
have been nice to categorize these theories in terms of their applicability.
Instead, the book simply summarizes each theory, without interpretation.

In the meantime, experiments were being conducted on all sorts of
liquids and gasses, in environments as varied as high magnetic fields or

microgravity. The book touches on many of these studies, but, again, does so
only in summary form, without interpretation.

The third period, the “age of reason,” began in 1996 and lasted to
2002. In this period fundamental theories came forth that could account for
most of the observations.

The transition to this age of reason began at a landmark ASA meeting
held in Hawaii in 1996. At the meeting, Robert Apfel presented a list of
challenges to theorists and experimentalists for advancing the science of
sonoluminescence. At the same meeting, Detlef Lohse, an up-and-coming
physicist, presented a hypothesis to explain how a bubble could remain
stable for long periods of time. He came up with the notion that chemical
reactions were occurring within the bubble, that the nitrogen and oxygen
�the air� within the bubble underwent dissociation and dissolved into the
liquid, leaving only argon inside �the argon concentration in air is about
1%�. This remarkable hypothesis was proved true about a year later by
Matula and Crum, and shortly thereafter independently by Ketterling and
Apfel.

This period also saw more sophisticated techniques to accurately mea-
sure the duration of the light flash. With this information, Lohse and col-
leagues presented a detailed description of how light can be emitted from a
collapsing bubble. By incorporating additional important physics from Willy
Moss, Kyuichi Yasui, and others, they were able to describe the emission
process in terms of fundamental physics—bremsstrahlung and recombina-
tion radiation. The chemical reaction and light-emitting models matched
very well with many observations and laid the foundation for understanding
SBSL �although some aspects have yet to be resolved�.

The fourth period, which I humorously call the “atomic age,” started in
2002 with the publication in Science magazine that sonoluminescence
bubbles generate fusion. This apparent discovery has caused quite a stir. At
the time of this writing, there has not been any independent confirmation of
cavitation fusion �or sonofusion�. This potentially explosive result is only
touched on by the book. Parenthetically, Hollywood anticipated sonofusion
in their movie Chain Reaction, produced in 1996!

It would have been nice to include some of the wonder of sonolumi-
nescence in the book. For example, a presentation on the topic of sonolu-
minescence always drew big audiences. Whether it was a technical scientific
conference, or in a colloquium setting, the room overflowed with people
eager to hear the latest buzz. When we gave demonstrations of sonolumi-
nescence, our labs were always filled with students, professors, artists, re-
porters, and even congressional representatives, crowded around a small
glass of water, in the dark, peering at a small bluish light emanating from
within. That magic is missing in the book. Perhaps others will disagree, and
that we should leave the magic to Hollywood writers.

In any case, the book does not present the topic historically as I tried
to express here, nor does it distinguish the great work from the good work
from the average work. It simply presents all the work. As the author states,
this book is a reference book; it does contain all relevant citations associated
with sonoluminescence �even a diagram of a filing cabinet the author used to
store sonoluminescence papers�. It just doesn’t convey the magic. Sonolu-
minescence does not meet the expectations of his previous book Cavitation,
which has recently been reprinted by Imperial College Press.

THOMAS MATULA
University of Washington,
Applied Physics Laboratory,
Seattle, Washington 98105
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Stress, Strain, and Structural Dynamics:
An Interactive Handbook of Formulas,
Solutions, and MATLAB Toolboxes

Bingen Yang

Elsevier Academic Press, Burlington, MA, 2005. 942 pp.
Price: $89.95 (hardcover), ISBN: 0-12-787767-3.

Less engineering is done with pencil and paper, as computers and
software get more sophisticated. As this trend continues, it is very easy for
the physics concepts to be replaced with black box computer programs
which “plug and chug” the correct answer to problems. Stress, Strain, and
Structural Dynamics by Bingen Yang is a combination reference text and
software package. Each is designed to complement the other. The theory
demystifies the “plug and chug” nature of the software, and the software
allows visualization of the concepts presented in the text. The software is a
set of functions, a toolbox, which must be run with the popular software
package MATLAB by Mathworks, Inc. MATLAB is currently in wide use in
academia, government, and industry because of its versatility and ease of
use. It retains all the power of a lower level language, such as C or FORTRAN,
but hides tedious bookkeeping like variable declaration.

The book generally follows the two semester undergraduate series of
Statics and Dynamics. However, equations are presented, rather than de-
rived, and there are no problems provided for student to solve, so it would
be inappropriate as a primary text for these courses. It is, instead, more
appropriate as a supplementary text by providing a way for students to
quickly visualize solutions and to see how they evolve with parameters. For
practicing engineers and scientists the book and the software’s value lie in
their straightforward review of basic topics in structural dynamics, again
allowing quick visualization of simple situations. For the structural acousti-
cian, about half the book is devoted to vibration and resonance of primarily
straightforward shapes, and only the last two chapters are devoted to nu-
merical solutions, using the finite element method. The book is divided into
five parts, Strength of Materials, Structural Mechanics, Dynamics and Vi-
brations, Structural Dynamics, and Two-Dimensional Elastic Continua.
More attention is given to the parts dealing with Dynamics.

The chapters start with a quick tutorial on setting up the toolbox in
MATLAB and a preview of the problems that will be studied in the chapter.
Each chapter’s accompanying toolbox is designed to be independent from
the others. The user, then, can have only one chapter’s toolbox on the
MATLAB path at a time or there will be functions with duplicate names. A
summary of theory follows. The theory is the strongest part of the text; each
section follows clearly from the one before and leads smoothly into the next.
Interlaced within the theory are examples using the toolboxes, allowing the
user to quickly see results. The author is careful to explain, in optional
sections, the techniques used to program the toolboxes. MATLAB is designed
to be straightforward when problems are formulated as matrices rather than
as vector differential equations. Thus, the programming techniques differ

from those presented in the main text. The chapters conclude with a Quick
Solution Guide reviewing the important equations and helping to locate
explanations of the functions within the text. These guides allow someone
already familiar with, or not interested in, the theory to quickly obtain re-
sults.

The reviewer warns that the following paragraph contains jargon that
may be familiar only to MATLAB users.

A check to see that the toolbox functions ran smoothly was straight-
forward due to the inclusion of functions that run all the examples in each
chapter together. They all ran with only one minor glitch, which was cleared
up with a prompt response from the author. Testing the validity of each
function would be extremely time consuming and is beyond the scope of
this review. The software supplied suffers one major drawback, the manner
in which it was compiled. The strength of MATLAB is its flexibility and
transparency; toolboxes offered by Mathworks are given as m-files which
allows the user to view and even alter the code written by the programmer.
If there is a problem with the code, the user can then see exactly what is
going on and attempt to fix it. The author �or publisher� of Stress, Strain,
and Structural Dynamics has chosen to compile the code instead as p-code,
which hides the code from the user and makes viewing and modifying the
code impossible. This severely limits one from incorporating these functions
into their own code.

This deficiency aside, there is often a need for back of the envelope
calculations and quick understanding of fundamental concepts. With Stress,
Strain, and Structural Dynamics you can get better, faster results than uti-
lizing even a large manila envelope. The Professional engineer or graduate
student with this software and text on their shelf would be able to test a new
structural idea quickly and easily. This new idea could quickly be sorted into
the “What was I thinking?” or the “This might just work!” basket.

The author states in the Introduction, “With this book an undergradu-
ate student in earlier years can solve various engineering problems without
worrying about numerical algorithms. This allows the student to focus on
important aspects of fundamental principles in engineering science and ex-
plore the physical insight of practical problems.” As computers become
more important to problem solving, fundamental principles and numerical
algorithms must be taught along side each other so that students understand
that the differences between them are only subtle. Even in their early years
the undergraduates in engineering should be learning to translate what they
learn in the classroom into code that they can run. The value of this text as
a teaching tool may be in having the students try writing their own MATLAB

code to solve the problems studied in class; these can then be tested against
the functions given with the text. In this case, it is better that the code is
hidden after all.

BENJAMIN DZIKOWICZ

Naval Surface Warfare Center, Panama City,
110 Vernon Ave.,
Panama City, Florida 32407
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OBITUARY

Arthur A. Myrberg, Jr. • 1933–2005

Arthur A. Myrberg, Jr., a long-time member of the Acoustical Society
and one of the world’s leading figures in the field of animal bioacoustics,
died in Miami, Florida on April 8, 2005.

Professor Myrberg was born in Chicago Heights, Illinois on June 28,
1933, and was raised in the small farming town of Lulenecks, which is about
six miles from Joliet, Illinois. He began his education in a one-room school
house and then graduated to a large metropolitan high school. He attended
Ripon College where he received a B.A. in 1954 with a major in Biology
and a secondary major in Education. After graduation, Myrberg entered
military service with the U.S. Army, serving as an officer in the Second
Armored Division in Germany. After three years in the service, he spent one
year at the University of Illinois in Champaign/Urbana where he received an
M.S. degree �1958�. He subsequently received his doctorate from the Uni-
versity of California, Los Angeles, in 1961. Myrberg immediately left for
Europe where he took up a postdoc at the Max-Planck-Institute for Behav-
ioral Physiology in Seewiesen �1961–1964�, Germany, studying under the
Nobel Prize-winning ethologist Konrad Lorenz.

In 1964 Myrberg assumed a position as assistant professor at the Uni-
versity of Miami’s Institute of Marine and Atmospheric Sciences. When
Warren Wisby was tapped to establish the National Aquarium in Washing-
ton, D.C., Myrberg took over the well-funded animal behavior group at the
school and thus began his lifelong interest in shark biology and animal
bioacoustics. He was promoted to associate professor in 1967 and was
awarded tenure in 1971. He was promoted to full tenured professor in 1972
and remained at the University of Miami for the duration of his career,
continuing to work past his retirement.

Myrberg’s earliest published work, in 1964, “An analysis of the pref-
erential care of eggs and young by adult brooding cichlid fishes” started him
on his lifelong study of fish and other marine organisms. In 1965, the paper
“Sound production by cichlid fishes” was published in Science. This paper
was followed by subsequent papers that pioneered the study of sound pro-
duction and behavior of cichlid fishes, one of the most diverse groups of
freshwater fishes. The work was comparative and it looked at sound produc-
tion in a number of related species. It was also one of the first studies to
closely relate sound production with behavior of fishes.

While Myrberg’s earlier work was on cichlids, his research extended to
marine organisms in general. In the early 1970s, he and his students began
research on sharks and pomacentrid fishes. Each study included laboratory
and field examinations of behavior and of how sound plays a role in the
lives of the subjects. This work, done in collaboration with his colleagues
and students, included the study of the attraction of sharks and other fishes
by low-frequency sound. Among the widely cited work carried out in Myr-
berg’s laboratory were studies carried out by Don Nelson and Samuel Gru-
ber that provided the first behavioral data on shark hearing.

Myberg’s research led to studies on details of the response and of the
stimuli that evoked it, with subsequent consideration of causal agents and
the possible use of sound as a practical shark repellent. He also investigated
the ethology and bioacoustics of a group of marine fishes, the Pomacen-
tridae �damselfish�, that showed similar diversity in behavior and sound
production as the freshwater cichlids. One achievement was the understand-
ing of how a number of sympatric species of pomocentrids use acoustic
signals to identify conspecifics by discrimination between the temporal pat-
terns of the sounds produced by the different species. A review, “Ocean
noise and the behavior of marine animals: Relationships and implications”
published in 1980 was one of the first scholarly articles to express concerns
about the potential effects of human-generated sounds on marine organisms.
In 1981, Myrberg proposed the idea of “interception,” a behavior where one
animal, the interceptor, intercepts communication signals from a sender to
the intended receiver, unbeknownst to those animals. The interceptor then
modifies its own behavior based on that sound. This idea is currently re-
garded as a critical part of our understanding of how animals communicate.

Myrberg was a fellow of the Animal Behavior Society and the Ameri-
can Institute of Fishery Research Biologists. He published over 90 papers,
had long-term funding from the National Science Foundation, the Office of
Naval Research, and other granting agencies, and supervised 28 masters and
doctoral students. The importance of his work, rather than the numbers of
papers published, is his real legacy.

Professor Arthur A. Myrberg, Jr., is survived by a son Arthur Junior
and daughter Beverly.

ARTHUR N. POPPER
RICHARD R. FAY
SAMUEL H. GRUBER
WILLIAM N. TAVOLGA
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6,914,991

43.25.Lj PARAMETRIC AUDIO AMPLIFIER SYSTEM

Frank Joseph Pompei, Wayland, Massachusetts
5 July 2005 „Class 381Õ111…; filed 17 April 2001

A parametric loudspeaker typically uses an array of piezoelectric trans-
ducers, requiring a high-voltage connection between the amplifier and the
array. By moving the stepup transformer and bias generator from the ampli-

fier housing to the array itself, conventional low-voltage cabling can be
used. Owners of electrostatic loudspeakers may notice a faint similarity to
established prior art.—GLA

6,909,340

43.35.Pt BULK ACOUSTIC WAVE FILTER UTILIZING
RESONATORS WITH DIFFERENT ASPECT
RATIOS

Robert Aigner et al., assignors to Infineon Technologies AG
21 June 2005 „Class 333Õ189…; filed in Germany 24 November 2000

This patent discloses several physical arrangements of bulk acoustic
wave resonators designed to smooth and control the passband response of

bandpass filters in the GHz range. The devices are small thickness-mode
resonators made of AlN, though the principles would seem to be generally
applicable. It is curious in that there are no equations and only one or two
numbers actually stated for optimum aspect ratios, so to this reviewer there
does not seem to be any content to the patent other than what one might call
‘‘rules of thumb.’’—JAH

6,909,823

43.35.Sx ACOUSTO-OPTIC TUNABLE APPARATUS
HAVING A FIBER BRAGG GRATING AND AN
OFFSET CORE

Wayne V. Sorin and B. Yoon Kim, assignors to Novera Optics,
Incorporated

21 June 2005 „Class 385Õ28…; filed 28 December 2001

This is a device for executing one or more operations on a band of
wavelengths extant within an optical signal. Use is made of the interaction
between the acoustic wave and the fiber Bragg grating, which reflects one or

more nth-order sidebands of reflection wavelengths within an optical signal
in order to couple the specific band of wavelengths in one mode with a
second mode.—DRR
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6,912,925

43.35.Yb ACOUSTIC METER ASSEMBLY

Erik Cardelius, assignor to Maquet Critical Care AB
5 July 2005 „Class 73Õ866.5…; filed in Sweden 5 February 2003

Gas flow meters and the like may employ one or more transducers
operating in the ultrasonic range. Typically, a signal is generated, travels
across a conduit, and is reflected back to a receiver. The property to be
measured is then determined from differences between the transmitted and
received signals. It is essential that the acoustic path length be known accu-

rately, yet the exposed front face of the transducer assembly is subject to any
pressure changes of the fluid within the conduit, causing the transducer to
shift slightly in its resilient mounting. According to this patent, such a pres-
sure differential can be reduced by providing a vent 18 into back chamber
24, which also reduces the force required from bias spring 28.—GLA

6,911,708

43.35.Zc DUPLEXER FILTER HAVING FILM BULK
ACOUSTIC RESONATOR AND SEMICONDUCTOR
PACKAGE THEREOF

Jae-Yeong Park, assignor to LG Electronics Incorporated
28 June 2005 „Class 257Õ416…; filed in the Republic of Korea

21 February 2003

This patent teaches the use of bimetal bonding layers to improve ad-
hesion of electrodes to various semiconductor substrates. Much ado is made
of this and other improvisations on the basic bulk acoustic wave resonator,
but really this patent tells us nothing that is not common practice in the field.
The language in it is difficult to understand, so the reader is advised to
browse elsewhere for information.—JAH

6,911,765

43.35.Zc QUARTZ CRYSTAL TUNING FORK
RESONATOR

Hirofumi Kawashima, assignor to Piedek Technical Laboratory
28 June 2005 „Class 310Õ370…; filed in Japan 31 October 2000

This patent tells us about a variety of tuning fork modifications that
can be used to change the temperature coefficient of the ordinary cuts to be
near zero. The modifications include fabricating multiple tines on a common
base, cutting the tines at an angle to the crystal axis, and cutting and elec-
troding grooves in the tines. All this seems to be a lot of cost and work to
reduce a temperature coefficient, but perhaps some day one of these tech-
niques will become standard. The patent is clear and concise in its descrip-
tion and claims.—JAH

6,914,992

43.38.Ar SYSTEM CONSISTING OF A MICROPHONE
AND A PREAMPLIFIER

Aart Zeger van Halteren and Claus Erdmann Furst, assignors to
Sonion Nederland B.V.

5 July 2005 „Class 381Õ113…; filed in the Netherlands 2 July 1998

The patent describes structural details of an integral microphone-
preamplifier design in which a rear gradient path has been designed so that

its acoustical admittance is effective only at low frequencies. The result is an
improvement in low-frequency noise reduction.—JME

6,909,589

43.38.Bs MEMS-BASED VARIABLE CAPACITOR

Michael A. Huff, assignor to Corporation for National Research
Initiatives

21 June 2005 „Class 361Õ281…; filed 20 November 2003

This patent describes the creation of various variable, parallel-plate
capacitors in low-temperature, cofired ceramics. The claims broadly cover
nearly every flexible capacitor that has been made, and do not address any
of the real problems of control of such a variable-separation device. The
novelty of the claims appears to come solely from the use of ceramic as the
structural material, but no mention is made of the processing and layer
alignment steps required for success. There are a few interesting, electrode
shapes depicted in the figures, but any knowledge that isn’t patently obvious
here �e.g., the use of physical stops to control snap-in� has been around for
years.—JAH
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6,888,946

43.38.Dv HIGH FREQUENCY LOUDSPEAKER

Wolfgang Bachmann et al., assignors to Harman Audio Electronic
Systems GmbH

3 May 2005 „Class 381Õ184…; filed in Germany 23 May 2000

A loudspeaker is described that can be excited using either an electro-
dynamic or piezoeletric motor and which features a planar radiating surface
that can be constructed in a fractal manner to produce a wide-range assem-
bly. The faces of the planar structure can be glass, metal, or carbon fiber
reinforced resin. The composite planar structure can have alternating rows
of periodic bulges, which can be stamped knobs, pyramids, or other shapes,

with alternating rows being stamped in opposite directions with the periodic
arrangement in alternate rows offset by one-half a ‘‘knob’’ between rows.
Assembly 59 shows a fractal pattern of structurally changed zones in a
honeycomb sandwich material 60. Large 56, medium large 57, and small 58
drivers can be inserted into the appropriate zone�s�.—NAS

6,895,097

43.38.Dv PLANAR TYPE SPEAKER AND SYSTEM
USING IT

Iwao Furuyama, assignor to Fal Company Limited
17 May 2005 „Class 381Õ152…; filed in Japan 26 November 2002

By isolating the perimeter of a planar type loudspeaker 1 from the
frame 4 using flexble edge members 3, consisting of identical parts 3a and
3b, the performance of 1 is improved �or so the patent argues�. The patent
describes the construction and manufacture of the diaphragm in some detail,

as well as the voice coil and other parts of the assembly. The planar assem-
bly appears to be part of a larger consumer speaker assembly.—NAS

6,911,901

43.38.Dv MULTI-FUNCTIONAL VIBRO-ACOUSTIC
DEVICE

Russ Bown, assignor to New Transducers Limited
28 June 2005 „Class 340Õ384.1…; filed in the United Kingdom

20 December 2000

A panel-type loudspeaker is augmented by one or more input sensors
so that it can also serve as a touch-sensitive panel. The touch-sensitive areas

include provisions for force feedback. That pretty much sums up Claim 1 of
the patent, which is the sole independent claim.—GLA

6,909,224

43.38.Fx PIEZOELECTRIC GENERATOR

Kamyar Ghandi et al., assignors to Continuum Photonics,
Incorporated

21 June 2005 „Class 310Õ339…; filed 2 December 2003

This patent describes an interesting electric generator designed to take
rotating input �a hand crank is shown in one figure� and convert it to dc
electrical power. The inventors seem to be targeting small portable applica-
tions such as radios, computers, lights, and the like. The crank drives a
circular piezo plate over ball bearings or other protrusions, creating a circu-
lating mechanical wave in the plate. Segmented electrodes on the plate
allow the deformation to be converted to electricity with ‘‘all the energy
being put into the system to rotate plate...converted to electrically en-
ergy... .’’ The claim is that such a standing wave allows coupling coefficients
approaching unity, a claim that seems unbased in fact. No design equations
or supporting data are given, but numerous circuits and waveforms are
shown to suggest that some such devices have been made and tested.—JAH
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6,911,787

43.38.Fx DRIVING METHOD AND DRIVING CIRCUIT
FOR PIEZOELECTRIC TRANSFORMER, COLD-
CATHODE TUBE LIGHT-EMITTING APPARATUS,
LIQUID CRYSTAL PANEL AND DEVICE
WITH BUILT-IN LIQUID CRYSTAL PANEL

Katsu Takeda and Hiroshi Nakatsuka, assignors to Matsushita
Electric Industrial Company, Limited

28 June 2005 „Class 315Õ209 PZ…; filed in Japan 25 November 2002

This patent describes the application of piezoelectric transformers to
the task of driving cold-cathode displays. The content of the patent is mostly
how to tailor the driving waveform to reduce heating and overdriving of the
piezo element. There is little here that is not known to the average engineer,
and what is covered in depth is the drive circuitry for such a transformer.—
JAH

6,910,548

43.38.Ja MODULAR SPEAKER CONSTRUCTION

Mark H. Powell, assignor to Gibson Guitar Corporation
28 June 2005 „Class 181Õ199…; filed 31 March 2003

Prior art includes a number of designs for loudspeaker boxes that can
be collapsed or disassembled during shipping or storage. In this case, the
goal is to enable a variety of enclosures to be built from a small number of

modular elements. A skeleton frame is first assembled and then individual
panels are fastened in place. The novelty appears to lie in the design of
corner units 20A–20D.—GLA

6,912,292

43.38.Ja CONCENTRIC CO-PLANAR MULTIBAND
ELECTRO-ACOUSTIC CONVERTER

Anders Sagren, Uppsala, Sweden
28 June 2005 „Class 381Õ421…; filed 26 December 2001

Dome tweeter assembly 192 is mounted in the center of woofer as-
sembly 181 such that ‘‘the acoustic centers of said drive units substantially
coincide.’’ Since that phrase, taken from Claim 1 of the patent, describes
known prior art, any novelty must lie elsewhere. Well, Claim 1 also requires

that at least one of the permanent magnets must be magnetized radially. No
specific reason is given for this requirement but the patent implies that it
allows a more powerful tweeter to be fitted into the limited space
available.—GLA

6,914,989

43.38.Kb DEVICE AND METHOD FOR CALIBRATION
OF A MICROPHONE

Cornelis Pieter Janse and Harm Jan Willem Belt, assignors to
Koninklijke Philips Electronics N.V.

5 July 2005 „Class 381Õ92…; filed in the European Patent Office
30 June 2000

This patent deals with a technique for measuring the essential perfor-
mance parameters of a microphone on the production line. According to the
abstract, ‘‘The calibration arrangement includes an impulse response esti-
mating device 7 for estimating an acoustic impulse response of the micro-
phone by correlating the microphone output signal 6 and the loudspeaker

input signal 5 when the microphone 4 receives sound from the loudspeaker
3, whereby the output power of the microphone 4 is estimated.’’ Convoluted
English aside, this patent should be read by all who are in the manufacturing
sector.—JME
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6,912,287

43.38.Si WEARABLE COMMUNICATION DEVICE

Masaaki Fukumoto and Yoshinobu Tonomura, assignors to
Nippon Telegraph and Telephone Corporation

28 June 2005 „Class 381Õ151…; filed in Japan 18 March 1998

Here we have another giant-size patent. It includes 52 drawing sheets
and 44 claims. The invention is described as ‘‘a full-time wearable com-
mand input device in which a user can input a command by minute move-
ments of a human body while preventing any improper input caused by
bending or twisting the user’s wrist from being input as a command.’’ In the
embodiment shown, the user can initiate or receive a call simply by inserting

a fingertip into one ear. Voice signals are transmitted via a microphone built
into wristband 7. Audio is received via bone conduction from the fingertip,
which is energized by ring-shaped actuator 1. Although the device is de-
scribed in considerable detail, there is no indication that a working model
has actually been tested.—GLA

6,909,041

43.38.Vk SOUND FIELD CONTROL METHOD AND
SOUND FIELD CONTROL SYSTEM

Yoshiki Ohta, assignor to Pioneer Corporation
21 June 2005 „Class 84Õ630…; filed in Japan 28 February 2002

When multichannel reverberant sound fields are generated �or repro-
duced� for musical enhancement, the elements of that sound field become a
part of the program that is fed directly into the listening space. What the

listener hears is, in effect, a combination of local room reflections and re-
corded reverberant information. Normally this is not a problem, insofar as
the local reflections in most listening spaces are not likely to intrude on the
reproduced sound field. This patent discusses means of identifying local
reflections and cancelling them during the playback process, thus presenting
to the listener a more natural simulation of the original recording acoustics.
Music listening in the automobile is a good case in point where this could
help.—JME

6,909,787

43.38.Vk METHOD AND RELATED APPARATUS
FOR STEREO VOCAL CANCELLATION

Ken-Chi Chen, assignor to Mediatek Incorporation
21 June 2005 „Class 381Õ17…; filed in Taiwan, Province of China

21 August 2003

The Karaoke craze of the 1980s brought with it a number of audio
devices that removed the vocal information from a stereo program so that
brave bar patrons could in effect sing along with the remaining recorded
instrumental program. Since vocal information in a stereo program is essen-
tially in-phase in the stereo channels, a simple phase inversion of the stereo

pair, when summed, will cancel the vocal portion of the program. What
remains when this is done is a single anti-phase monophonic channel. This
patent explores means of converting this mono channel to artificial stereo
through careful reequalization, taking into account some of the original ste-
reo content that may be out of the vocal frequency band.—JME

6,917,139

43.40.Cw FILM BULK ACOUSTIC RESONATOR

Kuk Hyun Sunwoo et al., assignors to Samsung
Electro-Mechanics Company, Limited

12 July 2005 „Class 310Õ321…; filed in the Republic of Korea
5 December 2000

This is a ‘‘me-too’’ patent on a method for forming an effective bulk
acoustic wave resonator on a silicon substrate without having all the energy
of the resonant structure leak into the silicon. There is nothing novel here,
just some procedures for carving out silicon in thin membranes, depositing
ZnO or AlN, and getting electrical leads to the resulting structure. There are
other much more interesting patents on the subject of FBARs, and the reader
is advised to refer to them for information.—JAH
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6,917,261

43.40.Cw COMPONENT OPERATING WITH BULK
ACOUSTIC WAVES, AND HAVING
ASYMMETRICÕSYMMETRICAL CIRCUITRY

Michael Unterberger, assignor to EPCOS AG
12 July 2005 „Class 333Õ189…; filed in Germany 5 December 2002

This brief patent describes the stacking of bulk acoustic resonators in
order to exploit their acoustic coupling. The parts are interposed with tung-
sten and silicon dioxide layers to create impedance matching structures and
create splitting and broadening of the passband of the filter. It is all done for
use in the 1500–1600-MHz range, for baluns in cell phone systems. The
discussion is quite basic and general, with no equations and no design rules
other than remarks like ‘‘this layer should be one quarter wavelength thick,’’
etc.—JAH

6,911,117

43.40.Tm METHOD AND EQUIPMENT FOR
ATTENUATION OF OSCILLATION IN A PAPER
MACHINE OR IN A PAPER FINISHING DEVICE

Jouko Karhunen et al., assignors to Metso Paper, Incorporated
28 June 2005 „Class 162Õ199…; filed in Finland 30 April 1997

Vibration reduction of a paper roll device is obtained by means of a
dynamic absorber attached to a bearing housing. The absorber consists in
essence of a spring-mass system whose natural frequency is tuned to the
roll’s rotational frequency or one of its harmonics. A control system changes
the absorber’s effective spring constant, so as to keep the absorber appro-
priately tuned as the rotational speed of the roll changes.—EEU

6,916,017

43.40.Tm VIBRATION DAMPER DEVICE

Mathieu Noe, assignor to Hutchinson
12 July 2005 „Class 267Õ161…; filed in France 6 June 2001

This patent describes a vibration isolator of compact construction that
includes a coil to provide electrodynamic damping, as well as centering
springs to maintain axial alignment of the structural elements.—EEU

6,915,783

43.40.Vn METHOD FOR THE DAMPING OF
MECHANICAL VIBRATIONS IN THE DRIVE TRAIN
OF AN INTERNAL COMBUSTION ENGINE

Ralph Mader and Michael Suedholt, assignors to Siemens
Dematic AG

12 July 2005 „Class 123Õ406.24…; filed in Germany 3 December
1999

Attenuation of vibrations of the drive train of an internal combustion
engine is accomplished by active adjustment of the engine’s ignition angle.
The control algorithm takes account of sensed vibrations of the drive train,
as well as effects of imminent acceleration or load changes, as determined
from the throttle valve position. It may also take account of such other
parameters as temperature, vehicle speed, and transmission settings.—EEU

6,883,754

43.40.Yq REMEDIATION OF FAN SOURCE
PRODUCTION OF SMOKE IN AN AIRCRAFT CABIN

Stephen D. Ehrick, assignor to Inflight Warning Systems, LLC
26 April 2005 „Class 244Õ118.5…; filed 15 August 2002

Failure of fans used for cabin ventilation in aircraft can introduce
smoke into the passenger space. The patent describes a method of detecting
excessive vibration of inflight fan motors that may indicate the imminent
failure of the fan, which could cause the production of smoke. The vibration

of fan housing 14 is detected by vibration detector apparatus 25. When
vibrations due to excessive bearing wear or rotor tip interference are de-
tected, the fan is then shut down or, altenatively, the fan speed is reduced.—
NAS

6,907,736

43.50.Gf GAS TURBINE COMBUSTOR HAVING AN
ACOUSTIC ENERGY ABSORBING WALL

Keizo Ohnishi et al., assignors to Mitsubishi Heavy Industries,
Limited

21 June 2005 „Class 60Õ725…; filed in Japan 9 January 2001

A thin corrugated plate within the combustor of a gas turbine absorbs
acoustical energy by means of a perforated plate.—CJR

6,914,020

43.55.Ev SOUND AND HEAT INSULATION
MATERIAL

Friedhelm Beckmann, assignor to Moeller Tech GmbH
5 July 2005 „Class 442Õ222…; filed in Germany 9 February 1999

An otherwise normal insulation material for buildings, motor vehicles,
conduits, and such is covered with an exterior wrapping material that foams
up when at high temperatures and is difficult or impossible to ignite.—CJR

6,895,378

43.55.Ka SYSTEM AND METHOD FOR PRODUCING
ACOUSTIC RESPONSE PREDICTIONS VIA A
COMMUNICATIONS NETWORK

John D. Meyer et al., assignors to Meyer Sound Laboratories,
Incorporated

17 May 2005 „Class 704Õ270…; filed 24 September 2001

There are many stand-alone computer programs that are used by audio
and other designers to calculate the response of electroacoustic sytems in
rooms. This patent describes a remote client version of one such program. A
Java applet resides on the user’s computer. The applet allows for project
parameter input and communication with the processing system maintained
by the assignee. Anyone who has used a resident prediction program will
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appreciate the ability to offload the computational grunt work and also in
having an up-to-date database running on the latest version of the main
prediction program.—NAS

6,907,784

43.58.Vb VIBRATION TYPE ANGULAR VELOCITY
SENSOR

Kenji Kato, assignor to Denso Corporation
21 June 2005 „Class 73Õ514.15…; filed in Japan 13 March 2003

The Background section of this patent explains that electrically driven
tuning forks are used as angular velocity sensors in vehicular automatic
braking systems and the like. One problem with this type of sensor is that a
slight mechanical imbalance can create instability in the operation of the
sensor. Such errors can be reduced by grinding away a small amount of
material—a process somewhat similar to dynamic balancing of rotating ma-

chinery. However, this calibration process not only requires a suction device
to remove the grindings but is difficult to correct if too much material is
removed. The patent describes a method for including the required correc-
tion in the associated electronic circuitry, requiring no mechanical calibra-
tion procedure and enabling readjustment to be performed at any time.—
GLA

6,895,093

43.60.Dh ACOUSTIC ECHO-CANCELLATION
SYSTEM

Murtaza Ali, assignor to Texas Instruments Incorporated
17 May 2005 „Class 381Õ66…; filed 3 March 1999

Time-varying all-pass filters 45 and 47 are used to better decorrelate

the signals in a teleconference system to improve the performance of a
multichannel �in this case, a two channel� AEC system.—NAS

6,912,178

43.60.Fg SYSTEM AND METHOD FOR COMPUTING
A LOCATION OF AN ACOUSTIC SOURCE

Peter L. Chu et al., assignors to Polycom, Incorporated
28 June 2005 „Class 367Õ123…; filed 15 April 2003

The patent describes techniques for precisely identifying the position
of an acoustical source relative to an arbitrary microphone array. The analy-
sis takes place in multiple frequency bands and addresses the problems of

speed, accuracy, and reliability of analysis. Such systems would have use in
teleconferencing and surveillance activities. The patent is well written and
deserves to be read by all who work in these fields.—JME
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6,914,854

43.60.Fg METHOD FOR DETECTING EXTENDED
RANGE MOTION AND COUNTING MOVING
OBJECTS USING AN ACOUSTICS MICROPHONE
ARRAY

Jeffrey R. Heberley et al., assignors to The United States of
America as represented by the Secretary of the Army

5 July 2005 „Class 367Õ119…; filed 30 June 2003

The patent addresses problems in military surveillance, and the like,
where a large physical range of object movement must be assessed. Accord-
ing to the abstract, ‘‘Algorithms detect and confirm the appropriate presence

of objects moving through the beam and perform other algorithmic tests to
verify that the object is a valid object to be counted.’’ The patent is well
supported by measurements.—JME

6,917,688

43.60.Fg ADAPTIVE NOISE CANCELLING
MICROPHONE SYSTEM

Zhuliang Yu and Wee Ser, assignors to Nanyang Technological
University

12 July 2005 „Class 381Õ94.7…; filed 11 September 2002

The patent describes signal processing techniques for enhancing
speech using only two fairly closely spaced �2–3 cm� microphones. The
microphone outputs are added and subtracted to create an enhanced speech
signal �sum� and a speech-nulled �difference� signal. Through several com-

plex stages of signal-derived FIR equalization, the noise floor of the desired
signal is reduced further. References are made to the DSP techniques by
which these operations are carried out; regrettably, there are no measure-
ments showing how effective the entire operation may be.—JME

6,909,819

43.60.Uv SYSTEM AND METHOD FOR CANCELING
DISTURBANCE MEMS DEVICES

Brian P. Tremaine and Joseph E. Davis, assignors to Capella
Photonics, Incorporated

21 June 2005 „Class 385Õ17…; filed 16 April 2004

This patent discloses the use of feedforward techniques to cancel the
mechanical cross-coupling between moving elements in a mirror array. The
algorithm described is one-dimensional in that it covers only nearest-row
neighbors, but one can easily imagine 2-D versions and more sophisticated
adaptive versions of the model for cross-coupling. This algorithm is said to
be in use in a commercial WDM optical switch.—JAH

6,915,264

43.60.Uv COCHLEAR FILTER BANK STRUCTURE
FOR DETERMINING MASKED THRESHOLDS
FOR USE IN PERCEPTUAL AUDIO CODING

Frank Baumgarte, assignor to Lucent Technologies Incorporated
5 July 2005 „Class 704Õ500…; filed 22 February 2001

For compression of audio signals, as well as for automatic audio qual-
ity assessment, perceptual models are usually employed to estimate the au-
dibility of signal distortions. The patent describes a method and apparatus
for determining masked thresholds for the perceptual auditory model used,
e.g., in a perceptual audio coder, which uses a filter bank structure consisting
of multiple filter bank stages connected in series. Each filter bank stage, in

turn, comprises a number of low-pass filters connected in series and an equal
number of high-pass filters. Downsampling is applied between each succes-
sive pair of filter bank stages. The filter bank coefficients may be optimized
for modeling of masked threshold patterns of narrow-band maskers, and the
generated thresholds may be applied in a perceptual audio coder.—DRR

6,913,578

43.64.Yp METHOD FOR CUSTOMIZING AUDIO
SYSTEMS FOR HEARING IMPAIRED

Zezhang Hou, assignor to Apherma Corporation
5 July 2005 „Class 600Õ559…; filed 24 April 2002

This apparatus provides methods for customization of personal audio
systems for hearing-impaired individuals and aids for designing and produc-
ing audio products that incorporate components or software that helps to
compensate for individual hearing-loss characteristics. The customization
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can be performed either online or offline. The customization entails the
testing of the patient’s hearing to obtain reference parameters such as aural
frequency response, threshold of hearing, etc.—DRR

6,912,500

43.66.Qp FACILITATION OF SPEECH RECOGNITION
IN USER INTERFACE

Marianne Hickey and Paul St John Brittan, assignors to Hewlett-
Packard Development Company, L.P.

28 June 2005 „Class 704Õ270…; filed in the United Kingdom
29 January 2001

This patent is extremely general in scope, and suggests various ways
of connecting a 3D audio field presented to a user with computer recognition
of speech by said user. The suggestions all seem rather vague, e.g., by
spreading service access points around a virtual field, speech recognition
could then be made sensitive to the user turning to face the desired service
while speaking the relevant words. There is also a proposal to make speech
recognition sensitive to a speaker’s volume, which would correlate with the
distance of an access point in the audio field.—SAF

6,904,334

43.66.Qp ROBOT APPARATUS AND METHOD FOR
CONTROLLING THE OPERATION THEREOF

Yasuharu Asano and Junichi Yamashita, assignors to Sony
Corporation

7 June 2005 „Class 700Õ245…; filed in Japan 18 March 2002

Mechanisms are described by which a robot would determine the di-
rection from which a speech signal or other sound had come and orient head
and then body toward that sound. The orientation is done in two steps. First,
the neck is turned at rotation joint 101 in the direction of the sound, using
body movements only as needed to face directly toward the sound. After a

preliminary analysis of the sound, and especially if the source is deemed by
prior training to be a known individual, the body movement is completed, al-
lowing the neck position to be straightened out. These operations, from
analysis of the dual-microphone pickup to descriptions of joint movements,
are covered in considerable detail.—DLR

6,916,291

43.66.Sr SYSTEMS, METHODS AND PRODUCTS
FOR DIAGNOSTIC HEARING ASSESSMENTS
DISTRIBUTED VIA THE USE OF A COMPUTER
NETWORK

Gregg D. Givens et al., assignors to East Carolina University
12 July 2005 „Class 600Õ559…; filed 5 February 2002

Systems, methods, and associated devices and computer programs are
described here for executing diagnostic hearing tests that utilize a computer
network to provide interaction between a test administration site and one or
more remote patient sites. The test may be administered by an audiologist or
a qualified clinician at a site remote from the patient, so that there is inter-
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action between the user and the clinician during at least a portion of the test.
The tests can be performed to meet standardized guidelines such as ANSI
requirements or certification standards.—DRR

6,914,996

43.66.Ts PORTABLE TELEPHONE ATTACHMENT
FOR PERSON HARD OF HEARING

Takeshi Takeda, assignor to Temco Japan Company, Limited
5 July 2005 „Class 381Õ380…; filed in Japan 24 November 2000

A cellular phone attachment for use by a hearing-impaired person in-
cludes a microphone to be positioned close to the receiver portion of the
cellular phone and a bone conduction speaker that is placed in contact at the
appropriate location on a user’s head. A main body contains the amplifier, a
battery, and means for mounting the microphone next to the receiver and the
bone conduction speaker on the user’s head.—DRR

6,912,289

43.66.Ts HEARING AID AND PROCESSES FOR
ADAPTIVELY PROCESSING SIGNALS THEREIN

André Vonlanthen et al., assignors to Unitron Hearing Limited
28 June 2005 „Class 381Õ312…; filed 9 October 2003

The particular signal processing method selected is determined by
comparing in each of several frequency bands the input signal level and the
amount of amplitude modulation in the input signal to at least one threshold

value for each. The threshold values are associated with particular signal
processing methods including adaptive directionality, noise and acoustic
feedback cancellation, and adaptive wind noise management.—DAP

6,914,994

43.66.Ts CANAL HEARING DEVICE WITH
TRANSPARENT MODE

Adnan Shennib and Ross G. Baker, Jr., assignors to InSound
Medical, Incorporated

5 July 2005 „Class 381Õ312…; filed 7 September 2001

During long periods of inactivity, the wearer of a canal hearing aid
would select a power-saving transparent mode without removing the device
from the ear canal. The transparent mode compensates for the insertion loss

of ear canal resonance caused by inserting the hearing aid and provides
approximately the same frequency response in the ear canal as the unoc-
cluded ear.—DAP

6,915,209

43.66.Ts VISUAL AND AUDIBLE BUS ROUTING
SYSTEM

David I. Spann, Savannah, Georgia
5 July 2005 „Class 701Õ213…; filed 19 May 2003

This is a route information system that automatically provides both
visual and audible information to hearing and visually impaired bus riders. A
combined computer/global positioning system automatically displays the lo-
cation on screen displays and makes announcements through loudspeakers.

The displays and speakers are located inside the bus and also on the exterior,
so the handicapped riders would know when to get on or off. Hopefully, the
loudspeaker system would be clearer than is usually the case in bus and
airline terminals.—DRR
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6,912,495

43.72.Ar SPEECH MODEL AND ANALYSIS,
SYNTHESIS, AND QUANTIZATION METHODS

Daniel W. Griffin and John C. Hardwick, assignors to Digital
Voice Systems, Incorporated

28 June 2005 „Class 704Õ208…; filed 20 November 2001

This patent proposes improved methods for parametric representation
of speech for coding or synthesis, but the underlying specifics are not pro-
vided here. Generally, speech is to be represented using three parameters,
viz., time-frequency distributions of voiced speech power �harmonics�, un-
voiced speech power �noise�, and ‘‘pulse component’’ power. To obtain
these, the authors cite prior patents. This patent chiefly runs through a laun-
dry list of ways of using the three parameters to quantize various aspects of
speech.—SAF

6,912,497

43.72.Ar CALIBRATION OF SPEECH DATA
ACQUISITION PATH

Yifan Gong, assignor to Texas Instruments Incorporated
28 June 2005 „Class 704Õ228…; filed 18 January 2002

How good is a speech transmission channel? Where multiple choices
are available, such parsing may be essential. This patent uses a number of
advanced analytical techniques to verify the accuracy and calibration of a
speech acquisition path. As stated in the abstract, ‘‘The processing uses

equations derived by modeling convolutive and additive noise as polynomi-
als with different orders and estimating model parameters using maximum
likelihood criteria and simultaneously solving linear equations for different
orders.’’ The patent is short but complex and should be read by all who are
in related fields.—JME

6,915,260

43.72.Ar METHOD OF DETERMINING AN
EIGENSPACE FOR REPRESENTING A PLURALITY
OF TRAINING SPEAKERS

Henrik Botterweck, assignor to Koninklijke Philips Electronics,
N.V.

5 July 2005 „Class 704Õ250…; filed in Germany 27 September 2000

This patent proposes an improvement to the ‘‘eigenvoice’’ approach to
speech recognition, patents pertaining to which have been reviewed here
recently. In this approach, each training speaker’s parameters are concat-
enated into a ‘‘supervector,’’ and from the space of supervectors an eigen-
space is obtained by a linear transformation such that its basis vectors rep-
resent either correlation among training speakers or discriminatory attributes
among speaker models. As pointed out in this patent, the number of model

parameters for the training database leads to an unmanageably high-
dimensional model space from large vocabulary ASR training, making it
computationally impossible to actually carry out the eigenspace transforma-
tion. The proposal here involves any number of well-known change-of-basis
algorithms, such as Gram-Schmidt orthogonalization, to obtain a ‘‘speaker
subspace,’’ performing the desired transformation to the eigenspace basis
vectors in each speaker model, and then reconverting.—SAF

6,915,256

43.72.Gy PITCH QUANTIZATION FOR DISTRIBUTED
SPEECH RECOGNITION

Tenkasi V. Ramabadran and Alexander Sorin, assignors to
Motorola, Incorporated

5 July 2005 „Class 704Õ207…; filed 7 February 2003

Distributed speech recognition refers to allowing a wireless device to
perform feature extraction, leaving pattern recognition to a back-end server.
This necessitates encoded transmission of extracted features such as pitch
using as few bits as possible. This patent proposes quantization methods
which reduce the bit requirements of the prior art standards by such methods
as intermingling frame class �e.g., voiced/unvoiced� and pitch information
rather than separately encoding these with multiple code words.—SAF
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6,915,263

43.72.Gy DIGITAL AUDIO DECODER HAVING
ERROR CONCEALMENT USING A DYNAMIC
RECOVERY DELAY AND FRAME REPEATING
AND ALSO HAVING FAST AUDIO MUTING
CAPABILITIES

Hua Chen et al., assignors to Sony Corporation
5 July 2005 „Class 704Õ500…; filed 20 October 1999

A decoder is proposed in which recovery delay is adaptive and based
on an error rate. When the error rate is high, the silent period between error
frames is extended. Error concealment is performed by repeating previous
audio frames. Fast muting is accomplished within two frames of a mute
signal.—DAP

6,910,007

43.72.Ja STOCHASTIC MODELING OF SPECTRAL
ADJUSTMENT FOR HIGH QUALITY PITCH
MODIFICATION

Ioannis G. „Yannis… Stylianou and Alexander Kain, assignors to
AT&T Corporation

21 June 2005 „Class 704Õ207…; filed 25 January 2001

This patent addresses a problem in speech synthesis, viz., that the
clean modification of the pitch of voiced speech sounds is hampered by a
correlation between pitch and power spectrum �line spectral frequencies�
that exists in real speech. The authors propose to set up a large database of
speech sounds �either actual or encoded by parameters� including informa-
tion about these correlations from the actual speech of one speaker. Subse-
quent speech synthesis using that speaker as a template will refer to the
database to select the best possible exemplar of the desired speech sound for
the desired fundamental frequency.—SAF

6,890,180

43.72.Kb PHONETIC TRANSLITERATION CARD
DISPLAY

Ronni S. Sterns et al., assignors to Creative Action LLC
10 May 2005 „Class 434Õ157…; filed 22 August 2003

This system would provide a physical display of multiple phrase cue
cards in a speaker’s native language while that person is trying to commu-
nicate in a second language. Each card would include a phonetically spelled
version of the phrase in the second language. The idea is that the speaker
would be able to pronounce the foreign-language phrase by reading the
phonetic text such that the listener would understand. In general, both the
speaker and the listener would likely find this cumbersome and time con-
suming, but it could prove useful in situations, such as a hospital, where the
staff members do not speak the local language. However, while the staff
members might be familiar with the device, understanding the reply could
be a problem. There is no mention of the obvious possibility of setting up
such a system with an electronic display.—DLR

6,910,005

43.72.Ne RECORDING APPARATUS INCLUDING
QUALITY TEST AND FEEDBACK FEATURES
FOR RECORDING SPEECH INFORMATION TO A
SUBSEQUENT OFF-LINE SPEECH
RECOGNITION

Heinrich Franz Bartosik, assignor to Koninklijke Philips
Electronics N.V.

21 June 2005 „Class 704Õ201…; filed in the European Patent Office
29 June 2000

This patent addresses a problem seeming to arise when voice material
is recorded in a dictation mode for later transfer to a computer system to be
recognized and transcribed. If errors in the transfer process or the recogni-
tion operations seriously disrupt the transcription, the user is not likely to be
satisfied. But such errors should be made known, if possible, at the time of
recording. The patented device has an error processor which evaluates the
speech quality and, knowing the details of the transfer and recognition pro-
cesses, provides, as nearly as possible, a prediction of the recognition re-
sults. A feedback mechanism allows real-time updates of the current system
conditions to the recording device.—DLR

6,891,932

43.72.Ne SYSTEM AND METHODOLOGY FOR
VOICE ACTIVATED ACCESS TO MULTIPLE DATA
SOURCES AND VOICE REPOSITORIES IN A
SINGLE SESSION

Gautam Bhargava et al., assignors to Cisco Technology,
Incorporated

10 May 2005 „Class 379Õ88.02…; filed 11 December 2001

With this system, a ‘‘backbone’’ controller program, written in the
VoiceXML language, provides voice access to a large number of diverse
databases, software services, or outside telephone connections, using a net-

work. An example grammar presented in the patent text is a Perl-like script,
which would function something like a CGI server to provide access to the
various services.—DLR
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6,917,917

43.72.Ne APPARATUS AND METHOD FOR VOICE
RECOGNITION AND DISPLAYING OF
CHARACTERS IN MOBILE TELECOMMUNICATION
SYSTEM

Yeon-Joo Kim, assignor to Samsung Electronics Company,
Limited

12 July 2005 „Class 704Õ235…; filed in the Republic of Korea
30 August 1999

To enable a caller to transfer a message to a called user at any time,
voice messages are recognized via speech recognition, converted to charac-

ters, and put on the display of the user’s mobile phone or paging unit when
the user is not available.—DAP

6,917,802

43.72.Ne MOBILE KEYLESS TELEPHONE
INSTRUMENTS AND WIRELESS
TELECOMMUNICATIONS SYSTEM HAVING VOICE
DIALING AND VOICE PROGRAMMING
CAPABILITIES

Byard G. Nilsson, Fallbrook, California
12 July 2005 „Class 455Õ419…; filed 17 May 2001

Small, customized, inexpensive, voice-actuated, remote keyless de-
vices may be activated via voice recognition to dial and perform such op-

erations as call screening and call routing. Operations may be customized
using single nonnumerical words to dial specific numbers.—DAP

6,889,188

43.72.Ne METHODS AND APPARATUS FOR
CONTROLLING AN ELECTRONIC DEVICE

Benjamin T. Metzler and Wayne D. Trantow, assignors to Intel
Corporation

3 May 2005 „Class 704Õ270…; filed 22 November 2002

Described here is what might be called a superstructure for using spo-
ken commands to control electronic devices which were not designed for
voice control. Basically, the system would have a database of the attached
devices, including interface specifications suitable for controlling each of
the devices electronically. A generic speech interface can then use the data-
base to convert voice commands to device commands. Running through the
30 claims is the common thread that the devices must all be interconnected
by a local-area network, assuming the use of TCP/IP protocols. Presumably,
other patents have already been issued covering this obvious idea for the
case of direct connections.—DLR

6,917,918

43.72.Ne METHOD AND SYSTEM FOR FRAME
ALIGNMENT AND UNSUPERVISED ADAPTATION
OF ACOUSTIC MODELS

William H. Rockenbeck et al., assignors to Microsoft Corporation
12 July 2005 „Class 704Õ244…; filed 22 December 2000

The goal is to reduce the storage and time requirements associated
with aligning individual frames of speech with acoustic units during adap-
tation. In the proposed method, utterances are converted into feature vectors,

which are decoded to produce a transcript and alignment unit boundaries for
each utterance, resulting in fewer required feature vectors.—DAP
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6,889,192

43.72.Ne GENERATING VISUAL FEEDBACK
SIGNALS FOR EYE-TRACKING CONTROLLED
SPEECH PROCESSING

Wolfgang Friedrich et al., assignors to Siemens Aktiengesellschaft
3 May 2005 „Class 704Õ275…; filed in Germany 27 January 2000

This is a minor variation of the setup covered by United States Patent
6,853,972 �reviewed in J. Acoust. Soc. Am. 118�4�, 2101–2115 �2005�� for
controlling a complex system, such as a manufacturing plant, using eye-
movement tracking as well as speech recognition. While similar to those in
the earlier patent, the claims here have been rewritten.—DLR

6,917,920

43.72.Ne SPEECH TRANSLATION DEVICE AND
COMPUTER READABLE MEDIUM

Atsuko Koizumi et al., assignors to Hitachi, Limited
12 July 2005 „Class 704Õ277…; filed in Japan 7 January 1999

This language translation device purports to be able to provide cover-
age of a wider range of situations and dialogue than prior examples. In-
tended for use by, e.g., a traveler to a foreign country, the device would
include a template system for sentence construction and a speech recognizer
able to convert spoken phrases into search items to aid in filling in the
sentence forms. It seems obvious that one would want as much computer
power as could be available in an artificial intelligence mode to provide
estimates of the situation, to generate word lists, etc. That is left to a
follow-up patent. Many examples in the Japanese language are provided.—
DLR

6,911,592

43.75.Wx PORTABLE TELEPHONY APPARATUS
WITH MUSIC TONE GENERATOR

Tsuyoshi Futamase et al., assignors to Yamaha Corporation
28 June 2005 „Class 84Õ622…; filed in Japan 28 July 1999

This patent runs to 56 pages. It is assigned to a major Japanese manu-
facturer and represents the combined effort of eight highly trained engineers.
How will modern civilization benefit from this stupendous display of brain

power? Why, in providing cellular phone users more options in program-
ming their individual ring signals. The circuitry described here accommo-
dates not only polyphonic tunes but the ability to receive spoken information
and background music as well.—GLA

6,913,581

43.80.Sh HIGH OUTPUT THERAPEUTIC
ULTRASOUND TRANSDUCER

Paul D. Corl, Palo Alto, California et al.
5 July 2005 „Class 601Õ2…; filed 24 October 2002

The design of this transducer is said to provide very high-amplitude
vibrational signals without failure of the system. In the preferred embodi-
ment, the therapeutic ultrasound delivery system consists of a catheter body
with multiple axially spaced-apart, hollow, cylindrical vibrational transduc-
ers distributed along its length, a spring connector wrapped around the outer
surfaces of the piezoelectric vibrational transducers, and another connector
that contacts the inner surfaces of these transducers.—DRR

6,908,434

43.80.Vj ULTRASOUND IMAGING CATHETER
ISOLATION SYSTEM WITH TEMPERATURE
SENSOR

David Jenkins and Simcha Borovsky, assignors to EP
MedSystems, Incorporated

21 June 2005 „Class 600Õ466…; filed 16 January 2003

A thermistor mounted on the catheter near the ultrasound transducer
senses the temperature in the region of the transducer. The temperature is
used to control the power output of the transducer. Electrical isolation is

provided by a transformer box in the cable between the catheter and the
ultrasonic imaging electronics.—RCW

6,911,008

43.80.Vj COMPOUND ULTRASOUND IMAGING
METHOD

Laurent Pelissier et al., assignors to Ultrasonix Medical
Corporation

28 June 2005 „Class 600Õ443…; filed 19 February 2003

Frames of b-scan echo data are acquired with different scanline prop-

erties such as angle, length, and geometry and are compounded in real
time.—RCW
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Equivalence of expressions for the acoustic radiation force
on cylinders (L)

Wei Weia� and Philip L. Marstonb�

Department of Physics and Astronomy, Washington State University, Pullman, Washington 99164-2814

�Received 15 June 2005; revised 12 September 2005; accepted 25 September 2005�

Using an appropriate grouping of terms, a radiation force expression for cylinders in a standing
wave based on far-field scattering �Wei et al., J. Acoust. Soc. Am. 116, 202–208 �2004�� is
transformed to an expression given elsewhere �F. G. Mitri, Eur. Phys. J. B 44, 71–78 �2005��.
Mitri’s result is from a near-field derivation for the specific case of a circular cylinder. The far-field
derivation also applies to noncircular objects having mirror symmetry about the incident wave
vector. Some aspects of far-field derivations of optical and acoustical radiation forces are noted as
are some implications for the radiation force on cylinders in travelling waves. © 2005 Acoustical
Society of America. �DOI: 10.1121/1.2126918�

PACS number�s�: 43.25.Qp, 43.20.Fn �MFH� Pages: 3397–3399

I. INTRODUCTION

Recently Wei, et al.1 showed how the radiation force-
per-length on a symmetric cylinder in a dissipationless fluid
can be expressed in terms of far-field scattering. The analysis
assumed that the scattering is an even function of scattering
angle so that partial wave series for the scattering has the
form given by Eq. �2� of Ref. 1, which we refer to as Eq.
�W2�. As an example, Wei et al. applied this method to the
scattering by a cylinder in a standing wave and obtained a
simple series2 for the dimensionless radiation force function
Yst, Eq. �W19�. The series was expressed using the complex
partial wave coefficients an for the scattering of a traveling
wave by the cylinder. Subsequently, for a circular cylinder
Mitri3 obtained, by a near-field method, what may at first
appear to be a different series for Yst, Eq. �15� of Ref. 3.
Furthermore, Mitri’s discussion appears to suggest that deri-
vations of radiation force based on far-field scattering are in
some sense approximate. That is contrary to the derivation in
Ref. 1. The purpose of this letter is �a� to show that Eq.
�W19� reduces to Eq. �15� of Ref. 3 with an appropriate
grouping of terms, �b� to clarify the significance and history
of using far-field scattering for the analysis of radiation pres-
sure, and �c� to note the generalization to progressive waves.
In all cases the cylinder’s axis is perpendicular to the axis of
the incident wave. A partially analogous discussion of the
equivalence of different derivations of traveling wave radia-
tion pressure on spheres was given by Hasegawa.4 The small

rigid-cylinder limiting case was previously examined by Wu
et al.5

II. ANALYSIS AND DISCUSSION

Equation �W19� for the dimensionless radiation force
function Yst is

Yst = �8/koR��
n=0

�

�− 1�n��n�n+1 − �n+1�n − ��n/2��n� , �1�

where an=�n+ i�n is the complex partial wave scattering co-
efficient in Eq. �W2�, ko is the wave number in the outer
medium, and �n=2−�0n where �0n is the Kronecker delta.
For the case of a circular cylinder, R is the radius of the
cylinder. The radiation force per unit length is

Fz/L = �R/4�Pa
2�oYst sin�2koh� , �2�

where Pa is the standing wave pressure amplitude, �o is the
compressibility of the outer medium, and h denotes the po-
sition of the cylinder as explained above Eq. �W14�. For the
case of an elliptical cylinder, with a symmetric orientation as
shown in Fig. 5 of Ref. 1, R becomes the same reference
radius used in Eq. �2�. The R in the denominator of Eq. �1�
cancels the R in the numerator of Eq. �2� so that Fz /L does
not depend on the value of the reference radius. Equation �1�
may be rewritten as

Yst = �4/koR��
n=0

�

�− 1�n+1�2�n+1�n − 2�n�n+1 + �n�n� , �3�

where
a�Present address: Apt. E103, 7711 NE 175th St., Kenmore, WA 98028.
b�Electronic mail: marston@wsu.edu
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�
n=0

�

�− 1�n+1�n�n = − ��0 − �1� + ��1 − �2� − ��2 − �3� + ¯

= �
n=0

�

�− 1�n+1��n − �n+1� . �4�

It follows that

Yst = �4/koR��
n=0

�

�− 1�n+1��n�1 + 2�n+1� − �n+1�1 + 2�n�� ,

�5�

which is Eq. �15� of Ref. 3. While the specific numerical
examples in Wei et al. were for fluid circular cylinders, the
derivation and discussion in Secs. I, II, and IV of Ref. 1
make it clear that the result in Eq. �1� applies also to sym-
metric solid or rigid cylinders and to shells when the appro-
priate partial-wave coefficients an are used. There have been
recent advances in the evaluation of the coefficients an for
solid elliptical cylinders.6

Beginning as early as Debye’s 1909 analysis of the elec-
tromagnetic radiation force on spheres,7,8 it has been recog-
nized that calculations of radiation force based on far-field
limits of the scattering do not introduce any approximation
for the radiation force in the idealized case of loss-less me-
dia. Other examples in electromagnetics include the analysis
of radiation torques and angular momentum flux.9,10 In cal-
culations of acoustical radiation force, the approach based on
far-field scattering was used in the 1950s by Westervelt et
al.,11–14 by Gorkov,15 and by Lee and Wang.16 In the present
case of a cylinder, the scattering contributions that fall off
faster than 1/ �r give a vanishing contribution to the cylin-
drical surface integral in Eq. �10� of Ref. 1 when the distance
r goes to infinity. The analogous result for a spherical surface
integral concerns contributions falling off faster than 1/r.

III. RADIATION FORCE ON CYLINDERS IN
PROGRESSIVE WAVES

Hasagawa et al.17,18 expressed the radiation force per
unit length on a circular cylinder of radius R in a progressive
wave with a time-averaged intensity �I� using a dimension-
less radiation force function Yp. The radiation force per unit
length Fz /L is given by 2��I� /co�RYp where co is the speed of
sound in the outer medium,

Yp = − �2/koR��
n=0

�

��n + �n+1 + 2��n�n+1 + �n�n+1�� , �6�

and �n and �n are defined as in Eq. �1�. This result was based
on a near-field evaluation of the radiation stress on the cyl-
inder. Equation �6� was confirmed by Mitri3 as a special case
in an analysis of the radiation force of quasistationary waves
on a circular cylinder. From the equivalence of near- and
far-field derivations leading to Eq. �W13�, it follows that Eq.
�6� is also applicable to elliptical cylinders for the case where
either the semimajor or semiminor axis of the cylinder lies
along the propagation direction as in Fig. 5 of Ref. 1. The R
in the denominator of Eq. �6� cancels an R factor so that
Fz /L does not depend on the value of the reference radius R

as in the standing wave case. A similar generalization to
elliptical cylinders applies to Mitri’s analysis3 of the radia-
tion force in quasi-stationary waves. It is, of course, first
necessary to evaluate the partial wave coefficients an for the
corresponding elliptical cylinders traveling wave problem.6

IV. VISCOUS CORRECTIONS FOR CYLINDERS IN
STANDING WAVES

Haydock19 has recently presented extensions of Wu et
al.5 for the radiation force on small moveable and fixed rigid
cylinders in standing waves in inviscid fluids. Haydock’s for-
mulation includes a quadrupole �n=2� term in the scattered
field and is based on an extension of King’s near-field
method.20 The expressions for the force are not in a form that
can be easily compared with Eq. �1�. Haydock21 also com-
puted �with a lattice-Boltzmann simulation� the time-
averaged force on small cylinders in standing wave in a vis-
cous fluid. Those computations of the force on small fixed
rigid cylinders generally support the conjecture in Ref. 1 that
viscous corrections for cylinders will be small when the os-
cillating viscous boundary layer thickness is much less than
the cylinder radius. As explained by Haydock,21 however, the
implementation of the lattice-Boltzmann simulation did not
allow for a detailed test of the thin-layer limit.
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This paper presents the recursive algorithm of stiffness matrix method with improved efficiency for
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Based on the eigensolutions commonly available for analysis of such media, the recursive algorithm
deals with eigen-submatrices directly and bypasses all intermediate layer stiffness submatrices. The
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I. INTRODUCTION

Elastic wave propagation in layered anisotropic media
has been a topic of considerable interest for many years. One
of the celebrated techniques for analysis of such media is
based on the transfer matrix method.1,2 This method has been
known to suffer from the inherent numerical instabilities,3

particularly when the layer thickness becomes large and/or
the frequency is high. There have been various techniques
proposed to overcome the numerical problem. Some of the
popular ones include the direct global matrix approach4–6

and the reflection or scattering matrix method.7–11

Recently, an alternative approach called the stiffness ma-
trix method,12–15 has been proposed to resolve the numerical
instability of transfer matrix method. In this method, the
layer stiffness matrix is calculated for each layer which is
then applied in a recursive algorithm to determine the total
stiffness matrix for a stack of multilayers. The method has
been demonstrated to be efficient and computationally stable
for large layer thickness and high frequency. Since the stiff-
ness matrix operates with total stresses and displacements, it
preserves the convenience of transfer matrix for incorporat-
ing imperfect interface between two layers. Furthermore, the
modal solutions for different boundary value problems can
be easily addressed through the total stiffness matrix. For
problems where not all submatrices of the stiffness matrix
are needed, e.g., for a layered half space, a partial algorithm
of surface stiffness or impedance matrix method16–18 can be
utilized. This method reduces the dimension of matrices and
the number of operations at each recursion, therefore it gives
rise to higher computation speed.

In this paper, a more efficient recursive algorithm of
stiffness matrix method is presented for computing both total
and surface stiffness matrices for a general multilayered an-
isotropic media. Based on the eigensolutions commonly
available for analysis of such media, the recursive algorithm

deals with eigen-submatrices directly and bypasses all inter-
mediate layer stiffness submatrices. In situation where trans-
fer matrix is numerically stable and easily accessible, an im-
proved recursive algorithm is also given directly in terms of
transfer submatrices.

II. STIFFNESS MATRIX METHOD WITH IMPROVED
EFFICIENCY

A. Improved algorithm for total stiffness matrix based
on eigensolutions

Consider a planar multilayered structure comprising ar-
bitrarily anisotropic media stratified in ẑ direction. Let the
fields in each layer f be described by a 6�1 field vector f f

formed by the elements of displacement vector u f and nor-
mal stress vector � f, i.e., f f = �u f ;� f�. Assuming plane har-
monic wave with e−i�t time dependence, each field vector
satisfies a first-order 6�6 matrix differential system as

d

dz
f f = − i�A ff f , �1�

where the elements of A f are functions of transverse slow-
ness, mass density, and stiffness constants of layer f . Equa-
tion �1� admits solutions in terms of the superposition of
eigenwaves:

f f�z� = � fP f�z�c f . �2�

Here, � f is a 6�6 eigenwave matrix comprising the eigen-
vectors � f

�j� ,P f�z� is a diagonal matrix whose elements are
pf

�j��z�=exp�ikzf
�j�z� �kzf

�j� being the jth wave number�, and c f

is a 6�1 coefficient vector containing the unknown con-
stants to be determined. Henceforth, it will be assumed
that the wave numbers for j=1,2 ,3 and j=4,5 ,6 along
with their associated eigenwaves correspond to the
upward-bounded and downward-bounded waves, respec-
tively. Under such boundedness association, the matricesa�Electronic mail: eeltan@ntu.edu.sg
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�and vector� in Eq. �2� can be decomposed into 3�3 �and
3�1� partitions as

� f = �u f
� u f

�

� f
� � f

�� , �3�

P f�z� = �P f
��z� 0

0 P f
��z�

� . �4�

To keep our notations in coherence with the field vector, we
have used the superscripts “>” and “<” to stand for “upward-
bounded” and “downward-bounded” decomposition, respec-
tively. 0 is the 3�3 null matrix.

With the eigensolutions available for each layer, the
stiffness matrix method proceeds first by defining the layer
stiffness matrix for layer f of thickness hf as13

K f = �K f
11 K f

12

K f
21 K f

22� = E f
��E f

u�−1, �5�

E f
� = � � f

� � f
�P f

��− hf�
� f

�P f
��hf� � f

� � , �6�

E f
u = � u f

� u f
�P f

��− hf�
u f

�P f
��hf� u f

� � . �7�

The layer stiffness matrix relates the stresses to displace-
ments at both interfaces of the layer. For a stack of multilay-

ers, the total stiffness matrix which relates the stresses to
displacements at the top and bottom surfaces is obtained via
a recursive algorithm:

K�f� = �K�f�
11 K�f�

12

K�f�
21 K�f�

22 � , �8�

K�f�
11 = K�f−1�

11 + K�f−1�
12 �K f

11 − K�f−1�
22 �−1K�f−1�

21 , �9�

K�f�
12 = − K�f−1�

12 �K f
11 − K�f−1�

22 �−1K f
12, �10�

K�f�
21 = K f

21�K f
11 − K�f−1�

22 �−1K�f−1�
21 , �11�

K�f�
22 = K f

22 − K f
21�K f

11 − K�f−1�
22 �−1K f

12. �12�

Here, K�f� denotes the total stiffness matrix for the bottom f
layers, while K�f−1� denotes that for the bottom f −1 layers.
The recursion starts from the first bottom layer and
progresses upward involving all intervening layer stiffness
matrices one at a time.

To devise a more efficient recursive scheme, we rewrite
Eqs. �9�–�12� in terms of the product of two matrices �1 and
�2 defined as

�K�f�
11 − K�f−1�

11 K�f�
12

K�f�
21 K�f�

22 � = �1�2 = �K�f−1�
12 0

K f
21 K f

22���K f
11 − K�f−1�

22 �−1K�f−1�
21 − �K f

11 − K�f−1�
22 �−1K f

12

0 I
� . �13�

Using Eq. �5�, the matrix �1 can be split and factor out to
give

�1 = ��K�f−1�
12 0

0 0
�E f

u + �0 0

0 I
�E f

���E f
u�−1. �14�

For the matrix �2, it is transformed via partitioned inverse
formula into

�2 = �K f
11 − K�f−1�

22 K f
12

0 I
�−1�K�f−1�

21 0

0 I
� . �15�

Incorporating the inverse �E f
u�−1 from Eq. �14� into Eq. �15�

and carrying out the matrix products, we finally obtain

�K�f�
11 − K�f−1�

11 K�f�
12

K�f�
21 K�f�

22 � = � K�f−1�
12 u f

� K�f−1�
12 u f

�P f
��− hf�

� f
�P f

��hf� � f
� � · �� f

� − K�f−1�
22 u f

� �� f
� − K�f−1�

22 u f
��P f

��− hf�

u f
�P f

��hf� u f
� �−1�K�f−1�

21 0

0 I
� .

�16�
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Equation �16� constitutes the recursive algorithm of
stiffness matrix method with improved efficiency. It is evi-
dent that the recursion step deals with eigen-submatrices di-
rectly and bypasses all intermediate layer stiffness submatri-
ces. The algorithm thus obviates the need to compute the
inverse �K f

11−K�f−1�
22 �−1 of the original stiffness matrix

method, and no explicit inverse �E f
u�−1 of the layer stiffness

matrix is required. Besides improvement in efficiency, the
exclusion of layer stiffness matrix circumvents the numerical
difficulty when E f

u becomes singular, e.g., when hf →0. This
makes the stiffness matrix recursive algorithm in Eq. �16�
more robust than that in Eq. �5� and Eqs. �9�–�12�. Equation
�16� can be solved directly as a linear system of equations,
which are to be simplified further for the case when only
partial solution is required as in the following.

B. Improved algorithm for surface stiffness matrix
based on eigensolutions

Considering the improved version of stiffness matrix
method for K�f�

22 �extracted in the following for convenience�:

K�f�
22 = �� f

�P f
��hf� � f

��

��� f
� − K�f−1�

22 u f
� �� f

� − K�f−1�
22 u f

��P f
��− hf�

u f
�P f

��hf� u f
� �−1�0

I
� ,

�17�

there is still one 6�6 inversion needed. Prior to its subse-
quent simplification, the form of Eq. �17� invites comparison
with the efficient scheme of scattering matrix method,
particularly10,11

R�f� = �P f
��hf� 0�

��− u f
� u f−1

� R�f−1� + u f−1
�

− � f
� � f−1

� R�f−1� + � f−1
� �−1�u f

�P f
��− hf�

� f
�P f

��− hf�
� .

�18�

R�f� is the reflection coefficient matrix describing the inter-
actions between layer f and below, while R�f−1� is that de-
scribing the interactions between layer f −1 and below. It can
be seen that the matrix structures of Eqs. �17� and �18� bear
much resemblance to each other. They both deal with eigen-
submatrices directly in their recursion without introducing
auxiliary intermediate notations. Thus they feature the same
conciseness and high efficiency within their own realm of
stiffness and scattering matrix methods, respectively.

By applying the partitioned inverse formula to Eq. �17�,
one can cast the equation into

K�f�
22 = �� f

� + � f
�R�f���u f

� + u f
�R�f��−1, �19�

R�f� = − P f
��hf��� f

� − K�f−1�
22 u f

��−1�� f
� − K�f−1�

22 u f
��

�P f
��− hf� . �20�

Here, in place of the single 6�6 inverse, we have two sim-
pler 3�3 inverses for each recursion. Hence the surface
stiffness matrix method dictated by Eqs. �19� and �20� has

resulted in even more improvement in efficiency over the
original method of Eqs. �5� and �12�.

C. Improved algorithms based on transfer matrix

The above-described efficiency improvements have been
based on the eigensolutions commonly available for analysis
of general multilayered anisotropic media. In this section, we
consider the enhancement of stiffness matrix method when
the transfer matrix solution of Eq. �1� is numerically stable
and easily accessible. Denoting the transfer matrix of layer f
by

T f = �T f
11 T f

12

T f
21 T f

22� , �21�

the original stiffness matrix method first converts the transfer
matrix into layer stiffness matrix via13

K f = � − �T f
12�−1T f

11 �T f
12�−1

T f
21 − T f

22�T f
12�−1T f

11 T f
22�T f

12�−1� . �22�

These submatrices are then substituted into the recursive al-
gorithm �9�–�12� to obtain the total stiffness matrix as be-
fore.

By performing some manipulations as in the previous
sections, an improved stiffness matrix recursive scheme can
be developed with the algorithm given directly in terms of
transfer submatrices as

K�f�
11 = K�f−1�

11 − K�f�
12T f

12K�f−1�
21 , �23�

K�f�
12 = K�f−1�

12 �T f
11 + T f

12K�f−1�
22 �−1, �24�

K�f�
21 = �T f

22 − K�f�
22T f

12�K�f−1�
21 , �25�

K�f�
22 = �T f

21 + T f
22K�f−1�

22 ��T f
11 + T f

12K�f−1�
22 �−1. �26�

Compared with Eq. �22� and Eqs. �9�–�12�, Eqs. �23�–�26�
have saved up one multiplication and one inversion of 3
�3 matrix for the total stiffness matrix. For the surface stiff-
ness matrix method pertaining to Eq. �26� only,19 it allows
more savings and achieves higher efficiency compared with
the original method in Eqs. �22� and �12�. Furthermore, the
elimination of explicit inverse �T f

12�−1 extends the applica-
bility of the recursion equation even when the inverse
does not exist, e.g., when T f is an identity matrix. This
also makes the improved algorithm more robust apart
from being more efficient.

D. Comparison of algorithms

For more detailed assessment and comparison of various
improved algorithms above, we have acquired their floating
point operations �flops� count using MATLAB®. The flops
counting method is based on the following rules: additions or
subtractions of complex numbers are two flops, multiplica-
tions or divisions of complex numbers are six flops, linear
system of equations is solved using Gaussian elimination.
Based on the relative flops count, Table I lists the gain in
efficiency for each recursion of algorithm when given the
eigensolutions � f �and P f� or the transfer matrix solution T f
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as input �for algorithms 1 or 2�. The input will include as
well the stack stiffness �sub�matrix K�f−1� or K�f−1�

22 for the
total or surface stiffness matrix method �dictated by algo-
rithms a, b or c, d�, respectively. Each algorithm then takes
its input for computing the new stack stiffness �sub�matrix
K�f� or K�f�

22 directly or indirectly via the layer stiffness matrix
K f. The efficiency gain has been estimated with reference to
the original algorithm of Ref. 13, i.e., with respect to algo-
rithm 1a or 2a for algorithms 1b–1d or 2b–2d, respectively.

From Table I, one can see that for the total stiffness
matrix method, the improved algorithms 1b and 2b are 18%
and 76% more efficient than the original algorithms 1a and
2a, respectively. For the surface stiffness matrix method that
is sufficient in many problems of interest, the efficiency is
higher by 28% and 63% using algorithms 1c and 2c, respec-
tively, when compared to the original total stiffness matrix
method. Even higher gains in efficiency can be achieved by
resorting to the improved algorithms 1d and 2d, which lead
to 2.5 and 3.6 times more efficient than the original algo-
rithms 1a and 2a, respectively. Recall that the efficiency im-
provements described here are meant for each recursion per
layer. Overall one will gain substantial savings in the total
computation time when there are many layers and many cal-
culations for different parameters to be dealt with. As an
additional advantage of the improved algorithms 1b, 1d, 2b,
and 2d, each recursion of these algorithms remains stable
unlike the rest involving layer stiffness matrix that will ap-
proach being singular when the layer thickness shrinks to
zero.

III. CONCLUSION

This paper has presented a more efficient recursive al-
gorithm of stiffness matrix method for computing both total

and surface stiffness matrices for a general multilayered an-
isotropic media. Based on the eigensolutions commonly
available for analysis of such media, the recursive algorithm
deals with eigen-submatrices directly and bypasses all inter-
mediate layer stiffness submatrices. The improved algorithm
obviates the need to compute certain inverse of the original
scheme and makes the stiffness matrix recursion more ro-
bust. In the situation where transfer matrix is numerically
stable and easily accessible, an improved recursive algorithm
is also given directly in terms of transfer submatrices without
involving their explicit inverse. The above-presented im-
proved algorithms can be extended to more complex materi-
als including piezoelectric media.
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�5�

K f ——→
�12�
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A sperm whale �Physeter macrocephalus� was observed at the surface with above- and underwater
video and synchronized underwater sound recordings. During seven instances the whale ventilated
its lungs while clicking. From this observation it is inferred that click production is achieved by
pressurizing air in the right nasal passage, pneumatically disconnected from the lungs and the left
nasal passage, and that air flows anterior through the phonic lips into the distal air sac. The
capability of breathing and clicking at the same time is unique among studied odontocetes and
relates to the extreme asymmetry of the sperm whale sound-producing forehead. © 2005 Acoustical
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I. INTRODUCTION

The sperm whale �Physeter macrocephalus�, the largest
of the toothed whales, emits click sounds for echolocation
�Møhl et al., 2003a� and communication �Weilgart and
Whitehead, 1993�. During deep foraging dives, they emit
so-called usual clicks with properties suited for long-range
echolocation of mesopelagic fish and squid �Madsen et al.,
2002a; Møhl et al., 2003a�. When closing on prey they
switch to creaks �Miller et al., 2004� consisting of clicks
repeated with much shorter intervals of about 20 ms �Mad-
sen et al., 2002a�. For communication, sperm whales pro-
duce so-called codas, which are repetitive patterns of clicks
�Watkins and Schevill, 1977� and other clicklike reverberant
sounds known as “slow clicks,” most commonly or exclu-
sively heard from male sperm whales �Madsen et al., 2002a�.

Even though recent work has expanded the knowledge
on the click properties and acoustic behavior of sperm
whales, we still lack detailed knowledge on the sound-
production mechanism and abilities of this species. The par-
ticular problem studied here is in which manner air is used to
drive the sound-production system.

The nasal complex of the sperm whale is nature’s largest
sound generator. It consists of a set of wax-filled cavities, the
largest being the spermaceti organ �Raven and Gregory,
1933�. Below the spermaceti organ is the junk, consisting of
wax-filled cavities interspaced by connective tissue. Two na-
sal passages extend through the nose from the separated
bony nares to the blow hole on the left side of the tip of the

nose �Fig. 1�. Two air sacs divert from the right nasal pas-
sage, one at the front �the distal sac� and one at the posterior
end of the spermaceti organ �the frontal sac�. The anterior
portion of the right nasal passage is surrounded by two lips
of connective tissue called the monkey lips �Pouchet and
Beauregard, 1885�. This is the site of the initial sound pro-
duction event �Madsen et al., 2003�. From anatomical obser-
vations �Norris and Harvey, 1972� it has been surmised that
this initial event is created by pressurized air flowing through
the monkey lips while opening slightly during a short instant
of time �Cranford, 1999�. This hypothesis is consistent with
results from numerical modeling �Dubrovsky et al., 2004�
and acoustic recordings �Wahlberg, 2002�. According to
Møhl et al.’s �2003a� bent-horn model only a tiny fraction of
the sound energy of a usual click is leaking out of the animal
anteriorly �the p0 pulse in Fig. 1�. The majority of the energy
is channelled rearwards into the spermaceti organ, reflected
at the frontal air sac and exits the whale through the junk.
This is the p1 pulse �Fig. 1�. Some stray energy is re-
reflected at the distal air sac, makes another round through
the spermaceti organ, and is detected in far-field recordings
as p2 �Fig. 1�. This process is repeated and gives rise to
subsequent pulses of decreasing amplitude but fixed inter-
vals, giving the sperm whale click its unique multi-pulsed
structure �Backus and Schevill, 1966; Møhl, 2001; Møhl et
al., 2003b; Norris and Harvey, 1972�. The p1 pulse is the
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most powerful transient sound produced in the animal king-
dom and is at least as directional as dolphin clicks �Møhl et
al., 2003a; Zimmer et al., 2005�.

Even though the sound production system of the sperm
whale is homologus to that of smaller toothed whales �Cran-
ford et al., 1996� there are some important differences in the
anatomy and thereby possibly in the pneumatic operation of
the two systems. In dolphins both pairs of monkey lips open
dorsally into a set of of vestibular sacs connected to the blow
hole for which reason the air for lung ventilation must pass
through the sound generating structures �Dormer, 1979�. This
is different from the sperm whale, where only one set of
monkey lips is found in conjunction with the right nasal
passage. The left nasal passage bypasses the sound generator
mechanism connecting the blow hole and the lungs �Fig. 1�.

Previously, sperm whale sound production has been
studied using anatomy �Norris and Harvey, 1972; Cranford et
al., 1996; Cranford and Amundin, 2004�, hydrophones at-
tached to a captive specimen �Madsen et al., 2003�, record-
ings of sound projected into recently dead specimens �Møhl,
2001; Møhl et al., 2003b�, hydrophones deployed from boats
�Gordon, 1991; Goold, 1999; Møhl et al., 2003a; Thode et
al., 2002; Zimmer et al., 2003�, and acoustic tags attached to
the whale �Madsen et al., 2002b; Zimmer et al., 2005�.

The data presented here complement the above-
mentioned techniques through combined visual and acoustic
observations of a clicking sperm whale close to the surface.
The whale emitted series of rapid clicks similar to the creak-
type vocalization described above. Usually such sounds are
heard when the whale is at great depths �Miller et al., 2004�.
However, we have also recorded rapid clicks when sperm
whales explore nearby vessels. Here we combine visual and
acoustical observations to study concomitant clicking and
ventilation in a sperm whale and discuss the implications for
air-driven sound production.

II. MATERIAL AND METHODS

Field work was made from a 16-m-long motor vessel as
a part of the long-term “Greek Sperm Whale Program” of
Pelagos Cetacean Research Institute �Frantzis et al., 2003�.
Data were gathered on July 25 and August 3, 2000 off South-
West Crete �Mediterranean Sea� during two encounters with

a previously photo-identified sperm whale. The whale was a
9.7 m long male, length estimated from coda click interpulse
intervals �Gordon, 1991� and sex determined through genetic
analysis of sloughed skin. On July 25 the sperm whale was
observed by a free-swimming diver using an underwater
handheld mini-DV video camera �Sony DCR-TRV900E�
with a digital stereo sound track, sampled with 12 bits at
32 kHz. The stereo microphone of the video camera was
inside an Ikelite water-proof housing. Although the auto-
matic gain control �AGC� is of unknown nature, analysis of
the recorded noise indicated that its effect was negligible on
the analysis presented here �assuming that any self-induced
noise from the recording system would have been affected
by the AGC�. During the recordings the range between the
diver and the whale was estimated to be 1–15 m and record-
ings were made in aspects to the whale ranging from ap-
proximately head-on to rearwards.

Simultaneous in-air filming was made from a distance of
10–30 m to the whale with a Sony Hi-8 hand-held video
camera on the research vessel. The in-air video recordings
were synchronized to underwater sound and video recordings
to the closest video frame �1/25 of a second�, i.e., with a
resolution around 40 ms. This was possible through identify-
ing the starting point of human vocalizations �diver� audible
in both the in-air and underwater video. The acoustic travel
time from the diver to the in-air video camera may have
caused an additional delay in the in-air video recording of up
to 100 ms relative to the underwater video recording. On
August 3 the same individual sperm whale was recorded at a
distance of 5–20 m from the vessel with the mini-DV video
camera held above water. During this encounter sounds were
recorded with a towed two-hydrohone array �Benthos AQ-4
elements, each with separate, 30 dB gain preamplifiers; fre-
quency response: flat within 2 dB between 0.1 and 15 kHz�
connected to a DAT recorder �Sony TCD-D8, 16 bits,
48 kHz sampling frequency�. The array was left to sink into
a nearly vertical orientation 100 m below the stern of the
drifting vessel. The array recordings were synchronized to
the in-air video recordings through connecting the signal
from the array to the video camera a few minutes after the
observations analyzed here were recorded. During this re-
cording, the synchronization error was less than 110 ms, re-
sulting from the video frame interval �40 ms� and the delay
between the video and acoustic recordings �up to 70 ms� due
to the travel time of sound from the whale to the array.

Twelve video sequences where the whale was close to
the observer were selected for analysis. Sound and video
recordings were digitally transferred to a computer. Clicks
were extracted and their amplitude and interclick intervals
were measured using Cool Edit Pro ver. 2 �Syntrillium, Inc.�
and routines written with Matlab 6.2 �MathWorks, Inc.�.

No other whales were observed by lookouts or detected
acoustically. In addition to this, the correlation between the
movements of the whale �e.g., reduction in click intensity as
the whale emerged from the water with the nose; see below�
made us confident that the whale we observed on the video
was the same as the one we recorded with the hydrophone.

FIG. 1. Left: Sperm whale click, with the pulses labelled p0, p1, p2, p3.
Right: The anatomy of the sperm whale head and suggested path of the p0
and p1 pulses. B=brain, Bn=bony naris, Bl=blowhole, Di=distal air sac,
Fr=frontal air sac, Ju=junk, Ln=left naris, Ma=mandible, Mo=monkey
muzzle, MXN=maxillo-nasalis muscle layer, MXL=maxillo-labialis muscle
layer, Pt=pteropharynegel muscles, Rn=right naris, Ro=rostrum, So
=spermaceti sac, and V=valve at the entrance of the bony naris. Modified
after Madsen et al. �2002b� and Møhl et al. �2003a�, with permission from
the Journal of Experimental Biology and the Journal of the Acoustical So-
ciety of America.
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III. RESULTS AND DISCUSSION

Instances of the whale ventilating were observed from
the surface video recordings, shown by moist air being emit-
ted from the blow hole. During seven such events the whale
was clicking during lung ventilation. The few sudden excur-
sions observed in the interclick intervals �ranging from
31 to 490 ms, Fig. 2� appeared to be independent of the
breathing events. During ventilation of the lungs the blow
hole is open and connects the left nasal passage and the lungs
to the atmosphere �Raven and Gregory, 1933; Norris and
Harvey, 1972; Schenkkan and Purves, 1973�. There is no
sphincter structure between the left nasal passage and the
distal air sac �Fig. 3�. Therefore it is not possible to build up
pressure on the anterior side of the monkey lips while breath-
ing. Air must be pressurized in the right nasal passage and
flow anteriorly through the phonic lips into the frontal sac.
This is consistent with the inferences made from anatomical
observations by Norris and Harvey �1972� and analogous to
the direction of airflow in other toothed whales �Cranford et
al., 1996�.

Even though the sound generator system of sperm
whales is homologous to that of other toothed whales �Cran-
ford et al., 1996� the observations made here indicate that the
mechanism behind the air pressure build up for actuating the
pneumatically driven sound generator might be quite differ-
ent. In dolphins, click sound production is initiated by keep-
ing the muscular sphincter around the epiglottal spout of the
larynx closed and then pressurizing the bony nares by con-
traction of the palatopharyngeal and anteriorinternus muscles
�Ridgway et al., 1980; Cranford et al., 1996�. The pressur-
ized air is metered past the two pairs of monkey lips �the

right pair being homologous to the monkey lips of sperm
whales �Cranford et al., 1996��. The internareal pressures in
the two nasal passages rise and fall together during click
production �Ridgway et al., 1980; Amundin and Andersen,
1983�. Thus the contracting palatopharyngeal and anteriorin-
ternus muscles act on both nasal passages and dolphins are
therefore not able to click and breathe simultaneously. How-
ever, sometimes during click production the two phonic lips
can be actuated independently from each other �Cranford et
al., 2000�, demonstrating some degree of separation in the
control of sound production between the left and the right
side.

The fact that the sperm whale can click and ventilate its
lungs simultaneously shows that the right nasal passage can
be pressurized independently of the left nasal passage which
is connected to the lungs. This can either be achieved �1� if
the open epiglottis inserts into the left bony naris during
ventilation while the pterygopharyngeus muscle pressurizes
the cavity beneath the bony nares and thereby the right nasal
passage or �2� by closing the ventro-posterior entrance to the
right naris disconnecting the right nasal passage from the
ventilation pathway made up by the trachea, the open epig-
lottis, and the left nasal passage. The latter scenario is sup-
ported by the existence of a sphincter at the right bony naris
�Raven and Gregory, 1933; Norris and Harvey, 1972; Schen-
kkan and Purves, 1973� The air pressure necessary for click
production may in that case result from contracting the
muscles below and above the right nasal passage �described
in Schenkkan and Purves �1973� and Clark �1978�� through-
out its course towards the monkey lips. The latter scenario
will, however, be fundamentally different from the way air
pressure for sound production is generated in other toothed
whales �Ridgway et al., 1980�, whereby homologous struc-
tures would not serve homologous functions of actuating the
sound generator among clicking toothed whales. These two
conjectures remain to be tested.

When diving to great depths, the air available for sound
production is seriously restricted �Madsen et al., 2002b,
Wahlberg, 2002�. Recycling may be accomplished by open-
ing the monkey lips and moving the air backwards into the
right nasal passage through the action of the maxillonasalis
and maxillolabialis muscles as well as additional muscles
above and below the right nasal passage �Schenkkan and
Purves, 1973; Clark, 1978; Madsen, 2002�.

In the observations presented here, the peak-to-peak
sound level of the clicks dropped with up to 28 dB when the
whale partially raised its head out of the water surface �either
to breathe or not�, sometimes emerging the whole anterior
area leading in to the junk. This is probably a minimum
estimate, as the measurements were restricted by the low
recording band width, dynamic range, and possibly also by
the automatic gain control mechanism of the camera. These
measurements are contradictory to Watkins and Daher’s
�2004� observation of a whale lifting its head completely out
of the water without affecting the level nor the frequency
content of the clicks.

In one of the surface video sequences analyzed here
small drops of water jumped out from the emerged blowhole
while the whale was clicking rapidly. This may be caused by

FIG. 2. Interclick intervals of clicks recorded right before until right after
seven breaths �labelled B1–B7� made by a sperm whale. Breaths occur at the
x value of 0 for each sequence.

FIG. 3. Dissection of an adult male sperm whale showing the passage be-
tween the blowhole �Bl� and the monkey lips �Mo� through the distal air sac.
P denotes posterior direction, D denotes dorsal direction.
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vibrations of the nose associated with sound production.
Very powerful accelerations at the front of a sperm whale
nose were observed by a diver in an earlier study �Norris and
Møhl, 1983�.

These observations were made on a single individual
observed during two independent observations. Ad libitum
observations that we made on another individual, unfortu-
nately without recording it, indicates that breathing while
clicking is not a unique behavior of the recorded individual,
nor does it seems to be a rare phenomenon.

Future work will benefit from methods telling the dis-
tance and bearing to the whale, as well as from using a
calibrated sound recording system sensitive in the entire fre-
quency range of sperm whale vocalizations. With this infor-
mation the sound production of sperm whales could be even
further investigated, including variations in source level and
frequency content with the direction to the whale. The syn-
chronized observations of video and audio hold promise to
contribute to the understanding of possible fine-scale
changes in the nasal system during sound production not
observable with other methods, e.g., to understand how the
nose may become slightly deformed while producing differ-
ent types of clicks.
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The acoustical Wave Propagator �AWP� scheme involves an effective time-domain calculation of
sound propagation using the combination of Chebyshev polynomial expansion and the Fourier
pseudospectral method. The accuracy of this scheme degrades when the media has discontinuities
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are addressed, including an analysis of the effect of Gibbs phenomenon on the accuracy.
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I. INTRODUCTION

Over the last decade, the time-domain solution of acous-
tical wave propagation in inhomogeneous media, especially
in media with discontinuities, has attracted attention of many
researchers.1–8 Most of the approaches1–5 are based on the
finite difference time-domain �FDTD� scheme due to its sim-
plicity and versatility. Because the FDTD method has the
disadvantage of the relatively large linear dispersion error
that accumulates rapidly with time,9 much higher grid den-
sity than that specified by the Nyquist limit �which is two
nodes per minimum wavelength� is needed for an accurate
result. The pseudospectral time-domain �PSTD� method6 can
achieve an exact spatial representation of wave equations
with smoothly spatial-varying coefficients using the grid
density of Nyquist limit, but they still use the conventional
difference approaches �for example, Leap-frog method� to
march the solution in time. Therefore, the dispersion error is
still hard to be avoided and the overall accuracy is influenced
strongly by the relatively poor approximation of the time
derivative. The k-space method, which was first proposed by
Bojarski10,11 and newly developed in Refs. 7 and 8, uses a
wave number–time space iteration scheme derived from the

nonstandard finite difference model12 to launch the time in-
tegration. It provides superior stability and accuracy over the
normal FDTD and PSTD methods. The acoustical wave
propagator �AWP�13 scheme, which makes use of Chebyshev
polynomial expansion, is another way to improve the time
integration accuracy. Our first aim in this paper is to examine
the accuracy of the AWP in the context of wave propagation
in discontinuous media.

The idea of implementing Chebyshev polynomial ex-
pansion in calculating time integration was first proposed for
solving the time-dependent Schrodinger equation.14 In Ref.
15, this scheme was extended to solving linear, periodic, hy-
perbolic problems, then in Ref. 16 for seismic forward mod-
eling. A rapid expansion method �REM� twice as efficient as
that of Ref. 16 was proposed in Ref. 17, in which only even-
order Chebyshev polynomials are needed. Recently, such a
time integration strategy was also implemented in the elec-
tromagnetic field.18,19 The AWP method13 was introduced to
investigate the time-domain evolution of acoustical waves.
One of the merits of AWP is that the traditional boundary
conditions for acoustical wave propagation are described in
terms of the change of material or wave propagation proper-
ties of the media explicitly in the propagator matrix. There-
fore, it forms a highly efficient calculation technique for re-
search on the time-domain wave propagation in

a�Address for correspondence: Jing Lu, Institute of Acoustics, Nanjing Uni-
versity, Nanjing 210093, China. Telephone: 86-25-83593571; electronic
mail: lujing@nju.edu.cn
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inhomogeneous media and the advantages over the normal
FDTD methods have been addressed in Refs. 13 and 20.

Unfortunately, for acoustical wave propagation in dis-
continuous media, the derivatives of the sound pressure and
particle velocity are discontinuous across the media inter-
faces, giving rise to degradation of the accuracy of the pseu-
dospectral method caused by Gibbs phenomenon.21,22 A
smooth technique is recommended in Ref. 13 to alleviate the
problem caused by the discontinuities, and a similar tech-
nique is also used in Refs. 7 and 8, but we note that the
physical nature of the interfaces at the media discontinuities
is changed by such a smooth process. There is a post-
processing method23 that increases the accuracy of the pseu-
dospectral method when discontinuity exists through a Ge-
genbauer reconstruction procedure �GRP�.24,25 However, the
computation burden of the method is quite heavy, and, more
importantly, the choice of the reconstruction parameters is
highly dependent on the specific features of the discontinu-
ous function. Therefore this method is not suitable for the
solution of the general time evolution problem.

A practical method to alleviate the influence of the
Gibbs phenomenon on the accuracy of spatial derivative cal-
culation is to increase the grid density of the whole compu-
tational domain, but this will greatly increase both the
memory and the computation burden. Alternatively, a vari-
able grid density pseudospectral method6,26 has been pro-
posed in which higher resolution is achieved across the in-
terfaces of media discontinuities. By making use of the
nonuniform fast Fourier transform �NUFFT� algorithm,27,28

this method alleviates the influence of Gibbs phenomenon
without high demands of the number of the grid points.
However, the efficiency and the accuracy of the pseudospec-
tral method will degrade due to the interpolation processes
needed by NUFFT. A rather simplified and efficient tech-
nique of using a mapping method to obtain spatial deriva-
tives appeared in Ref. 29 and 30 established a general pro-
cedure to construct mapping curves. A drawback of the
procedure is found in the choice of initial grid points, al-
though some rules in deciding the positions of grid points
were proposed.

As the second aim of this paper, we launch the mapping
method by designing the mapping curve directly and circum-
vent the difficulty of the choice of initial grid points. Using
the pseudospectral method with a proper mapping curve, the
mapped pseudospectral method is established and the spatial
derivatives can be obtained efficiently through projecting the
uniformly spaced grid points onto the nonuniform shape that
concentrates more across the media interfaces. Combining
the mapped pseudospectral method with Chebyshev polyno-
mial expansion time integration method, an improved AWP
scheme is obtained resulting in a more accurate solution for
acoustical wave propagation in discontinuous media.

It should be noted that there are some limitations of the
scheme proposed in this paper when it is extended to multi-
dimensional applications. First of all, unlike the PSTD
method6 and the k-space method,7,8 the form of AWP scheme
makes it not easy to include currently the most successful
absorbing boundary condition, the Perfectly Matched Layer
�PML�, which was originated from Ref. 31 and developed by

many researchers thereafter. On the other hand, although the
extension of AWP to multidimensional applications is
straightforward,32 many different mapping curves are needed
when there are scattering objects with arbitrary shapes in the
computation area. This will lead to the increase of the com-
putation and storage burden. In the recent development of
the multidomain PSTD method,33,34 the computational do-
main is divided into several subdomains, conforming to the
problem geometry in order to accurately model curved ob-
jects, and the solutions across subdomains are reconciled by
using patching conditions derived in accordance with the
physics of the problem to determine the global solution.
Such an idea might also be useful to the extension of the
scheme proposed in this paper. The detailed analysis con-
cerning these problems is still ongoing and will be given in
another paper.

The outline of the paper is as follows. In Sec. I, a brief
review of AWP is given and some issues concerning this
scheme are addressed. In Sec. III we analyze the influence of
the discontinuous coefficients in the Euler’s field equations
on the accuracy of the pseudospectral method. Also, the idea
of mapped pseudospectral method and the design of the map-
ping curves are described in Sec. III. In Sec. IV we show the
superiority of the improved AWP method using some nu-
merical examples. Conclusions are drawn in Sec. V.

II. SOME COMMENTS ON AWP

A. The validity of the Chebyshev polynomial
expansion

Defining

��x,t� = �p�x,t�
v�x,t� �, Ĥ = � 0 �c2 �

�x

1

�

�

�x
0 � ,

in which p and v are the sound pressure and the particle
velocity respectively, the one-dimensional acoustical wave
propagation is described as

�

�t
��x,t� = − Ĥ��x,t� . �1�

The solution of Eq. �1� is

��x,t� = e−�t−t0�Ĥ��x,t0� . �2�

If an N-grid-point Fourier pseudospectral method is applied
to calculate the spatial derivatives in the domain x1�x�x2,

and x2−x1=L, the spatial derivative operator Ĥ can be ex-
pressed in a discrete form as

ĤN = � 0 �c2DN

1

�
DN 0 � , �3�

where DN is the Fourier differentiation matrix with N grid
points, as described in Ref. 15 and Ref. 22,
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�DN� jk = 	�

L
�− 1� j+k cotan
 �j − k�

2

L

N
� , j � k

0, j = k
� , �4�

where �j ,k�=1,2 , . . . ,N. When N is even �actually N must
be even for the implementation of FFT in calculating the
spatial derivatives�, DN is a normal skew-symmetric matrix
with purely imaginary eigenvalues of 2�i /L−N /2+1,
−N /2+2,−1,0 ,1 , . . . ,N /2−1� among which 0 is a 2-fold
degenerate eigenvalue.22 It can be deduced that the eigenval-

ues of ĤN are

� =
2�ci

L
− N/2 + 1,− N/2 + 2, . . . ,− 1,0,1, . . . ,N/2

− 2,N/2 − 1� , �5�

among which 0 is a 4-fold degenerate eigenvalue while all
the other eigenvalues are 2-fold degenerate. Therefore the
maximum eigenvalue is obtained as

���max =
2�c

L
�N/2 − 1� =

�c

�x
−

2�c

L
�

�c

�x
, �6�

for sufficiently large N.
Defining a diagonal matrix as

B = � 1

c��
IN 0

0 ��IN
� ,

where IN represents a N�N identity matrix, it is easy to find

that ĤN can be obtained by a similarity transformation as

ĤN = B−1HNB , �7�

where B−1 represents the inverse of matrix B, and HN

=� 0 cDN

cDN 0
� is a normal symmetric matrix that possesses the

eigenvalues of �5� and a complete orthonormal set of
eigenvectors35 denoted as Xk��k=1,2 , . . . ,2N�.

The operator e−�t−t0�Ĥ can be transformed as

e−�t−t0�ĤN = eRĤN� = B−1eRHN�B , �8�

where R=−�t− t0����max, ĤN� =ĤN / ���max, and HN�
=HN / ���max. Note that HN� is also a normal matrix contain-
ing eigenvalues ��=� / ���max and eigenvectors Xk��k
=1,2 , . . . ,2N�, the multiplication of B and the initial vec-
tor of �N�x , t0� can be expressed as B�N�x , t0�=�k=1

2N hkXk;
therefore from Eqs. �2� and �8�, we obtain

�N�x,t� = B−1�
k=1

2N

hke
R�k�Xk, �9�

where �k� denotes the eigenvalue corresponding to the eigen-
vector Xk.

For an M-order polynomial approximation of an expo-
nential function, denoted as

e� � G��� = �
j=0

M

gj�
j , �10�

imposing a matrix form argument of �=RĤN� , the state vector
of the wave propagation is expressed as

�̃�x,t� = G�RĤN� ��N�x,t0� = �
j=0

M

gj�RĤN� � j�N�x,t0�

= B−1
�
j=0

M

gj�RHN� � j�B�N�x,t0�

= B−1�
k=1

2N

hk
�
j=0

M

gj�R�k��
j�Xk

= B−1�
k=1

2N

hkG�R�k��Xk. �11�

The estimation error is defined as

EN = ���x,t� − �̃�x,t��2

= �B−1�
k=1

2N

hk�eR�k� − G�R�k���Xk�2

. �12�

Note that B−1 is a diagonal matrix and �Xk�=1. Using
Schwarz’s inequality yields

EN � �WB−1�2��
k=1

2N

	kXk�2

� 2N�WB−1�2�
k=1

2N

�	k�2, �13�

where WB−1 is the vector composed of the diagonal elements

of B−1 and 	k=hk�eR�k�−G�R�k���. Equation �13� means that
the upper bound of the error depends on the scalar polyno-

mial approximation of eR�k�.
It has been found that Chebyshev polynomial expansion

is a near-optimal approximation to a function with argument
defined in �−1,1�,36 and it is a much better expansion than
the Taylor expansion,21 which is approximated to give sev-

eral conventional finite difference methods.37 We regard eR�k�

as a function with respect to the argument i�k�, which is in
�−1,1�, then for a polynomial estimation with fixed order M
the Chebyshev polynomial expansion method will result in a
near-minimized estimation error for every term on the right-
hand side of Eq. �13�. This explains that the high accuracy of
the AWP scheme is largely due to the selection of the Cheby-
shev polynomial expansion method to launch the time inte-
gration operation. It should be noted that when the acoustical
parameters � and c are not constant in the computation do-
main, the estimation error of the wave propagation calcula-
tion result is not restricted by some scalar polynomial ap-
proximations, as depicted in Eq. �13�. However, from our
numerical calculation experiences concerning AWP, as long

as the operator ĤN does not show any extreme ill-condition
property, by a moderate regulation of the time step, the AWP
method is still superior over other conventional finite differ-
ence approaches.
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B. Different realizations of the Chebyshev polynomial
expansion

The Chebyshev polynomial expansion of the acoustical

wave propagator e−�t−t0�Ĥ can be realized in two forms: one is

e−�t−t0�Ĥ = �
k=0




	k�R�Tk�Ĥ�� , �14�

where 	k�R�=2Ik�R�, except for 	0�R�= I0�R� with Ik�·� rep-
resenting the kth-order modified Bessel function of the
first kind, and Tk�·� stands for the Chebyshev polynomials.
�Note that all the above notations are similar to those in
Ref. 13 with two modifications. First is the definition of
R, without the minus notation; the wave propagation di-
rection calculated by AWP will be opposite to the theo-
retical result. Second, the system operator should be nor-
malized by ���max instead of ��max, as demonstrated in Sec.
II A�

The alternative realization form to �14� is

e−�t−t0�Ĥ = �
k=0




�k�R�Qk�Ĥ�� , �15�

where �k�R�=2Jk�R�, except for �0�R�=J0�R�, with Jk�·� rep-
resenting the kth-order Bessel function of the first kind,
and Qk�·� stands for the modified Chebyshev polynomials

with Q0�Ĥ��=I, Q1�Ĥ��=Ĥ�, and Qk+1�Ĥ��=2Ĥ�Qk�Ĥ��
+Qk−1�Ĥ��.

Reference 38 gives comparisons between these two ex-
pansion forms and demonstrates that �15� is recommended
for the sake of numerical stability. Another interesting form
of Chebyshev expansion method was proposed in Ref. 17,
which is equivalent in efficiency to �15� unless the medium
density � is constant.

III. THE MAPPED PSEUDOSPECTRAL METHOD

A. The influence of discontinuous coefficients on the
pseudospectral methods

The pseudospectral methods have been developed since
the 1970s39 using trigonometric functions or Chebyshev
polynomials to evaluate spatial derivatives. In an AWP
scheme, the Fourier pseudospectral method is used to calcu-
late the spatial derivative,

�q

�xq��x,t0� = F−1�ik�qF���x,t0��� , �16�

where F�·� and F−1�·� represent the Fourier and inverse Fou-
rier transforms, respectively, k is the wave number, and q
denotes the order of the derivative.

The basic idea of the Fourier pseodospectral method is
to estimate the spatial derivatives in the spectral transform
domain on the grid �collocation� points, then approach the
real value of the derivatives by inverse transform. Its supe-
riority over the conventional difference methods has been
well addressed in many references and books.21,22,39 The ac-
curacy of this method depends largely on the smoothness of
the function with which we deal. Specifically, in the time
domain calculation of acoustical wave propagation, the spa-
tial smoothness of the sound pressure p and the particle ve-
locity v dramatically influence the accuracy of our solution.
For one-dimensional wave propagation in media with dis-
continuous acoustical parameters � and c, the derivatives of
p and v are not continuous �or in mathematical notation as
described as Ref. 3, p and c are in C0� across the media
interfaces. Reference 22 analyzed the relation between the
function smoothness and the accuracy of the pseudospectral
method and indicated that for a C0 function, the error of the
derivative calculated by the pseudospectral method will be
O�Nq−1�. This can be clarified by a simple example. Take a
function as y=e−3�x��−��x���; it can be easily seen that
this function is in C0 at the position of x=0. The original

FIG. 1. Calculation of the first derivative of a C0 func-
tion using a Fourier pseudospectral method with �a� the
original function, �b� the calculation with 256 grid
points, and �c� the calculation with 2048 grid points.
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function and the first derivative calculated with 256 grid
points and 2048 grid points are depicted in Fig. 1. Although
with the increase of grid points the spurious vibration of
dy /dt at positions around x=0 can be attenuated, the over-
shoot at the position of x=0 remains at the same level. This
is consistent with the conclusion that the error of the first
derivative is O�1�. Due to the fact that the first derivative of
a C0 is discontinuous, we attribute this to the Gibbs phenom-
enon, in spite of a little concept difference.

Figure 2 shows the calculation result of the second de-
rivative. Obviously the error at the position of x=0 calcu-
lated with 2048 grid points is about ten times the value cal-
culated with 256 grid points. This illustrates that the error of
the second derivative is O�N�. With the increase of the grid
density, the error of the high derivatives calculated by the
pseudospectral method, especially at the positions across the
interfaces, increases drastically. This is quite disadvanta-
geous for the implementation of the pseudospectral method
in the AWP scheme when dealing with acoustical wave
propagation in discontinuous media, and the time step should
be restricted to guarantee stability.

The calculation error of the spatial derivatives can be
inspected from another viewpoint. It is inferred from Ref. 22
that for the C0 function ��x , t0�, the error of the spectrum
estimation by N-point FFT is O�h2�, where h denotes the
grids interval, e.g., h=L /N. Thus we describe the error in the
wave number space as

E��̃�k,t0�� = �k�h2, �17�

where �̃�k , t0� represents the function in the spectral trans-
form domain and �k� is a bounded function. Since in the
Fourier pseudospectral method, the estimation of the spec-
trum of the qth spatial derivatives is written as

�̃q�k,t0� = �jk�q�̃�k,t0� , �18�

the error of the spectrum estimation of the qth spatial de-
rivatives becomes

E��̃q�k,t0�� = �k�kq
 L

N
�2

. �19�

It can be seen from Sec. II B that the Chebyshev polynomial
expansion method is actually a weighed summation of a se-
ries of spatial derivatives. Equation �19� suggests that in-
creasing the grid points will effectively reduce the errors of
spatial derivatives for low wave number components. For
time domain acoustical wave propagation calculation, the en-
ergy of the commonly used Gaussian wave packet concen-
trates in the low wave number components. Therefore, the
accuracy of the AWP scheme will be improved with the
increase of the grid density. It should be noted that for high
wave number components as k→N /2, from �19� we can see
that the error of the spectrum estimation is O�Nq−2�, and due
to the N summation operations included in the inverse FFT
process, the error of the estimation of the derivatives in spa-
tial domain is O�Nq−1�. This is consistent with the statements
concerning Figs. 1 and 2. Although increasing the number of
grid points can directly improve the accuracy of AWP, the
computation and storage burden will increase drastically. We
then propose a rather efficient mapping technique to deal
with the problem.

B. Mapping technique and mapping curve design

The basic idea of the mapping technique in the pseu-
dospectral method is to project the uniform spaced grid
points onto a nonuniform shape with higher grid density
across the media interfaces, and retrieve the spatial deriva-
tives at the nonuniform collocation points through a minor
modification of the normal pseudospectral method. If the
uniform series of collocation points uk�k=1,2 , . . . ,N are
mapped into a series of nonuniform grids xk�k=1,2 , . . . ,N,
the spatial derivatives of the initial value function ��x , t0� is
obtained by the chain rule as

FIG. 2. Calculation of the second derivative of a C0

function using a Fourier pseudospectral method with �a�
the original function, �b� the calculation with 256 grid
points, and �c� the calculation with 2048 grid points.
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�d��x,t0�
dx

�
x=xk

= 
�du

dx
�

x=xk

�
�d���u,t0�
du

�
u=uk

� , �20�

where ���u , t0� denotes the initial value function formed by
the mapping process. The term in the first bracket on the
right-hand side of �20� needs to be calculated only once for
the whole AWP scheme and the second term can be calcu-
lated by the normal pseudospectral method.

There is a review of different mapping functions in Ref.
21, but most of them have only one concentration region,
which means that only solutions with one media interface
can be achieved successfully. An arbitrary mapping curve
construction way was proposed in Ref. 30, but it demands a
proper choice of the nonuniform initial collocation points. In
this paper, we propose a simple procedure of designing the
mapping curve, which can project the uniform grid points
properly onto a series of nonuniform grid points that provide
higher resolution across the media interfaces.

First of all, for a computation domain with only one
media interface, the mapping curves reviewed in Ref. 21 can
be implemented directly. For the computation domain of
�−1,1�, the following is one example that was first proposed
in Ref. 29.

x = 	2 + tan��u − ����/	1, �21�

where

� =
� − 1

� + 1
, � = tan−1�	1�1 + 	2��/tan−1�	1�1 − 	2�� ,

and �=tan−1�	1�1−	2�� / �1−��. Among all the parameters,
	2 is the location of the interface and 	1 determines the
width of the concentration area. The other parameters are
used so that �21� maps the computation domain on itself.
For an arbitrary computation domain �s1 ,s2�, the mapping
curve of �21� is extended by the scale and shift techniques
as follows;

x =
s2 − s1

2
�	2 + tan�
2u − �s1 + s2�

s2 − s1
− ����/	1�

+
s1 + s2

2
. �22�

Note that in �22�, 	2= �2s− �s1+s2�� / �s2−s1�, where s is the
actual position of the media interface in �s1 ,s2�. If the media
interface is at the center of the computation domain of
�−1,1�, a much simpler mapping curve is proposed in Ref.
40,

x = �1 − ��u3 + �u , �23�

where � controls the width of the concentration area. Also,
for the computation domain of �s1 ,s2�, �23� is expanded as

x =
s2 − s1

2
��1 − ��
2u − �s1 + s2�

s2 − s1
�3

+ �
2u − �s1 + s2�

s2 − s1
�

+
s1 + s2

2
. �24�

For computation domain with two or more media interfaces,
the mapping curve can be constructed by the concatenation
of two or several mapping curves with one concentration
area such as �22� and �24�. But such a direct concatenation
will result in a C0 function. Note that Eq. �20� implies that
the mapping curve must correspond to at least a C1 smooth
function so that du /dx is continuous, otherwise additional
Gibbs phenomenon will be introduced. Therefore it is neces-
sary to postprocess the concatenation result using some
curve fitting techniques. A normal least-squares polynomial
function curve-fitting technique can give quite a satisfactory
performance. For example, two media interfaces are set in
the computation domain �0,20� at the positions of x=4 and
x=11, and the number of the total grid points is 512. The
computation domain can be divided into two subdomains,
�0,6.2� and �6.2,20�. After applying mapping function �22�
to each subdomain with 	1=5, a 30-order polynomial

FIG. 3. An example of the mapping curve design.
�Note that for clarity, not all the points on the original
concatenated curve are shown.�
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function is used to fit the concatenation of the two map-
ping curves, as depicted in Fig. 3. It can be found that the
effective curve fitting can be achieved with a polynomial
function of sufficiently high order. It should be pointed
out that the order of the polynomial function should be
well limited in order to avoid the well-known Runge
phenomenon21 in polynomial curve fitting. Figure 4 shows
the derivatives of �du /dx�x=xi

at every collocation point,
and it demonstrates that the non-uniform grids do have
higher density across the media interfaces.

Another mapping curve design method of the above ex-
ample is to divide the computation domain into three subdo-
mains �0,8�, �8,14�, and �14,20�. Then apply the mapping
function �24� to the first and the second subdomain and leave
alone the third subdomain, i.e., x=u for the third subdomain.
The concatenation of the curves and a 15-order polynomial
mapping curve are illustrated in Fig. 5. Figure 6 shows the

derivatives of �du /dx�x=xi
at every collocation point. The va-

lidity of the mapping curve is also demonstrated. Note that in
Fig. 6, the derivative in the subdomain14,20 is no longer a
constant and varies around 1. This is caused by the polyno-
mial curve-fitting procedure.

For the above mapping curve design procedures, we
should rely on the features of the computation domain and
the positions of the interfaces to determine which one should
be used. A practical rule of choosing how to separate the
computation domain into subdomains is to guarantee the
first-order derivatives of the concatenated mapping curves
meet as close as possible at the joint points, therefore making
it easy for the curve-fitting process. This is why we choose
6.2 as the joint point for Figs. 3 and 4 and �8,14� as the joint
points for Figs. 5 and 6. Although high resolution is needed
across the interfaces, the residual grid points in the other
areas should be kept rich enough to guarantee a sufficient

FIG. 4. �du /dx�x=xi
of the mapping curve depicted in

Fig. �3� at every collocation point.

FIG. 5. Another example of the mapping curve design.
�Note that for clarity, not all the points on the original
concatenated curve are shown.�
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description of the initial wave packet. It should be noted that
the curve-fitting process and the calculation of du /dx at ev-
ery collocation point are finished before the wave evolution
calculation. Therefore the computation burden will not be
affected by the mapping curve design procedure.

IV. ILLUSTRATING EXAMPLES

A. Reflection and transmission at a single interface

The computation domain is �0 m,20 m� and the media
interface is set at x=14 m. The density of air is �0

=1.21 kg/m3 and the sound velocity in the air is c0

=344 m/s. The parameters of the medium on the left side of
the interface are set as �1=�0 and c1=c0 while those on the
right side are set as �2=1.5�0 and c2=3c0. The initial wave
packet is a Gaussian wave packet centered at x=7 m, i.e.,
p�x ,0�=e−16�x − 7�2

and v�x ,0�= p�x ,0� /�1c1. The number of
the total grid points is 1024. The mapping curve function of

�22� with 	1=5 is used in this example. Figure 7 shows the
initial sound pressure wave packet and the snapshot of the
time domain waveform at t=0.025 s by the AWP scheme and
the AWP scheme with a mapped pseudospectral method
�named the mapped AWP hereafter�, respectively. After ex-
tracting the reflected wave and the transmitted wave from the
snapshot at t=0.025 s, the reflection coefficient R�f� and the
transmission coefficient T�f� can be calculated, as depicted
in Fig. 8. Note that the frequency for the reflection and trans-
mission coefficients only covers the range in which the initial
wave has sufficient energy content.

The reflection coefficient and the transmission coeffi-
cient are calculated in the following way. First, the dominant
part of the initial Gaussian wave packet is guaranteed to be
on the left side of the interface, which means that the value
of the initial wave packet on the right side of the interface is
near machine zero. Note that the frequency f is related to the
wave number through f =kc /2�, then the amplitude of the

FIG. 6. �du /dx�x=xi
of the mapping curve depicted in

Fig. �5� at every collocation point.

FIG. 7. The initial wave packet and the wave form at
t=0.025 s calculated by the AWP and the mapped AWP
scheme, respectively.
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initial sound pressure at a specific frequency Pi�f� can be
calculated by Fourier transform. After the wave packet
evolves for a sufficiently long time �which is 0.025 s in this
example�, extract the reflected wave packet and the transmit-
ted wave packet, and the amplitudes of the reflected wave
and the transmitted wave at a specific frequency, denoted as
Pr�f� and Pt�f�, respectively, can also be calculated by a
Fourier transform. Finally, the reflection coefficient and the
transmission coefficient are calculated by R�f�= Pr�f� / Pi�f�
and T�f�= Pt�f� / Pi�f�.

In Fig. 7, the difference between the time domain wave
forms calculated by the two methods is not so obvious. For
one-dimensional acoustical wave propagation, both the re-
flection coefficient R�f�= ��2c2−�1c1� / ��2c2+�1c1�, and the
transmission coefficient T�f�=2�2c2 / ��2c2+�1c1� should be
independent of frequency.41 In this example, R�f�=0.6363
and T�f�=1.6364. Therefore from Fig. 8 the superiority of
mapped AWP can be clearly viewed in the frequency domain
when the reflection coefficient and the transmission coeffi-
cient are concerned. Also, it can be seen that for AWP, the
calculation error becomes larger with the increase of the fre-
quency, this is consistent with the analysis in Sec. III A.

B. Acoustical wave propagation through a
blockage

In this example, a blockage with width 1 m centered at
x=14 m is set in the computation domain �0 m,20 m�. The
parameters in the blockage are �2=1.5�0 and c2=3c0, and
�1=�0 and c1=c0 are for all the other areas. The initial wave
packet is chosen as p�x ,0�=e−32�x − 3�2

and v�x ,0�
= p�x ,0� /�1c1. In this example, there are two media inter-
faces with quite close distance; thus the mapping curve with
only one concentration area can still be used. However, since
the initial wave packet �centered at 3 m� is quite far from the
blockage, the direct implementation of the mapping curve
function �22� may lead to extra computation error because of
too sparse grid density around the initial wave packet. A
mapping curve design procedure similar with that described
in Fig. 5 of Sec. III B is implemented in this example. The

computation domain is divided into two subdomains
�0 m,8 m�, and �8 m,20 m�. The mapping curve function of
�24� with �=0.2 is applied to the second subdomain and the
first subdomain is left alone, i.e., x=u in the first subdomain.
Figure 9 shows the initial wave packet of sound pressure and
the snapshot of the wave form at t=0.043 s. Several reflec-
tion wave packets and transmitted wave packets can be
clearly seen. The transmission coefficients of the first and
third transmitted wave packet calculated by AWP and
mapped AWP are depicted in Fig. 10. The theoretical trans-
mission coefficients for the first and third transmitted wave
packet are T1�f�=0.5950 and T3�f�=0.0976. Obviously,
mapped AWP holds high accuracy, even when the energy
decreases much in the third transmitted wave packet.

C. Acoustical wave evolution between two boundaries

The time domain acoustical wave packet evolution
within an area between two boundaries is investigated in this
example. The computational domain is set the same as the
one described in Sec. III B, i.e., two media interfaces are set
in the computation domain �0, 20� at the positions of x=4
and x=11. The acoustical parameters in the area between the
interfaces are �1=�0, and c1=c0, and �2=1.5�0 and c2=3c0

are for the rest areas. The initial wave packet is set in the
middle between the two interfaces, p�x ,0�=10e−64�x − 7.5�2

and
v�x ,0�= p�x ,0� /�1c1. The mapping curve described by Fig. 5
is implemented. To demonstrate the superiority of the
mapped AWP, a comparatively extreme condition is consid-
ered. After 0.386 s evolution, the acoustical wave packet
propagates 132.8 m and reflects 19 times from the interfaces
and the energy of the wave packet decreases dramatically.
The reflection coefficient can be calculated as R19�f�
=0.0002. Figure 11�b� shows the extracted wave packet
within the two boundaries after 0.386 s evolution, the error
of the AWP scheme can be clearly viewed. The reflection
coefficient calculated by the AWP and the mapped AWP
schemes are depicted in Fig. 11�c�. It can be found that for
such an extreme condition the error of the AWP scheme ac-
cumulates to the extent that the reflection coefficient is more

FIG. 8. �a� The energy distribution of the initial sound
pressure in the frequency domain; �b� the reflection co-
efficient calculated by the AWP �dashed line� and the
mapped AWP �solid line� within region A of �a�; �

stands for the theoretical result; �c� the transmission co-
efficient calculated by AWP �dashed line� and mapped
AWP �solid line� within region A of �a�; � stands for the
theoretical result.
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FIG. 9. The initial wave packet and the wave form at
t=0.043 s calculated by the AWP and the mapped AWP
scheme, respectively.

FIG. 10. �a� The energy distribution of the initial sound
pressure in the frequency domain; �b� the transmission
coefficient of the first transmitted wave packet calcu-
lated by the AWP �dashed line� and, the mapped AWP
�solid line� within region A of �a�; � stands for the the-
oretical result; �c� the transmission coefficient of the
third transmitted wave packet calculated by the AWP
�dashed line� and the mapped AWP �solid line� within
region A of �a� � stands for the theoretical result.

FIG. 11. �a� The energy distribution of the initial sound
pressure in the frequency domain; �b� the extracted
wave packet after 0.386 s evolution calculated by the
AWP �dashed line� and the mapped AWP �solid line�;
�c� the reflection coefficient calculated by the AWP
�dashed line� and the mapped AWP �solid line� within
region A of �a�; � stands for the theoretical result.

J. Acoust. Soc. Am., Vol. 118, No. 6, December 2005 Lu, Pan, and Xu: Acoustical wave propagation in discontinuous media 3417



than twice the correct value in the upper bound of the effec-
tive frequency range. This demonstrates the necessity of
mapped AWP for the acoustical wave propagation problem
when the wave packet interacts with the interfaces many
times.

It should be pointed out that for the above illustrative
examples and all the other numerical simulations that have
not been included in this paper, as long as the requirement of
two grid points per minimum wavelength is satisfied,
mapped AWP outperforms the original AWP when disconti-
nuities exist in the computational domain.

V. CONCLUSIONS

Due to the influence of Gibbs phenomenon, the error of
AWP in calculating acoustical wave propagation in discon-
tinuous media increases with the growth of frequency in the
spectral domain. To alleviate this problem, an improved
AWP scheme with mapped pseudospectral method is pro-
posed in this paper. By projecting the uniform grid points
onto a series of nonuniform grid points through a carefully
designed smooth mapping function, the grid density across
the media interfaces can be increased remarkably. Since the
accuracy in the low-frequency range can be regarded as pro-
portional to the square of the grid density, the mapped pseu-
dospectral method effectively improve the performance of
the AWP scheme. The superiority of the proposed scheme is
demonstrated by several numerical examples. Compared
with the normal method, the error of the improved AWP with
a mapped pseudospectral method is negligible, even after
quite a long propagation time when the media interfaces act
many times on the wave packet. The improvement in calcu-
lation accuracy makes the improved AWP a reliable tool for
the study of the evolution of acoustical waves in media with
discontinuities. The research concerning some difficulties of
this scheme when it is extended to multidimensional appli-
cations is still ongoing.
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A stably stratified atmosphere supports propagation of internal gravity waves �IGW�. These waves
result in highly anisotropic fluctuations in temperature and wind velocity that are stretched in a
horizontal direction. As a result, IGW can significantly affect propagation of sound waves in
nighttime boundary layers and infrasound waves in the stratosphere. In this paper, a theory of sound
propagation through, and scattering by, IGW is developed. First, 3D spectra of temperature and
wind velocity fluctuations due to IGW, which were recently derived in the literature for the case of
large wave numbers, are generalized to account for small wave numbers. The generalized 3D spectra
are then used to calculate the sound scattering cross section in an atmosphere with IGW. The
dependencies of the obtained scattering cross section on the sound frequency, scattering angle, and
other parameters of the problem are qualitatively different from those for the case of sound
scattering by isotropic turbulence with the von Kármán spectra of temperature and wind velocity
fluctuations. Furthermore, the generalized 3D spectra are used to calculate the mean sound field and
the transverse coherence function of a plane sound wave propagating through IGW. The results
obtained also significantly differ from those for the case of sound propagation through isotropic
turbulence. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2126938�

PACS number�s�: 43.20.Fn, 43.28.Bj, 43.28.Lv �LCS� Pages: 3420–3429

I. INTRODUCTION

A stably stratified atmosphere often occurs in nighttime
boundary layers �NBL� which extend from the ground to
heights of about several hundred meters. Furthermore, the
atmosphere is stably stratified in the stratosphere with the
highest static stability in a range of heights from about
20 to 45 km.

A stably stratified atmosphere supports propagation of
internal gravity waves �IGW�. In NBL these waves can be
trapped in a waveguide within a temperature inversion layer
where the Brunt-Väisälä frequency is maximal. �The Brunt-
Väisälä frequency is a characteristic frequency of IGW.1�
The local maximum of this frequency near the stratopause
�located about 45 km above the ground� can also be a barrier
for IGW. In both cases, significant fluctuations in tempera-
ture T and wind velocity v are observed due to propagation
of IGW.1–4 These fluctuations are highly anisotropic and are
stretched in a horizontal direction. The fluctuations can sig-
nificantly affect sound propagation in NBL and infrasound
propagation in the stratosphere. For example, facsimile
records of sodars clearly show the presence of IGW in NBL
�Refs. 1 and 2�.

Despite the significance of sound propagation through,
and scattering by, IGW, few theoretical studies of this phe-
nomenon have been made. The reason for that is that such
studies require combining results from two research topics:

�1� 3D spectra of temperature and wind velocity fluctuations
due to IGW in a stably stratified atmosphere; and �2� a gen-
eral theory of sound propagation through, and scattering by,
anisotropic turbulence with both temperature and wind ve-
locity fluctuations. Significant progress in both research top-
ics has been made only recently.

In the first of these research topics, 3D spectra of tem-
perature and wind velocity fluctuations due to IGW were
derived in Ref. 5 for the limiting case of large wave numbers
�in comparison with the inverse outer scale of IGW�. The
spectra are very anisotropic: Their scale in a horizontal di-
rection is much greater than that in a vertical direction. The
1D vertical spectra of temperature and wind velocity fluctua-
tions obtained from these 3D spectra agree with those de-
rived theoretically,6,7 calculated numerically,8,9 and measured
in the stratosphere and troposphere, e.g., Refs. 3 and 10.

In the second research topic, a general theory of sound
propagation through, and scattering by, anisotropic turbu-
lence with temperature and wind velocity fluctuations has
been developed in Refs. 11–14. Given the 3D spectra of T
and v fluctuations, the theory provides formulas for calcula-
tions of the most widely used statistical moments of plane-
and spherical sound waves: the sound scattering cross sec-
tion, the variances and correlation functions of log-amplitude
and phase fluctuations, the mean sound field, and the coher-
ence function of the sound field.
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The main goal of the present paper is to use the results
obtained in these two research topics to develop a theory of
sound propagation through, and scattering by, IGW. First, the
3D spectra of temperature and wind velocity fluctuations ob-
tained in Ref. 5 for the case of large wave numbers are
generalized to account for small wave numbers �of order of
or smaller than the inverse outer scale of IGW�. It is shown
that the generalized 3D spectra have “realistic” 1D vertical
spectra which, for large wave numbers, agree with those
measured experimentally, and are bounded for small wave
numbers.

Then, the generalized 3D spectra of temperature and
wind velocity fluctuations are used to calculate the sound
scattering cross section in the atmosphere with IGW. The
obtained scattering cross section is compared with that due to
sound scattering by isotropic turbulence with the von
Kármán spectra of temperature and wind velocity fluctua-
tions.

Furthermore, line-of-sight sound propagation through
IGW with the 3D generalized spectra is studied. First, the
extinction coefficient of the mean sound field is calculated.
Then, the transverse coherence function of a plane sound
wave is calculated and analyzed. The results obtained are
also compared with those for the von Kármán spectra of
temperature and wind velocity fluctuations.

The paper is organized as follows. In Sec. II, the spectra
of temperature and wind velocity fluctuations due to IGW
and von Kármán spectra of isotropic turbulence are consid-
ered. The sound scattering cross section in the atmosphere
with IGW is calculated and analyzed in Sec. III. In Sec. IV,
we consider line-of-sight sound propagation through IGW
and calculate the mean sound field and the coherence func-
tion of a plane sound wave. The results obtained in the paper
are summarized in Sec. V.

II. SPECTRA OF TEMPERATURE AND VELOCITY
FLUCTUATIONS

A. 3D spectra for large wave numbers

At large wave numbers, the interaction between IGW
modes is strongly nonlinear.5–8 Such interaction transfers en-
ergy from random IGW sources to the modes with larger
vertical and smaller horizontal scales than those in the source
spectrum. This energy transfer is balanced by energy dissi-
pation due to convective or shear instabilities at very large
wave numbers.15 As a result of the nonlinear interaction, 1D
vertical spectra of temperature and horizontal wind velocity
fluctuations have a universal form at large wave numbers
that does not depend on the form of the spectrum for small
wave numbers. These 1D vertical spectra have been studied
extensively theoretically,6,7 numerically,8,9 and
experimentally.16–21

However, when considering sound propagation through
IGW, one needs to know 3D spectra of temperature and wind
velocity fluctuations rather than 1D spectra. Using the
mechanism of nonlinear interaction between IGW modes de-
scribed above, the 3D spectra of temperature and horizontal
wind velocity fluctuations were derived in Ref. 5. The 3D
spectrum of temperature fluctuations is given by:

�T�K� =
AT0

2N4

g2�K3�5
exp�−

K�
2

4e0K3
2� , �1�

where K= �K1 ,K2 ,K3� is the turbulence wave vector, K�

=�K1
2+K2

2, N is the Brunt-Väisälä frequency, T0 is the ref-
erence value of temperature, and g is the acceleration due
to gravity. The components K1, K2, and K3 of the turbu-
lence wave vector are in the directions of the x-, y-, and z
axes, with the z axis being vertical and the x- and y axes
being in a horizontal plane. Furthermore, e0 is a dimen-
sionless parameter characterizing anisotropy of the spec-
trum. It is defined as a root-mean-square of the horizontal
gradient of horizontal displacements due to IGW.5,6 The
value of e0 depends on the degree of nonlinearity of IGW
and can be in a wide range; however, e0 is always much
less than 1 �see the end of this section for more details�. In
Eq. �1�, the numerical coefficient A is given by

A =
exp�− 1/�32a0��
215�2��3/2e0a0

5/2 . �2�

Here, a0=M2 /8, where M2 is the mean-square vertical gra-
dient of the vertical displacements due to IGW.5 M charac-
terizes the degree of nonlinearity of IGW and varies from 0
to about 0.5. �If M �0.5, IGW are unstable.� Therefore, in
Eq. �2� the value of the parameter a0 is in the range 0
�a0�0.03.

Let �ij�K� be the 3D spectral tensor of wind velocity
fluctuations v= �v1 ,v2 ,v3�= �vx ,vy ,vz�, where i , j=1,2 ,3.
The theory developed in Ref. 5 results in isotropic velocity
fluctuations in a horizontal plane so that �11�K�=�22�K�.
Furthermore, �11�K� has the same dependence on K as does
the temperature spectrum

�11�K� =
AN2

2�K3�5
exp�−

K�
2

4e0K3
2� . �3�

The vertical velocities due to IGW are significantly sup-
pressed in comparison with the horizontal ones. Therefore,
for the purpose of this paper, �i3 and �3i can be ignored in
comparison with �11.

The 3D spectra of temperature and horizontal velocity
fluctuations, Eqs. �1� and �3�, were derived in Ref. 5 assum-
ing that K3�K0 and K3 /K0�K� /K0�. Here, K0 and K0� are
characteristic wave numbers of the spectra in vertical and
horizontal directions, respectively, similar to the inverse
outer scale of turbulence. Let K0=2� /L0, where L0 is a char-
acteristic spatial scale of the spectra. In NBL, L0	300 m,
while in the stratosphere L0	2–4 km. K0� is much less
than K0 so that the ratio �=K0 /K0� is much greater than 1.
Using the measurements of the vertical and horizontal ve-
locities in NBL,22 it can be shown that this ratio is in the
range 3���10. The range of values of � in the stratosphere
is not yet well known. Apparently, it can be as large as �
	10. This value of � in the stratosphere will be assumed in
numerical estimates below.

In Eqs. �1� and �3�, the parameter e0 is of the order of
a0 /�2.5 For the values of a0 and � given above, this param-
eter is in the range 0�e0�3·10−3 in NBL, and in the range
0�e0�3·10−4 in the stratosphere. Since e0�1, the spectra
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�T and �11, given by Eqs. �1� and �3�, are very anisotropic:
Their scale in a horizontal direction is much greater than that
in the vertical direction.

Using the spectra �T and �11, given by Eqs. �1� and �3�,
the travel time fluctuations of sound propagation in NBL
were calculated and compared with those measured
experimentally.23 The results obtained show good agreement
between theoretical predictions and experimental data. This
can be considered as an indirect experimental verification of
the spectra �1� and �3�. Note that direct measurements of the
3D spectra �T�K� and �11�K� are difficult to obtain; usually,
1D vertical spectra are measured experimentally by using
different techniques, e.g., ground-based radars and
lidars,3,4,17 high-resolution radiosondes,18,20 and measure-
ments of stellar scintillations from space.16 In the next sec-
tion, starting from Eqs. �1� and �3�, we derive 1D vertical
spectra of temperature and wind velocity fluctuations, and
discuss their agreement with experimental data and theoreti-
cal predictions.

B. 1D vertical spectra for large wave numbers

The 1D vertical spectrum Fv�K3� of temperature fluctua-
tions is defined as

Fv�K3� = 

−�

�

dK1

−�

�

�T�K1,K2,K3�dK2. �4�

Using this formula and Eq. �1� for �T, the 1D vertical tem-
perature spectrum can be calculated

Fv�K3� =
4�Be0

K3
3 . �5�

Here, B=AT0
2N4 /g2. Both the K3

−3 dependence and the coef-
ficient 4�Be0 of the 1D vertical temperature spectrum, Eq.
�5�, agree with those measured experimentally in the strato-
sphere and troposphere.3,4,16–19

Using Eq. �3�, it can be shown that the 1D vertical spec-
trum of vx fluctuations is given by Eq. �5� if the constant B is
replaced with B�=AN2 /2. It is shown in Refs. 5, 7, and 9 that
the dependencies of this 1D vertical spectrum on K3 and the
coefficient 4�B�e0 are consistent with experimental data ob-
tained in Refs. 10, 16, 20, and 21

The 1D vertical spectra of temperature and wind veloc-
ity fluctuations considered in this section also agree with
those derived theoretically6,21 and calculated numerically.8,9

C. Generalized 3D spectra

The spectrum �T, given by Eq. �1�, becomes unrealistic
for small values of the vertical component of the turbulence
wave vector, K3. In this source region, �T should be approxi-
mately constant. Therefore, it is worthwhile to generalize the
spectrum �1� to account for small values of K3.

In this paper, we propose the following generalization of
the 3D temperature spectrum:

�T�K� =
AT0

2N4

g2�K0
2 + K3

2�5/2 exp�−
K�

2

4e0�K0
2 + K3

2�
� . �6�

If K3�K0, the spectrum �6� coincides with that given by Eq.
�1�. If K3�K0 and K��2�e0K0, the spectrum �6� does not
depend on K and is constant: �T=AT0

2N4 / �g2K0
5�. The sug-

gested generalization of the spectrum �1� is similar to the
generalization of the Kolmogorov spectrum when it is re-
placed by the von Kármán spectrum.11,24 Note that the von
Kármán spectra of temperature and wind velocity fluctua-
tions have been widely used for studies of sound propa-
gation through a turbulent atmosphere, e.g., see Refs. 11
and 25 and references therein.

The variance of temperature fluctuations is determined
as

	T
2 = 


−�

�

dK1

−�

�

dK2

−�

�

�T�K1,K2,K3�dK3. �7�

Substituting the value of �T given by Eq. �6� into Eq. �7� and
calculating the integrals, the constant A can be expressed in
terms of 	T

2

A =
	T

2g2K0
2

8�e0T0
2N4 . �8�

Using this value of A in Eq. �6�, we obtain a desired form of
the generalized 3D spectrum of temperature fluctuations

�T�K� =
K0

2	T
2

8�e0�K0
2 + K3

2�5/2 exp�−
K�

2

4e0�K0
2 + K3

2�
� . �9�

Figure 1 shows �T�K� ,K3�, given by this equation, normal-
ized by �T�0�. In the figure, e0=10−4. It follows from Fig. 1
that �T�K� ,K3� reaches a maximum at K=0 and decreases
along the K� axis �which corresponds to the horizontal
components of the turbulence wave vector� much faster
than along the K3 axis �vertical components of the wave
vector�; i.e., the spectrum is highly anisotropic.

The proposed generalization of the 3D spectrum of hori-
zontal velocity fluctuations, Eq. �3�, is analogous to that of
the 3D spectrum of temperature fluctuations

FIG. 1. The normalized generalized 3D spectrum of temperature fluctua-
tions �T�K� ,K3� /�T�0�. The anisotropy parameter is e0=10−4.
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�11�K� =
AN2

2�K0
2 + K3

2�5/2 exp�−
K�

2

4e0�K0
2 + K3

2�
� . �10�

Thus, the generalized 3D spectra of temperature and wind
velocity fluctuations, Eqs. �9� and �10�, have the same de-
pendence on K as do the corresponding spectra given by
Eqs. �1� and �3�.

The variance 	v
2 of horizontal velocity fluctuations is

given by a formula similar to Eq. �7�: 	v
2 =��11�K�d3K. Sub-

stituting Eq. �10� into this formula and calculating the inte-
gral over K, we express the parameter A in terms of 	v

2:

A =
K0

2	v
2

4�e0N2 . �11�

Using this value of A in Eq. �10�, we obtain a desired form of
the generalized 3D spectrum of horizontal velocity fluctua-
tions

�11�K� =
K0

2	v
2

8�e0�K0
2 + K3

2�5/2 exp�−
K�

2

4e0�K0
2 + K3

2�
� . �12�

Note that the variances of the temperature and horizontal
velocity fluctuations in Eqs. �9� and �12� are related by a
formula that can be obtained by eliminating the parameter A
between Eqs. �8� and �11�

	v
2 =

g2

2N2

	T
2

T0
2 . �13�

The generalized 3D spectra �T�K� and �11�K�, given
by Eqs. �9� and �12�, will be used in Secs. III and IV for
calculations of the statistical moments of a sound field propa-
gating in an atmosphere with IGW.

D. Generalized 1D vertical spectra

In this section, we consider the generalized 1D tempera-
ture and horizontal velocity spectra. For the purpose of this
section, it is more convenient to deal with Eqs. �6� and �10�
for these spectra rather than with equivalent Eqs. �9� and
�12�.

Substituting Eq. �6� into Eq. �4� and calculating the in-
tegrals over K1 and K2, we obtain the generalized 1D vertical
spectrum of temperature fluctuations

Fv�K3� =
4�Be0

�K0
2 + K3

2�3/2 . �14�

For K3�K0, this spectrum coincides with that given by Eq.
�5�. Since the latter spectrum agrees with experimental data,
so does the spectrum �14�. For K3�K0, the spectrum �14� is
approximately constant. This is a more realistic behavior of
the spectrum than an infinite increase of the spectrum �5� for
small K3.

It can be shown that the 1D vertical spectrum of hori-
zontal velocity fluctuations is given by Eq. �14� if the con-
stant B in this equation is replaced with the constant B�. This
spectrum also agrees with experimental data for K3�K0 and
is approximately constant for K3�K0.

E. von Kármán spectra of temperature and wind
velocity fluctuations

The 3D von Kármán spectrum of isotropic temperature
fluctuations is given by11

�T
vK�K� =

21/35

33/2
3�1/3�
KT

2/3	T,vK
2

�KT
2 + K2�11/6 . �15�

Here, K is the modulus of the turbulence wave number K, 

is the gamma function, 	T,vK

2 is the variance of temperature
fluctuations for the von Kármán spectrum, and KT is a char-
acteristic wave number inversely proportional to the outer
scale of temperature fluctuations.

The 3D von Kármán spectral tensor of isotropic wind
velocity fluctuations is given by11

�ij
vK�K� =

55

22/335/2
3�1/3�
��ij −

KiKj

K2 � K2Kv
2/3	v,vK

2

�Kv
2 + K2�17/6

,

�16�

where �ij is the Kronecker symbol, 	v,vK
2 is the variance of

wind velocity fluctuations, and Kv is a characteristic wave
number inversely proportional to the outer scale of velocity
fluctuations.

Note that the von Kármán spectra �T
vK�K� and �11

vK�K�
have different dependence on K even for K�KT and K
�Kv, while the generalized 3D spectra given by Eqs. �9� and
�12� have the same dependence.

III. SCATTERING OF SOUND BY IGW

The sound scattering cross section, 	, is an important
statistical characteristic of a sound wave propagating in a
medium with random inhomogeneities. In this section, we
calculate 	 for the case of sound scattering by IGW.

A. Sound scattering cross section

For anisotropic turbulence, the sound scattering cross
section is given by11

	 = 2�k4 cos2 ���T�q�

4T0
2 +

n0,in0,j�ij�q�

c0
2  . �17�

Here, k is the sound wave number, q=2k�n0−n� is the scat-
tering vector, n0= �n0,1 ,n0,2 ,n0,3� is the unit vector in the
direction of propagation of a sound wave incident on a scat-
tering volume, n is the unit vector in the direction of propa-
gation of a scattered wave, � is the scattering angle between
the vectors n0 and n, and summation is assumed over re-
peated subscripts.

In Eq. �17�, it is worthwhile to express cos � and q in
terms of the spherical coordinates of the unit vectors n0 and
n. Without loss of generality, we assume that the vector n0

lies in the xz plane. Then, n0= �sin 0 ,0 ,cos 0�, where 0 is
the angle between n0 and the vertical z axis; see Fig. 2. In the
spherical coordinates, the unit vector n can be written as n
= �sin  cos � , sin  sin � , cos �. Here,  is the angle be-
tween n and the vertical axis, and � is the azimuthal angle
between the projection of n on the horizontal plane and the x
axis �Fig. 2�.
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Using these representations of the unit vectors n0 and n,
the components of the scattering vector q= �q1 ,q2 ,q3� can be
expressed in terms of the spherical coordinates of n0 and n

q1 = 2k�sin 0 − sin  cos ��, q2 = − 2k sin  sin � ,

q3 = 2k�cos 0 − cos � . �18�

Furthermore, cos �=n0 ·n can be written as

cos � = sin 0 sin  cos � + cos 0 cos  . �19�

Since n0,2=0 in Eq. �17�, the terms proportional to �i2

and �2j do not contribute to 	. Furthermore, the terms pro-
portional to �i3 and �3j are much less than the term propor-
tional to �11 if the angle 0 is not too small. If 0=0, the
terms proportional to �i3 and �3j are small in comparison
with the term proportional to �T for most “reasonable” val-
ues of N.

Thus, in Eq. �17�, the sum n0,in0,j�ij can be approxi-
mated as sin2 0�11. Furthermore, in this equation, we re-
place �T and �11 by their values given by Eqs. �9� and �12�,
respectively. Finally, using Eq. �18�, we obtain a desired for-
mula for the scattering cross section due to sound scattering
by IGW

	 =

K0
2 cos2 � exp�−

sin20 + sin2  − 2 sin 0 sin  cos �

4e0�K0
2/�4k2� + �cos 0 − cos �2� �

29e0k�K0
2/�4k2� + �cos 0 − cos �2�5/2

��	T
2

T0
2 + 4 sin2 0

	v
2

c0
2  . �20�

It is worthwhile to compare the obtained value of 	 with
that for the case of sound scattering by isotropic temperature
and wind velocity fluctuations with the von Kármán spectra.
The latter scattering cross section was calculated in Ref. 26

	vK =
b1k1/3KT

2/3 cos2 �

�KT
2/�4k2� + sin2��/2��11/6

��	T,vK
2

T0
2 +

11 sin2 �

6�KT
2/�4k2� + sin2��/2��

	v,vK
2

c0
2  . �21�

Hereinafter, for simplicity, KT=Kv. Furthermore, in Eq. �21�
and for some equations below, involved numerical coeffi-
cients are denoted by b with subscripts; in Eq. �21� b1

=5� / �213/333/2
3�1/3��=0.0078.

B. Analysis

Let us compare the sound scattering cross sections 	 and
	vK given by Eqs. �20� and �21�, respectively. In atmospheric
acoustics, the terms K0

2 / �4k2� and KT
2 / �4k2� appearing in

these equations are both small and can be neglected for most
geometries of scattering.

There are several differences between 	 and 	vK. First,
	vK depends only on the scattering angle � between the unit
vectors n0 and n, as must be the case for scattering by iso-
tropic turbulence, while 	 depends not only on � but also on
the orientation of these unit vectors. Second, 	 and 	vK have
different dependencies on the frequency f =kc0 / �2�� of a
sound wave: If K0

2 / �4k2� and KT
2 / �4k2� can be neglected in

Eqs. �20� and �21�, 		1/ f while 	vK	 f1/3. Third, in Eqs.
�20� and �21� the factors in front of the terms 	v

2 /c0
2 and

	v,vK
2 /c0

2 are different. Therefore, relative contributions to 	
and 	vK due to sound scattering by temperature and velocity
fluctuations are different.

Finally, let us compare the dependence of the sound
scattering cross sections 	 and 	vK on the scattering angle �.
In Fig. 3, the solid curve corresponds to the dependence of 	,
normalized by its maximum value, on the difference −0.
When plotting this curve, it was assumed that 	T

2 /T0
2

=	v
2 /c0

2, e0=10−4, 0=85°, f =3 Hz, and L0=3 km. �The nu-
merical value of L0 corresponds to IGW in the stratosphere;
see Sec. II A.� Furthermore, it was assumed that the azi-
muthal angle �=0. In this case, both n0 and n lie in the xz
plane �see Fig. 2� so that the difference −0 is equal to the
scattering angle �. The dashed curve in Fig. 3 corresponds
to the dependence of 	vK, also normalized by its maximum
value, on the scattering angle �. When plotting the dashed
curve, we assumed that 	T,vK

2 /T0
2=	v,vK

2 /c0
2, KT=K0, and, as

for the solid curve, f =3 Hz.
Figure 3 shows two maxima in the dependence of 	 on

−0=�. The first maximum occurs at =0 �i.e., at �=0�
and corresponds to forward scattering of a sound wave. The
appearance of this maximum is well known in theories of

FIG. 2. The unit vectors n0 and n in the Cartesian coordinate system.

FIG. 3. The normalized scattering cross section versus the difference 
−0=�. For this plot, the sound frequency f =3 Hz, the anisotropy param-
eter e0=10−4, the angle 0=85°, and the scale L0=3 km. The solid and
dashed lines correspond to 	 and 	vK, respectively, normalized by their
maximum values.
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sound scattering by isotropic turbulence: 	vK reaches its
maximum values for predominantly forward scattering. �In
Fig. 3, a small dip in the dashed curve at �=0 is due to the
fact that sound scattering by isotropic velocity fluctuations is
zero at �=0; this dip would disappear for the case of sound
scattering by only temperature fluctuations.� The second,
much broader maximum in the dependence of 	 on � occurs
at �=�−20=10°. This maximum occurs in the direction of
specular reflection of the incident wave from a horizontal
plane. The appearance of this maximum is due to the fact
that random inhomogeneities in temperature and wind veloc-
ity are highly stretched in horizontal planes, effectively pro-
ducing a random layered medium. A plane wave incident on
such a random layered medium is transmitted through, and
reflected from, the medium. The transmitted and reflected
waves correspond to two maxima in the solid curve in Fig. 3.
Note that the dashed curve in this figure does not have a
maximum at �=10°.

The second maximum in the solid curve in Fig. 3 can
explain an interesting phenomenon in infrasound propaga-
tion occurring at heights of about 35–45 km. The infrasound
waves are often partially “reflected” from these heights even
though the effective sound speed in the stratosphere is less
than that near the ground, which prevents such reflection in
geometrical acoustics.27 The second maximum in the depen-
dence of 	 on � occurs at =105°, i.e., when the scattered
wave propagates back to the ground. Therefore, Fig. 3 shows
that a significant portion of infrasound energy can be scat-
tered back to the ground from the stratosphere.

C. Backscattering

An important particular case of sound scattering in the
atmosphere is backscattering, which occurs for �=180°. The
backscattering cross section 	��=180° � can be measured by
monostatic sodars.28,29

For the case of backscattering, Eq. �20� can be simplified
by taking into account that n=−n0, =�−0, and �=�. As a
result, we obtain the following formula for the backscattering
cross section due to sound scattering by IGW:

	�180 ° � =

K0
2 exp�−

sin2 0

4e0�K0
2/�16k2� + cos2 0��

214e0k�K0
2/�16k2� + cos2 0�5/2

��	T
2

T0
2 + 4 sin20

	v
2

c0
2  . �22�

For the von Kármán spectra of temperature and velocity
fluctuations, the backscattering cross section is given by

	vK�180 ° � =
b1k1/3KT

2/3

�1 + KT
2/�4k2��11/6

	T,vK
2

T0
2 . �23�

It follows from Eqs. �22� and �23� that velocity fluctuations
can contribute to 	�180° �; however, they do not contribute
to 	vK�180° �. Furthermore, 	�180° � significantly depends
on 0 while 	vK�180° � does not.

Figure 4 shows the dependence of 	�180° � �normalized
by its value at 0=0� on the angle 0 for different values of
e0: 3�10−4—dash-dotted line; 10−3—dashed line; and 3

�10−3—solid line. When plotting Fig. 4, it was assumed that
f =3 kHz and L0=300 m. �The numerical value of L0 corre-
sponds to IGW in NBL, see Sec. II A.� It follows from Fig. 4
that the backscattering cross section decreases rapidly with
the increase of the angle 0. One would expect such depen-
dence of 	�180° � on 0 for a layered random medium.

IV. LINE-OF-SIGHT SOUND PROPAGATION THROUGH
IGW

In this section, we will consider line-of-sight sound
propagation in an atmosphere with temperature and wind
velocity fluctuations induced by IGW. We will assume that a
sound wave propagates nearly horizontally in the direction of
the x axis. This is a reasonable assumption for many prob-
lems of atmospheric acoustics, e.g., for near-ground sound
propagation.

A. Effective 3D spectrum

A theory of line-of-sight sound propagation through an-
isotropic, inhomogeneous turbulence with temperature and
wind velocity fluctuations has been recently developed in
Refs. 12–14. Using the Markov approximation and the Rytov
or parabolic equation method, formulas for the variances and
correlation functions of log-amplitude and phase fluctua-
tions, the mean field, and the coherence function of plane
and spherical sound waves were derived. These statistical
moments of a sound field were expressed in terms of the
effective 3D spectral density of random inhomogeneities11–14

�eff�K� =
�T�K�

T0
2 +

4�11�K�
c0

2 . �24�

Using Eqs. �9� and �12�, the effective 3D spectral den-
sity can be calculated for the case of sound propagation
through IGW

FIG. 4. The normalized backscattering cross section versus the angle 0.
Dash-dotted line corresponds to e0=3�10−4, dashed line to e0=10−3, and
solid line to e0=3�10−3. For this figure, the sound frequency f =3 kHz and
the scale L0=300 m.
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�eff�K� =

K0
2 exp�−

K�
2

4e0�K0
2 + K3

2�
8�e0�K0

2 + K3
2�5/2 �	T

2

T0
2 + 4

	v
2

c0
2  . �25�

Using this formula for �eff�K� and equations obtained in
Refs. 12–14, the above-mentioned statistical moments of
plane- and spherical sound waves propagating through
IGW can be readily calculated. In this section, we will
calculate and analyze the mean sound field and the coher-
ence function of a plane sound wave.

B. Mean sound field

The mean field �p� of a sound wave propagating in a
random medium attenuates exponentially11

�p�R�� = p0�R�e−�x. �26�

Here, R= �x ,y ,z�, p0 is the sound field in the absence of
random inhomogeneities, x in the exponent indicates the dis-
tance of sound propagation in a turbulent atmosphere, and �
is the extinction coefficient given by14

� =
�k2

4



−�

�

dK2

−�

�

�eff�0,K2,K3�dK3. �27�

The extinction coefficient � is an important statistical char-
acteristic of a field propagating in a random medium. It in-
dicates the rate at which the coherent part of the field is
transformed into the incoherent one.

Substituting the value of �eff from Eq. �25� into Eq.
�27�, and calculating the integrals over K2 and K3, we obtain
the following formula for the extinction coefficient of the
mean sound field propagating through IGW:

� =
b2k2

�e0K0
�	T

2

T0
2 + 4

	v
2

c0
2  , �28�

where b2=�3/2 /32�0.174.
Let us compare Eq. �28� with the extinction coefficient

�vK of the mean sound field propagating in a turbulent atmo-
sphere with the von Kármán spectra of temperature and ve-
locity fluctuations, which can be obtained with the use of
Eqs. �7.110� and �7.111� from Ref. 11

�vK =
b3k2

KT
�	T,vK

2

T0
2 + 4

	v,vK
2

c0
2  . �29�

Here, b3=�2 / �22/3�3
3�1/3���0.187. It follows from Eqs.
�28� and �29� that the dependencies of � and �vK on the
parameters of the problem are similar with one exception:
The denominator in Eq. �28� contains a small factor �e0.

The inverse of the extinction coefficient, �−1, is equal to
the distance x of sound propagation in a random medium at
which the mean sound field has decayed by a factor 1 /e. It

follows from Eq. �28� that �−1=�e0c0
2 / �2�b2f2M�, where

M =L0�	T
2 /T0

2+4	v
2 /c0

2� is the outer scale-variance product.
The values of �−1 versus f and M are depicted in Fig. 5�a�.
Similarly, it can be shown from Eq. �29� that �vK

−1

=c0
2 / �2�b3f2MvK�, where MvK=LT�	T,vK

2 /T0
2+4	v,vK

2 /c0
2� is

the outer scale-variance product for the von Kármán spectra.
Here, LT=2� /KT. Figure 5�b� shows �vK

−1 as a function of f

and MvK. Figures 5�a� and 5�b� give us typical values of �−1

and �vK
−1 in the atmosphere. It also follows from these figures

that �−1��vK
−1 provided that M =MvK.

C. Coherence function of a plane sound wave

Let the two points of observation �x ,y1+y ,z1+z� and
�x ,y1 ,z1� be located in a plane perpendicular to the x axis.
Here, y and z are the distances between these two points
along the y- and z axes. The transverse coherence function of
a sound field p is determined by


�x;y,z� = �p�x,y1 + y,z1 + z�p*�x,y1,z1�� . �30�

For the considered case of plane-wave propagation, the
transverse coherence function does not depend on the coor-
dinates y1 and z1; e.g., see Ref. 30.

In Ref. 14, the following formula for 
 was derived:

FIG. 5. �Color online� �a� The inverse of the extinction coefficient, �−1, for
IGW as a function of the frequency f and the outer scale-variance product
M =L0�	T

2 /T0
2+4	v

2 /c0
2�. The values of �−1 are in meters. For this plot, e0

=4�10−4. �b� The inverse of the extinction coefficient, �vK
−1, for the von

Kármán spectra as a function of the frequency f and the outer scale-variance
product MvK=LT�	T,vK

2 /T0
2+4	v,vK

2 /c0
2�. The values of �vK

−1 are in meters.
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�x;y,z� = �A0
2�exp�−

�k2x

2



−�

�

dK2

�

−�

�

�1 − ei�yK2+zK3���eff�0,K2,K3��dK3.

�31�

Here, A0 is the amplitude of the plane sound wave at x=0.
After substituting the expression for �eff given by Eq. �25�
into Eq. �31�, some algebra yields a formula for the co-
herence function of a plane sound wave propagating
through IGW


�x;y,z� = �A0
2�exp�− x�F�y,z�� . �32�

Here, the function F characterizes the dependence of the co-
herence function on y and z

F�y,z� =
4

�



−�

� 1 − exp�izK0� − e0y2K0
2�1 + �2��

�1 + �2�2 d� . �33�

Figure 6 shows the normalized coherence function of a plane

sound wave 
̂�x ;y ,z�=
�x ;y ,z� / �A0
2� calculated with the use

of Eqs. �32� and �33�. The calculations were made for x�
=1 and three values of e0. Results for both vertical �y=0�
and horizontal �z=0� separations between two points of ob-
servation are shown. The coherence is observed to decay
much more rapidly with increasing vertical separation than
with increasing horizontal separation. This trend is enhanced
for smaller values of e0.

It is also worthwhile to consider two limiting cases when
analytical formulas for 
�x ;y ,z� can be obtained. In the first
limiting case, the values of y and z are relatively large

zK0 � 1, e0y2K0
2 � 1. �34�

It can be shown that, in this case, F�2, so that


�x;y,z� = �A0
2�exp�− 2x�� . �35�

This formula represents the correct asymptotic behavior of
the coherence function for relatively large distances between
the observation points. Indeed, in this case p�x ,y1+y ,z1+z�
and p*�x ,y1 ,z1� do not correlate, so that Eq. �30� takes the
form: 
�x ;y ,z�= �p�x ,y1+y ,z1+z���p*�x ,y1 ,z1��. Replacing
�p� and �p*� in this formula with their values given by Eq.
�26� results in Eq. �35�. Note that, for x�=1, it follows from
Eq. �35� that 
�x ;y ,z� / �A0

2�=1/e2. This result is in agreement
with Fig. 6, where all four curves reach their asymptote 1/e2

for large values of y or z.
Let 
vK�x ;r� be the coherence function of a plane sound

wave for the case of the von Kármán spectra of temperature
and velocity fluctuations, where r=�y2+z2. The value of

vK�x ;r� is given by Eq. �7.112� from Ref. 11. It can be
shown that, if rKT�1 �which is similar to inequalities Eq.
�34��, 
vK is given by Eq. �35� if � is replaced with �vK.

Let us now consider the other limiting case of 
�x ;y ,z�
when the values of y and z are relatively small

zK0 � 1, e0y2K0
2 � 1. �36�

It can be shown that, in this case, F�4e0y2K0
2+z2K0

2. Sub-
stituting this value of F into Eq. �32�, we obtain


�x;y,z� = �A0
2�exp�− x��4e0y2K0

2 + z2K0
2�� . �37�

If rKT�1 �which is similar to Eq. �36��, 
vK�x ;r� can
also be simplified


vK�x;r� = �A0
2�exp�− b4�x�vKKT

5/3r5/3� . �38�

Here, b4=33/2
3�1/3� / �21/35
�2/3����3.73, and the nu-
merical coefficient � is given by

� =
	T,vK

2 /T0
2 + �22/3�	v,vK

2 /c0
2

	T,vK
2 /T0

2 + 4	v,vK
2 /c0

2 . �39�

This coefficient depends on the values of the variances of the
temperature and velocity fluctuations for the von Kármán
spectra, 	T,vK

2 and 	v,vK
2 , and varies in the range 1��

�11/6.
The most noticeable difference between the coherence

functions given by Eqs. �37� and �38� is that 
�x ;y ,z� is a
highly anisotropic function of the coordinates y and z, while

vK�x ;r=�y2+z2� is an isotropic function of these coordi-
nates. Furthermore, in Eq. �37� y and z are both squared,
while in Eq. �38� they have a different power.

D. Coherence radius

The coherence radius is an important characteristic of
the coherence function. It indicates the distance between the
two points of observation at which the coherence function
decreases by a factor of e−1.

Let us consider the limiting case of relatively small val-
ues of y and z when Eq. �36� holds and when the coherence
radius can be determined analytically. In this case, the coher-
ence radius yc along the y axis can be determined by setting
z=0 and equating the exponential term in Eq. �37� to e−1

FIG. 6. �Color online� The normalized coherence function 
̂�x ;y ,z� of a
plane sound wave propagating through IGW. The curves show this function
for x=�−1 and for either a vertical separation �y=0� or a horizontal separa-
tion �z=0� between two points of observation. The abscissa is yK0 for hori-
zontal separations or zK0 for vertical separations. Three curves are shown
for horizontal separations, which correspond to e0=10−4, e0=4�10−4, and
e0=10−3.
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yc =
1

2K0
�e0�x

. �40�

Similarly, setting y=0, we obtain the coherence radius zc

along the z axis

zc =
1

K0
��x

. �41�

Comparing Eqs. �40� and �41� reveals that the coherence
radius along the y axis is much greater than that along the z

axis: yc=zc / �2�e0�. Since y and z must satisfy Eq. �36�, the
coherence radii yc and zc exist if �x�1.

Using the formula Eq. �38� for 
vK�x ;r�, it can be shown
that, for rKT�1, the coherence radii yc,vK and zc,vK for the
von Kármán spectra of temperature and wind velocity fluc-
tuations are given by

yc,vK = zc,vK =
1

KT�b4�x�vK�3/5 . �42�

Comparing Eqs. �40�–�42� reveals that, for the case of
sound propagation through IGW, the coherence radii have a
different power dependence on the propagation distance and
extinction coefficient than those for the case of the von
Kármán spectra of temperature and velocity fluctuations.

V. CONCLUSIONS

In this paper, we have developed a theory of sound
propagation through, and scattering by, IGW in a stably
stratified atmosphere.

First, the 3D spectra of temperature and horizontal wind
velocity fluctuations due to IGW recently developed in Ref.
5 for the case of large wave numbers were generalized to
account for small wave numbers. The variances of tempera-
ture and wind velocity fluctuations of the generalized 3D
spectra were calculated.

Then, the generalized 3D spectra of temperature and
wind velocity fluctuations were used to study sound scatter-
ing by IGW. A formula for the sound scattering cross section
	 was derived. It was shown that 	 has different dependen-
cies on the sound frequency, scattering angle, and other pa-
rameters of the problem than does the scattering cross sec-
tion due to sound scattering by temperature and wind
velocity fluctuations with the von Kármán spectra. Further-
more, the scattering cross section 	 has two maxima as a
function of the scattering angle. The first maximum occurs in
the direction of propagation of a sound wave incident on the
scattering volume. The second maximum appears in the di-
rection at which the incident sound wave would be specu-
larly reflected from a horizontal plane. This second maxi-
mum is due to the fact that temperature and wind velocity
fluctuations induced by IGW are highly stretched in a hori-
zontal direction. The second maximum can explain the inter-
esting phenomenon of a partial infrasound “reflection” from
the stratosphere which is observed experimentally.

The generalized 3D spectra of temperature and wind ve-
locity fluctuations were also used to study line-of-sight
sound propagation through an atmosphere with IGW. The
extinction coefficient � of the mean sound field was calcu-

lated and compared with that for the case of sound propaga-
tion through isotropic turbulence with the von Kármán spec-
tra of temperature and wind velocity fluctuations.
Furthermore, the transverse coherence function 
�x ;y ,z� of a
plane sound wave propagating through an atmosphere with
IGW was calculated. It was shown that 
�x ;y ,z� is an aniso-
tropic function of the transverse coordinates y and z, while
the coherence function for the von Kármán spectra of tem-
perature and wind velocity fluctuations is an isotropic func-
tion of these coordinates.

Finally, note that the variances and correlation functions
of log-amplitude and phase fluctuations of plane and spheri-
cal sound waves, and the transverse coherence function of a
spherical sound wave can be readily calculated using the
general formulas for these statistical moments obtained in
Refs. 12–14 and Eq. �25� for the effective 3D spectral den-
sity, derived in the present paper.
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We derive the Debye-series expansion of the normal transmitted plane wave through a
water-saturated porous plate. By using relations from Biot’s theory, the theoretical transmission
coefficient of the plate is related to a limited number of unknown parameters �velocity, attenuation
coefficient of the fast and slow wave, reflection coefficients at the interfaces of the plate�. They are
determined via a comparison with the experimental transmission coefficient. The measurements
show that the attenuation of the dilatational waves scales as the second power of frequency. © 2005
Acoustical Society of America. �DOI: 10.1121/1.2118248�
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I. INTRODUCTION

Propagation of sound in fluid-saturated porous media is
an important phenomenon developed by Biot1 in two pio-
neering papers published in the mid-1950s. Later, Stoll et al.2

extended Biot’s theory with a mathematical model able to
describe the propagation of elastic waves in water-saturated
sediments. Their model was of considerable interest in theo-
retical and experimental aspects of sound reflection/
transmission at water-sediment interface.3–5 In several pa-
pers, Johnson et al.6–10 studied the influence on sound
propagation of some typical aspects of porous media: tortu-
osity, porosity, permeability. They investigated wave propa-
gation in sand and also in commercially available plates
made with a porous material named QF-20 and produced by
Filtros®. In this paper, we propose an alternative way to find
dispersion and attenuation of the compressional waves which
propagate in a water-saturated QF-20 plate. Berryman11 es-
tablished the prominent role played by the permeability in
wave attenuation in rocks and in partially consolidated po-
rous materials. In much of this literature, the background
question is in fact the loss mechanism and the resulting fre-
quency dependence of the attenuation. An overview of this
problem is presented by Buckingham.12,13 Biot-Stoll’s model
allows us to study not only liquid-saturated media, but also
gas-saturated porous materials.14–16 However, the former
case encounters some tricky points not found in the second
configuration. The coupling between the liquid and the solid
phases, which arises during wave propagation, brings supple-
mentary difficulties. That is one of the reasons why recent
advanced methods, elaborated for air-saturated porous mate-
rials, have limited success when applied on water-saturated
porous media �page 38 of Ref. 16�.

At normal incidence, only the two compressional bulk
waves, the fast wave and the slow one, can propagate in the
plate.4,9,10 Three possibilities may occur at the interfaces and
each of them gives three coefficients written into brackets:17

�1� a wave incident from fluid onto the plate generates a
reflected wave �r1,p�, a fast transmitted wave �t1,p

f �, and a
slow transmitted one �t1,p

s �.
�2� an incident fast wave onto the plate-fluid interface gen-

erates a fast reflected wave �rp,1
f ,f �, a slow reflected one

�rp,1
f ,s �, and a transmitted wave �tp,1

f �.
�3� an incident slow wave onto the plate-fluid interface gen-

erates a slow reflected wave �rp,1
s,s �, a fast reflected one

�rp,1
s,f �, and a transmitted wave �tp,1

s �.

Those nine coefficients are solutions of the matrix equa-
tions issued from the stress-strain relations and the boundary
conditions at the interfaces.8,17 This method leads to expres-
sions of the refraction coefficients expanded into the com-
plex parameters introduced by Biot and Stoll. However, re-
lationships connecting exclusively the reflection and
transmission coefficients at the interfaces of a porous plate
imbedded in a fluid have not yet been established; it will be
performed in this paper.

The organization of the paper is as follows. First, prop-
erties of the refraction coefficients at the interfaces of a fluid-
saturated porous plate obeying Biot’s theory are presented.
For later convenience, these coefficients are called “local.”
Next, a theoretical expression of the transmission coefficient
of the plate �ratio of the amplitude of the wave emerging
from the second face to this of the incident one striking the
front face� is obtained by means of the velocities, the attenu-
ation coefficients of the fast and slow waves, and the local
refraction coefficients. The transmission coefficient is repre-
sented as a Debye series.18,19 Then, the experimental setup
and the recorded signals are described. Finally, the param-
eters of the theoretical transmission coefficient are modified
to fit the experimental transmission coefficient of the plate.
As a result, the velocities, the attenuation coefficients, and
some of the local refraction coefficients are measured. There
is good agreement with the theoretical predictions and with
other experimental determinations.a�Electronic mail: serge.derible@univ-lehavre.fr
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II. THEORY

A. Local reflection and transmission coefficients of
interfaces

The three cases of normal reflection/transmission of the
interfaces separating a porous media and water are shown in
Fig. 1. For each kind of incident wave onto a given interface,
these coefficients are the ratios of the amplitude of the
reflected/transmitted wave divided by the amplitude of the
incident wave. The notations used here, restricted to the di-
latational waves, are those of Stoll’s papers3,4 in which the
waves are written in the form exp�i��t−kx��. The wave num-
ber is k1=� /c1 in water. In the porous media, the biquadratic
equation presented by Stoll has two complex solutions with
positive real parts: kf =� /cf + iki

f and ks=� /cs+ iki
s. The

imaginary parts of the wave numbers express wave attenua-
tion, provided they are negative.

On rearrangement, the boundary conditions lead to the
following matrix equations satisfied by the local reflection
and transmission coefficients;

� 1 m12 m13

− 1 m22 m23

− 1 m32 m33
��r1,p

t1,p
f

t1,p
s � = �1

1

1
� , �1�

�m12 m13 1

m32 m33 − 1

m22 m23 − 1
��rp,1

f ,f

rp,1
f ,s

tp,1
f � = � m12

− m32

− m22
� , �2�

�m12 m13 1

m32 m33 − 1

m22 m23 − 1
��rp,1

s,f

rp,1
s,s

tp,1
s � = � m13

− m33

− m23
� . �3�

The terms of the matrices are

m12 =
kf

k1
�1 + � f�, m13 =

ks

k1
�1 + �s� ,

m22 = kf
2�M� f + C

�1�2 �, m23 = ks
2�M�s + C

�1�2 � ,

m32 = kf
2�H + C� f

�1�2 �, m33 = ks
2�H + C�s

�1�2 � ,

with

� f =
Hkf

2 − ��2

�1�2 − Ckf
2 , �s =

Hks
2 − ��2

�1�2 − Cks
2 .

The C, H, and M parameters are connected to the bulk mod-
ulii of the materials through the following relationships:

C =
Kr�Kr − Kb�

Kr − Kb + Kr�p�Kr

Kf
− 1� ,

H =
�Kr − Kb�2

Kr − Kb + Kr�p�Kr

Kf
− 1� + Kb +

4�

3
,

M =
Kr2

Kr − Kb + Kr�p�Kr

Kf
− 1� .

The matrix equations �1�–�3� are solved. The nine reflection
and transmission coefficients are expressed by means of the
six terms of the matrices. Those terms can be eliminated
between some of the reflection/transmission coefficients, as-
sociated in the following expressions:

t1,p
f · tp,1

f = �1 + r1,p��1 + rp,1
f ,f � , �4�

t1,p
s · tp,1

s = �1 + r1,p��1 + rp,1
s,s � , �5�

rp,1
s,s = r1,p + rp,1

f ,f − 1, �6�

rp,1
f ,s · rp,1

s,f = �1 + rp,1
f ,f ��1 + rp,1

s,s � , �7�

t1,p
f · rp,1

f ,s · tp,1
s = �1 + r1,p��1 + rp,1

f ,f ��1 + rp,1
s,s � , �8�

t1,p
s · rp,1

s,f · tp,1
f = �1 + r1,p��1 + rp,1

f ,f ��1 + rp,1
s,s � . �9�

As can be seen, all the left-handed expressions can be ex-
pressed by means of r1,p and rp,1

f ,f .

B. Debye-series expansion of the transmission
coefficient of the plate

The Debye-series decomposition of the partial-wave
scattering and interior amplitudes was first proposed in 1908
by Debye to study the electromagnetic field around a cylin-
der and to justify the theory of the rainbow. Now, it is a very
useful tool in electromagnetic scattering20 as well as in
acoustics.18,19

In this section, the transmission coefficient of the plate is
written by means of the local reflection/transmission coeffi-
cients linked to the two interfaces of the plate, and to the
acoustical trajectories of the fast and slow waves inside the
plate. The Debye-series expansion comes from the summa-
tion of all the transmitted waves, taking into account for each
of them the appropriate local reflection/transmission coeffi-
cients, the delay time, and the attenuation inside the plate.

Let us consider the principle of the summation in Fig. 2.
For clarity, the angles are drawn different from zero and the
amplitude of the incident harmonic wave on the plate is
taken equal to 1. The emerging waves are numbered from 1

FIG. 1. The three cases of normal reflection/transmission at the interfaces
and the related reflection or transmission coefficient. In the plate, a fast
wave and a slow one are, respectively, represented by the symbols: →, ➛.
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to N. The expressions FIW and LIW, which mean first inte-
rior wave and last interior wave, play a prominent role. In-
deed they govern the expression of the amplitude of the Nth
transmitted wave issued from Nf fast and Ns slow travels
inside the plate. Along one internal travel the amplitude of
the wave is multiplied by exp�−ikfD� or exp�−iksD�, whether
it is a fast or a slow wave.

When both FIW and LIW are fast waves, the amplitude
of the transmitted wave numbered N is

t1,p
f · �rp,1

f ,f �� · �rp,1
f ,s · rp,1

s,f �� · �rp,1
s,s ��

· exp�− i�kfNf + ksNs�D� · tp,1
f . �10�

This expression shows that the Nf fast and Ns slow travels
are split in order to have � nonconverted reflections of a fast
wave, � nonconverted reflections of a slow wave and 2�
converted reflections �fast to slow or slow to fast�. Nf and Ns

obey the relation Nf +Ns=2N−1, where Nf runs from 1 to
2N−1 and Ns begins at 0. The three integers � ,� ,� begin at
0 and obey the formula: �+2�+�=2N−2.

When the two FIW and LIW are slow waves, a similar
expression holds, but one must substitute t1,p

s · tp,1
s for t1,p

f · tp,1
f

in the previous formula; Ns runs from 1 to 2N−1 and Nf

begins at 0.
The relations �7�–�9� allow us to express with the fol-

lowing relation the amplitude of the Nth emergent wave,
whether FIW and LIW are a fast/slow sequence or a slow/
fast one,

t1,p
f · �rp,1

f ,f �� · �rp,1
f ,s �1 · �rp,1

f ,s · rp,1
s,f �� · �rp,1

s,s ��

· exp�− i�kfNf + ksNs�D� · tp,1
s , �11�

where �+2�+�=2N−3 and Nf +Ns=2N−1 with N�2.
Of course, in each case, the values of �, �, �, Nf, and Ns

are linked. For a given N, we use combinatorial tools of a
software package MATHEMATICA® to establish their values
and determine how many permutations of the fast and slow
travels give a same emergent wave. Finally, the resultant
transmitted amplitude comes from the summation over N of
the previous expressions related to the four possible se-
quences of FIW and LIW. As a result, for a given frequency,
via relations �4�–�9�, the whole transmission coefficient of
the plate only depends on the six variables: r1,p, rp,1

f ,f , cf, cs,
ki

f, and ki
s. It has a complex value noted

Tth�� ,r1,p ,rp,1
f ,f ,cf ,cs ,ki

f ,ki
s� in the following.

III. EXPERIMENTAL TECHNIQUE

The porous plate �300 mm	200 mm	10 mm� stands
vertically in water between two transducers �Fig. 3�. The
distances between the transducers and the plate are about
60 cm; the diffraction is negligible and a plane wave model
is considered. The plate is insonified with a normal incident
pulse, produced by the 300 V discharge of an internal ca-
pacitor of the generator, applied to the piezoelectric slab of
the emitter. In order to cover a wide frequency range from
50 kHz to 1.8 MHz, three pairs of transducers, with different
central frequency �Panametrics® nonfocused transducers, di-
ameter of the active element: 1.5 in., 200 kHz, 500 kHz and
1 MHz�, are successively utilized. For each pair, a direct
signal is also recorded �the plate is simply removed�. The
signals are not amplified and the data are stored after the
electronic perturbations have been removed thanks to an av-
erage of 300 acquisitions. The sampling frequency is
100 MHz and the recorded signals have 20 000 samples. The
direct and transmitted signals—shifted for convenience—are
plotted in Figs. 4–6.

Water saturated QF-20 plates have been yet studied by
Johnson et al.,10 who considered the bulk modulii: Kr
=36.6 GPa, Kb=9.47 GPa, �=7.63 GPa, and Kf =2.2 GPa.
The porosity of this material is �p	0.4 and its density �
=2056 kg m−3. In a recent paper, we have found for a

FIG. 2. Principle of the summation. In the plate, a fast wave and a slow one
are, respectively, represented by the symbols: →, ➛. The successive emerg-
ing waves are numbered N.

FIG. 3. Experimental setup.

FIG. 4. Direct signal �right� and transmitted signal through the plate.
200 kHz transducers. The vertical axis on the right is for the amplitude of
the direct signal.
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2 cm-thick QF-20 plate the same results than those of
Johnson. The velocities and the attenuation coefficients could
have been obtained via different ways than these proposed
here, for the thickness of the plate allowed to separate the
successive temporal echoes on the transmitted signals.21

IV. NUMERICAL RESULTS

A. Experimental transmission coefficient

The experimental transmission coefficient is the ratio of
the Fourier transform of the transmitted signal to the Fourier
transform of the relevant direct signal. However, before per-
forming this ratio, the direct signal must have been shifted of
the delay time −D /c1 to represent the incident wave onto the
plate �D=1 cm, c1=1480 m s−1�. The zero-padding tech-
nique is used to reduce the experimental frequency step to
190 Hz. The significant parts of the three normalized spectra

are extracted and associated to give the so-called experimen-
tal transmission coefficient noted Texpt��� and studied in the
following section.

B. Experimental results

From 50 kHz to 1.8 MHz the spectrum is split into
100-kHz-wide frequency ranges. For each of them, a steepest
descent technique is implemented to find the values of the
six parameters giving the minimum of the summation:



100 kHz/190 Hz

abs�Tth��,r1,p,rp,1
f ,f ,cf,cs,ki

f,ki
s� − Texp���� .

�12�

For a given set of the guess values of its six parameters,
Tth�� ,r1,p ,rp,1

f ,f ,cf ,cs ,ki
f ,ki

s� is calculated up to N=15. Due
to wave attenuation inside the plate, it remains unchanged
for higher values of N. The so-obtained reflection coeffi-
cients r1,p and rp,1

f ,f are plotted versus frequency in Fig. 7;
the velocities are plotted in Fig. 8. These terms are nearly
constant and their mean values are: r1,p=0.44, rp,1

f ,f =−0.75,

FIG. 5. Direct signal �right� and transmitted signal through the plate.
500 kHz transducers. The vertical axis on the right is for the amplitude of
the direct signal.

FIG. 6. Direct signal �right� and transmitted signal through the plate. 1 MHz
transducers. The vertical axis on the right is for the amplitude of the direct
signal.

FIG. 7. Reflection coefficients r1,p and rp,1
f ,f plotted vs frequency.

FIG. 8. Fast wave velocity cf and slow wave velocity cs plotted vs fre-
quency.
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cf =3510 m s−1, and cs=977 m s−1. The velocities are very
close to those found by Johnson:10 3480 and 980 m s−1.
The attenuation coefficients ki

f and ki
s are successively

plotted versus ��, �, and �2. As a good linear fit is only
obtained in the last option, ki

f and ki
s are plotted versus the

frequency squared �Fig. 9�. The linear fits are very good
�correlation coefficients 	0.99� and thus it is clearly es-
tablished for the studied plate that the frequency depen-
dence of the attenuation scales as the second power of
frequency. As recalled by Buckingham,13 such a behavior
is predicted by Biot with viscous pore fluid. An attenua-
tion coefficient scaling as �� may occur for high frequen-
cies, but simultaneously the velocities are no more inde-
pendent of the frequency �they increase as �� too�. The
experimental fits lead to the relations: ki

f =−5.5·10−13�2

and ki
s=−8.4·10−12�2. Now, Tth�� ,r1,p ,rp,1

f ,f ,cf ,cs ,ki
f ,ki

s� can
be calculated on the experimental frequency range; its
module is plotted and compared with this of Texpt��� in
Fig. 10. The agreement is very good.

V. CONCLUSION

In the framework of Biot’s theory, the normal transmis-
sion coefficient of a water-saturated porous plate has been
expanded in a Debye series taking into account the multiple
reflection/conversion/transmission of the fast and slow
waves inside the porous media. The comparison with the
experimental transmission coefficient of the studied commer-
cially available porous material �QF-20, Filtros®� allows us
to determine the velocities and the attenuation coefficients of
these waves. There is good agreement with other previous
experimental determinations. Another outcome of our
method is that the frequency dependence of the attenuation
of both these waves in the studied material is established as
the second power of frequency.

Nomenclature

c1 
 sound velocity in water
cf 
 velocity of the fast wave
cs 
 velocity of the slow wave
D 
 thickness of the porous plate
i 
 �−1

ki
f 
 attenuation coefficient of the fast wave

ki
s 
 attenuation coefficient of the slow wave

�1 
 density of water
� 
 density of the porous media
� 
 circular frequency

�p 
 porosity of the porous material
Kr 
 bulk modulus of mineral grains of the po-

rous material
Kb 
 bulk modulus of frame
� 
 shear modulus of frame

Kf 
 bulk modulus of fluid
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Approximate boundary conditions for a fluid-loaded elastic plate
M. Johansson, P. D. Folkow,a� A. M. Hägglund, and P. Olsson
Department of Applied Mechanics, Chalmers University of Technology, SE-412 96 Göteborg, Sweden

�Received 12 November 2004; revised 26 September 2005; accepted 26 September 2005�

Approximate boundary conditions for an infinite elastic layer immersed in a fluid are derived. By
using series expansions in the thickness coordinate of the plate fields, the displacements fields are
eliminated, adopting the three-dimensional equations of motion. The sums and differences of the
boundary pressure fields and their normal derivatives are related through a set of approximate
boundary conditions, one symmetric and one antisymmetric. These equations involve powers in the
layer thickness together with partial derivatives with respect to time as well as the spatial variables
in the plate plane. The approximate boundary conditions can be truncated to an arbitrary order, and
explicit relations are presented including terms of order five. Comparisons are made with effective
boundary conditions using classical plate theories. The numerical examples involve reflection and
transmission of plane waves incident on the plate at different angles, as well as the pressure fields
due to a line force. Three fluid-loading cases are studied: modest, heavy, and light loadings. The
results using truncated approximate boundary conditions are compared to exact and classical plate
solutions. The examples show that the accuracies of the power series approximations of order three
and higher are very good in the frequency interval considered. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2126927�
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I. INTRODUCTION

It is a well-known fact that interfaces between bodies
and surfaces of bodies exhibit properties that may be strik-
ingly different from those of the bulk of their interiors. In-
deed, surface physics as well as the physics of thin films are
distinct branches of physics, studied in their own right. In
applied mechanics, there are quite a number of situations
where properties of thin interface layers must be analyzed.
One example of such is scattering of waves from structural
elements, where the thickness of the element in question is
small in comparison with the wavelengths involved. Here,
the elementary theories for membranes, shells, and plates are
often applicable. Besides these classical structural elements,
there are other approximate theories that model various kinds
of thin layers. As these theories may greatly simplify the
analysis, thin-layer theories have been studied extensively in
the literature.

The effects from thin layers on the surroundings may
be studied using approximate �effective� boundary and
interface conditions. Such methods have been used in many
areas, for instance acoustics,1 electromagnetics,2 and
elastodynamics.1,3–5 Matrix formulations are adopted in Refs.
3 and 4 where the matrix elements are asymptotically ex-
panded in the layer thickness. Elimination of the internal
fields using series expansions together with boundary and
interface conditions are used in Refs. 1 and 2. Another series
expansion approach is presented by Johansson and
Niklasson,5 where methods for obtaining approximate
boundary conditions to an �in principle� arbitrary order are
presented. A somewhat different technique is adopted in the
present paper, using systematic series expansions in the

thickness coordinate. In spite of the seemingly different ap-
proaches used in the papers cited above, the various tech-
niques are actually closely related.

In the work by Bövik,1 various combinations of sur-
rounding media and interface materials are treated. The ap-
proach allows for the thin layer to have a fairly general
curved shape in three dimensions, albeit with a constant
thickness. The method used is a systematic elimination of the
internal fields, and the layer is replaced by a single curved
mathematical surface of discontinuity for the field variables
in the surrounding media. The discontinuities are specified in
such a manner that the influence of the layer is reproduced to
within terms of second order in the thickness. However, the
work by Bövik does not cover all combinations that may in
practice occur. In fact, the case of an elastic layer immersed
in a �nonviscous� fluid is not covered �while some apparently
more complex cases are�. The reason for these lacunae are
stated by Bövik to be the fact that the rational elimination
process that is used breaks down when there are more de-
grees of freedom in the layer than in the surrounding me-
dium.

The case of a planar thin elastic layer immersed in a
fluid has been studied by many authors. In most works, the
layer is modeled using the classical plate theories due to
Kirchhoff6 or Mindlin.7 Various sorts of higher order plate
theories may also be applicable in this context.8–11 In the
present paper, the approximate boundary conditions are ob-
tained by adopting a series expansion technique previously
used in the derivation of higher order plate equations by
Losin.12,13 The apparent restriction that hampered the elimi-
nation process used by Bövik is thus lifted, with a refinement
of the method to include higher order terms. The present
approach resembles the procedures employed in Ref. 5,
which in turn is based on the higher order plate equationa�Electronic mail: peter.folkow@me.chalmers.se
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derivation presented by Boström et al.14 Hence, by general-
izing the techniques adopted by Losin,12,13 the structural
form of the approximate boundary conditions to an arbitrary
order is obtained. Explicit expressions including terms up to
order five in the thickness are presented and compared to
corresponding expressions using classical plate theories. In
order to illustrate the results using different theories, numeri-
cal examples are presented for three fluid-loading cases. In
the first examples, acoustic reflection from and transmission
through an infinite elastic layer for plane waves are studied.
This subject has been investigated by many authors.6,15–18

The next examples consider the pressure fields on the plate
surfaces due to either symmetric or antisymmetric harmonic
line forces. Sound radiation by plates excited locally by
forces is an important problem of structural acoustics, exten-
sively studied in the literature.6,19–23

II. GOVERNING EQUATIONS

Consider a plate of thickness h, bounded by the two
planes z= ±h /2. The plate is surrounded by a linear nonvis-
cous fluid with density � f. The plate is homogeneous, isotro-
pic, and linearly elastic with density � and Lamé constants �
and �. The three-dimensional equations of motion in the
plate for the displacement components u, v, and w are

�� + ����x
2u + �xy

2 v + �xz
2 w� + ���x

2u + �y
2u + �z

2u� = ��t
2u , �1�

�� + ����xy
2 u + �y

2v + �yz
2 w� + ���x

2v + �y
2v + �z

2v� = ��t
2v , �2�

�� + ����xz
2 u + �yz

2 v + �z
2w� + ���x

2w + �y
2w + �z

2w� = ��t
2w . �3�

Partial derivatives are expressed in accordance with �x

=� /�x, etc. Stress continuity at z= ±h /2 gives the boundary
conditions �following Hooke’s law�

���zu + �xw� = 0, �4�

���zv + �yw� = 0, �5�

���xu + �yv� + �� + 2���zw = − p + F . �6�

The pressure from the surrounding fluid is denoted p, while
F is due to additive distributed forces at the boundaries act-
ing outward in the normal direction. Vertical displacement
continuity at z= ±h /2 together with the momentum equation
for the fluid gives the additional boundary condition

�t
2w = − �zp/� f . �7�

The main objective is to eliminate the plate fields u, v,
and w in the equations above so as to obtain approximate
differential equations in terms of the fluid pressure p and its
normal derivative �zp at the boundaries. This is accom-
plished by first performing a power series expansion in the
thickness coordinate h of the left-hand sides of the boundary
conditions �4�–�7�. These expansions are then combined with
the equations of motion �1�–�3� to give the desired result.

So, for the elimination process, it is convenient to pro-
ceed in terms of the differences and sums of the boundary
conditions, as is done by Losin.12,13 The boundary conditions

�4�–�7� may thus be rewritten using �f = f�x ,y ,h /2 , t�
− f�x ,y ,−h /2 , t� and �f = f�x ,y ,h /2 , t�+ f�x ,y ,−h /2 , t�,
where f is any of the boundary fields. For the plate fields, the
sums and differences can be expanded in power series ac-
cording to Maclaurin’s formula

�f = 2�
j=0

n−1
�z

2j+1f0

�2j + 1�!�h

2
�2j+1

+ O�h2n+1� , �8�

�f = 2�
j=0

n−1
�z

2j f0

�2j�!�h

2
�2j

+ O�h2n� , �9�

where �z
mf0= ���z

mf�x ,y ,z , t���z=0.
The various plate fields present on the left-hand sides of

the boundary conditions may be expanded in such a way,
which for Eq. �6� gives

�p − �F = �
j=0

n−1

A1,j�z
2j+1u0 + A2,j�z

2j+1v0 + A3,j�z
2j+2w0

+ O�h2n+1� , �10�

�p − �F = �
j=0

n−1

A4,j�z
2ju0 + A5,j�z

2jv0 + A6,j�z
2j+1w0 + O�h2n� ,

�11�

while Eq. �7� becomes

��zp = �
j=0

n−1

A7,j�z
2j+1w0 + O�h2n+1� , �12�

��zp = �
j=0

n−1

A8,j�z
2jw0 + O�h2n� . �13�

The operators Ai,j involve powers of the plate thickness as
well as possible time derivatives and spatial derivatives in
the �xy� plane. When studying the differential orders �z in
Eqs. �10�–�13�, it is seen that both �p and ��zp involve even
orders acting on w0 while �p involves odd orders acting on
both u0 and v0. The opposite case holds for �p and ��zp. It
is therefore possible to obtain two separate relations between
these fields, an antisymmetric case relating �p and ��zp
and a symmetric case relating �p and ��zp. Both cases
may be treated similarly. For the antisymmetric case,
Eqs. �10� and �13� consist of 3n+3 unknowns
��p ,��zp ,�zu0 , . . . ,�z

2n−1u0 ,�zv0 , . . . ,�z
2n−1v0 ,w0 , . . . ,�z

2nw0�,
so it is clear that 3n additional equations are needed in order
to obtain a relation between �p and ��zp. The boundary
conditions �4� and �5� can be expanded using either Eq. �8�
or Eq. �9�. For the antisymmetric case, Eq. �9� is to be used,
giving

0 = �
j=0

n−1

B1,j�z
2j+1u0 + B2,j�z

2jw0 + O�h2n� , �14�
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0 = �
j=0

n−1

B1,j�z
2j+1v0 + B3,j�z

2jw0 + O�h2n� , �15�

where the operators Bi,j involve powers of the plate thickness
as well as spatial derivatives in the �xy� plane. The last 3n
−2 equations are obtained by using the differential equations
�1�–�3� for the midplane fields u0, v0, and w0. Both Eqs. �1�
and �2� involve solely even differential orders �z on u0 and v0

and odd orders on w0, while the opposite situation holds for
�3�. Differentiating Eqs. �1� and �2� an odd number of times
with respect to z renders 2n−2 more equations. The last n
equations are obtained by using Eq. �3� and its even deriva-
tives with respect to z.

Hence, it is possible to solve the two separate linear
systems for the antisymmetric and symmetric cases, respec-
tively, giving

��
j=0

n−1

h2j�t
2C1,j���p − �F� = ��

j=1

n

h2j−1C2,j���zp + O�h2n� ,

�16�

��
j=1

n

h2j�t
2C3,j���p − �F� = ��

j=1

n

h2j−1C4,j���zp + O�h2n� .

�17�

The differential operators Ci,j involve �s
2p�t

2j−2p for p
=0, . . . , j with �s

2=�x
2+�y

2. Thus, their highest order purely
spatial derivatives are �s

2j, and their highest order purely
time derivatives are �t

2j.
As the series expansion may be derived to any order, the

accuracy of the solution can be made as good as one
wishes.24 The more terms involved in the series, the better
approximation for shorter waves. However, the main interest
in the results is perhaps to study expansions using a few
terms which correspond to long wavelength and low-
frequency approximations.

Presenting the explicit relations for the antisymmetric
case, Eq. �16� gives up to order h5

� f

�

�t
2

cs
2	1 +

1

2
�h

2
�2
− 2�s

2 + �1 + ��
�t

2

cs
2� +

1

24
�h

2
�4
8�s

4 − 8�1 + ���s
2�t

2

cs
2 + �1 + 6� + �2�

�t
4

cs
4����p − �F�

= 	h

2

�t
2

cs
2 +

1

6
�h

2
�3
8�1 − ���s

4 − 4�3 − 2���s
2�t

2

cs
2 + �3 + ��

�t
4

cs
4� +

1

120
�h

2
�5
− 32�1 − ���s

6 + 16�4 − 2� − �2��s
4�t

2

cs
2

− 4�9 + 3� − 4�2��s
2�t

4

cs
4 + �5 + 10� + �2�

�t
6

cs
6����zp . �18�

In the symmetric case, Eq. �17� gives up to order h5

� f

�

�t
2

cs
2�− �s

2 + �
�t

2

cs
2�	h

2
+

1

6
�h

2
�3
− 2�s

2 + �1 + ��
�t

2

cs
2� +

1

360
�h

2
�5
4�s

2 − �1 + 3��
�t

2

cs
2�
4�s

2 − �3 + ��
�t

2

cs
2����p − �F�

= 	
− 4�1 − ���s
2 +

�t
2

cs
2� +

1

6
�h

2
�2
8�1 − ���s

4 − 4�2 − �2��s
2�t

2

cs
2 + �1 + 3��

�t
4

cs
4�

+
1

120
�h

2
�4
− 32�1 − ���s

6 + 16�3 − 2�2��s
4�t

2

cs
2 − 4�4 + 10� − 5�2 − �3��s

2�t
4

cs
4 + �1 + 10� + 5�2�

�t
6

cs
6����zp . �19�

In these equations, cs=� /� is the transverse wave speed
and �=� / ��+2�� is the squared quotient between the
transverse and the longitudinal wave speeds. Note the fac-
torized differential operator on the left-hand side of Eq.
�19�. One consequence of this operator is that when
�−�s

2+��t
2 /cs

2� ��p−�F�=0, the normal motion of the
plate boundaries is purely antisymmetric as ��zp=0.
Speaking in terms of plane time-harmonic waves, this
occurs when the horizontal phase speed in the fluid
is equal to the longitudinal wave speed in the elastic

layer. The same result is obtained using exact theory,
so the factorization of the operator probably holds to ar-
bitrary order.

Asymptotic expansions for plates without surrounding
fluids have been studied by Losin12,13 and Boström et al.14

In the works by Losin, where no boundary forces are in-
cluded, the right-hand sides of Eqs. �18� and �19� can be
identified. Boström et al. investigated the antisymmetric case
including boundary forces, and the result may be shown to
be in line with Eq. �18�.
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It is instructive to compare these asymptotic equations
with the results from classical plate theory. For the antisym-
metric case, the most simple approximation is to study the
motion of a perfectly limp layer, giving

� f

�
��p − �F� =

h

2
��zp . �20�

This result is found in Eq. �18� when terms up to order h are
included. A more refined theory that includes plate bending
is the classic Kirchhoff equation, which in this context is
written

� f

�

�t
2

cs
2 ��p − �F� = 	h

2

�t
2

cs
2 +

1

6
�h

2
�3

�8�1 − ���s
4����zp .

�21�

Hence, an extra term involving h3 is added when compared
to Eq. �20� due to the influence of the bending stiffness. It is
clear from Eq. �18� that the Kirchhoff equation does not
include the terms of order h2 on the left-hand side and only
the first term of the h3 terms on the right-hand side. Turning
into the Mindlin theory which includes both shear effects and
rotary inertia, the equation becomes

� f

�

�t
2

cs
2	1 +

1

2
�h

2
�2
−

8

3�
�1 − ���s

2 +
2

3�

�t
2

cs
2����p − �F�

= 	h

2

�t
2

cs
2 +

1

6
�h

2
�3
8�1 − ���s

4 − 
2 +
8

�
�1 − ���

��s
2�t

2

cs
2 +

2

�

�t
4

cs
4����zp . �22�

This equation involves various terms of order h2 and h3 of
which the coefficients differ from the corresponding terms
presented in Eq. �18�. Here, � is the much debated shear
coefficient which is an adjustment coefficient not appearing
in Eq. �18�. In the numerical examples presented below, � is
chosen as �=5/ �6−	� in accordance with Ref. 14, where 	 is
the Poisson ratio.

In the symmetric case, the most simple approximation is
to consider a layer in generalized plane stress giving

� f

�

�t
2

cs
2	h

2

− �s

2 + �
�t

2

cs
2����p − �F�

= 
− 4�1 − ���s
2 +

�t
2

cs
2���zp , �23�

which is just Eq. �19� up to order h. A higher order plate
theory is due to Kane and Mindlin,25 which in this case be-
comes

� f

�

�t
2

cs
2	h

2

− �s

2 + �
�t

2

cs
2����p − �F�

= 	
− 4�2�1 − ���s
2 + �2�t

2

cs
2� +

1

6
�h

2
�2

�
2�s
4 − 2�1 + ���s

2�t
2

cs
2 + 2�

�t
4

cs
4����zp . �24�

This equation involves terms up to order h2, but the coeffi-
cients of the differential operators on the right-hand side are
different from the corresponding terms given in Eq. �19�.

III. NUMERICAL CALCULATIONS OF TRANSMISSION
AND REFLECTION

To validate the various approximate equations presented
above, the reflection from and transmission through the plate
may be considered for F=0. The wave propagation in the
fluid medium is here assumed to follow the simple wave
equation

�2p = �t
2p/cf

2, �25�

where cf is the wave speed and �2=�x
2+�y

2+�z
2. Consider z


−h /2 and let plane waves propagate in the �xz� plane to-
wards z=−h /2, giving rise to reflected and transmitted plane
waves. Thus, the incident, reflected, and transmitted waves
may be expressed as

pi = ei�kf��x+1−�2z�−�t�, z 
 − h/2,

pr = Rei�kf��x−1−�2z�−�t�, z 
 − h/2,

pt = Tei�kf��x+1−�2z�−�t�, z  h/2,

where kf =� /cf and �=sin �; � being the angle measured
from the normal to the plate boundaries.

It is now straightforward to solve for R and T using
either the exact three-dimensional equations of motion
�1�–�3� with pertinent boundary conditions, or the asymptotic
equations �18� and �19�. As the loading is such that purely
antisymmetric or symmetric modes will not be generated in
the general case, Eqs. �18� and �19� are solved as a system.
Only odd-order expansions in the plate thickness are here of
interest. The reason for this is that the quotient between the
differences and the sums of the pressure fields p and �zp are
seen to be of order h. Hence, in Eqs. �18� and �19�, every
thickness order term on the left-hand side is to be paired to a
corresponding term on the right-hand side for a correct trun-
cation. The numerical results involve solutions based on the
asymptotic h, h3, and h5 expansions, respectively. The range
of applicability for each truncation level is hereby clearly
visible. When performing comparisons to classical plate
theories, mainly solutions involving Kirchhoff theory �21�
and Mindlin theory �22� are presented. These equations have
been used extensively in the literature and are suitable for
comparisons since the antisymmetric motions are prevailing
in most of the examples presented below. When the influence
from the symmetric motions is pronounced, numerical re-
sults are explicitly given using classical theories covering
both antisymmetric and symmetric motions. Note that in all
the various plate equations that are studied, R2+T2=1 as no
losses are incorporated in the models.

It is convenient to introduce various nondimensional pa-
rameters, besides �, that appear in the equations

� = � f/�, � = cf
2/cs

2, � = ksh , �26�

where ks=� /cs.
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A. Aluminum-water

Consider a case of modest loading, where an aluminum
plate is surrounded by water. Here, the various nondimen-
sional parameters become ��0.37, ��0.23, and ��0.25.

Using exact theory, the transmission coefficient modulus
is displayed in a 3D plot in Fig. 1�a�. The figure shows the
dependence of �T� upon the frequency � and the angle of
incidence, displayed through �. These results are to be com-
pared to the asymptotic h, h3, and h5 expansions as well as
the classical Kirchhoff and Mindlin theories. Figure 1�b�
shows the modulus of T when the angle of incidence is �
=45°. The result using the h5 expansion is almost indistin-
guishable from the exact result over a large frequency inter-
val. Mindlin and the h3 results are of the same accuracy, even
though the former is somewhat better for lower frequencies,
while the Kirchhoff theory is clearly inferior. The simple h
expansion is valid for low frequencies only. It completely
misses the total transmission effect due to the flexural motion
�closely related to the zeroth antisymmetric Lamb mode for a
free plate� as expected. Note that the total transmission for
the Kirchhoff and Mindlin theories occurs when the horizon-
tal wave number in the fluid, kf�, is equal to the plate wave
number for a free plate. This behavior does not appear for the
exact and asymptotic theories in the general case.

The dependence of �T� upon the angle of incidence is
presented in Fig. 1�c� for the frequency �=0.5. The accuracy
of the different approximations shows a similar behavior as
in Fig. 1�b�. Note the rapid transition of the transmission
coefficient from zero to unity around ��0.28, that is �
�16°. This is associated with the first compressional mode
�closely related to the zeroth symmetric Lamb mode for a
free plate�. The phenomenon is not captured by the Kirchhoff
and Mindlin theories, since they do not take symmetric mo-

tion into account. Another minor incorrectness with the
Kirchhoff and Mindlin equations is that �T�=1 for the grazing
angle, �=1. The exact and asymptotic equations predict that
the transmission modulus falls quickly to zero as � ap-
proaches unity. This behavior is also illustrated in Fig. 1�d�,
where the curves of total transmission are displayed. The
curve related to the loci of the lowest flexural mode shows
once again that the Kirchhoff theory is inferior to the other
higher order theories. Hence, the Kirchhoff equation is here
not that well suited when predicting total transmission. The
curve related to the lowest compressional mode shows very
little frequency dependence. Here, the various asymptotic
curves are indistinguishable from the exact curve. Moreover,
there exists a curve just below �=1 due to the h expansion.

In order to perceive the range of accuracy for the differ-
ent theories, the contour lines for 1% relative error in the
transmission modulus are displayed in Fig. 2. The different
theories involving terms of order h3, that is Kirchhoff, Mind-
lin, and asymptotic h3 expansions, are presented in Fig. 2�a�.
The latter theory is seen to be within the error limit over a
larger frequency interval, especially for �
30°. In Fig. 2�b�
similar contours for the asymptotic h, h3, and h5 theories are
depicted, showing the range improvement using higher order
theories. Considering an explicit example using a
2-mm-thick aluminum plate immersed in water, the h theory
applies within the error limit for frequencies up to around
25 kHz, while the h3 theory is valid up to 0.1 MHz and h5

theory up to 0.17 MHz.
In all the examples presented above, the comparisons are

made with the purely antisymmetric classical plate equations
due to Kirchhoff or Mindlin. As the asymptotic equations
involve both symmetric and antisymmetric motions, the flex-
ural plate equations can be combined with the classical sym-

FIG. 1. Aluminum-water. —— exact;
– – h5; --- h3;¯ h; -·- Kirchhoff, -··-
Mindlin.
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metrical plate equations as well. Two different combinations
are considered here; the Kirchhoff equation �21� together
with the generalized plane stress equation �23� �K-GPS�, as
well as the Mindlin equation �22� together with the equation
due to Kane and Mindlin �24� �M-KM�. The main reason for
choosing the M-KM solution is that it is based on refined
antisymmetric and symmetric theories when compared to
K-GPS, thus resembling the asymptotic h3 to a greater ex-
tent. Several authors have studied the effects of various such
combined equations.15,17,26,27 The equations derived by
Lyamshev26 are, after corrections, in line with the K-GPS
relations. Freedman15 adopted the generalized plane stress
equation together with the Mindlin equation. However, some
of his results exhibit some peculiar behavior not appearing
when implemented here. The influence of the symmetric
parts in both the K-GPS and the M-KM theories is best ap-
preciated when compared to the results displayed in Fig.

1�c�. First, both the combined classical theories feature the
rapid transition of the transmission coefficient around �
�0.28 due to the compressional mode, as expected. Second,
the transmission modulus tends abruptly to zero as � ap-
proaches unity in both cases. Otherwise, there are small dis-
crepancies between the combined theories �K-GPS and
M-KM� and the corresponding antisymmetric theories
�Kirchhoff and Mindlin� in this case.

B. Polyethylene-water

In this section a light solid is immersed in water. The
solid parameters are those of polyethylene, which represents
a typical plastic material. The amplitudes are assumed to be
low, so that elastic theory is applicable. The system is an
example of heavy loading, where the nondimensional param-
eters become ��1.03, ��0.71, and ��0.25.

FIG. 3. Polyethylene-water. —— ex-
act; – –h5; ---h3; ¯ h; -·- Kirchhoff;
-··- Mindlin.

FIG. 2. Aluminum-water. – – h5; ---
h3; ¯ h; -·- Kirchhoff; -··- Mindlin.
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The exact transmission coefficient modulus is displayed
in Fig. 3�a�. It is seen that the transmission through the plate
is pronounced for a large interval of both the frequency and
the angle of incidence, compared to the aluminum-water
case, Fig. 1�a�. This is due to the similarities in the plate and
fluid impedances in this heavy loading example. When dis-
playing the frequency dependence of the transmission coef-
ficient modulus for the different approximate theories, it is
seen that for most of the angles of incidence the classical
plate equations reproduce the behavior less correctly than the
asymptotic expansions, including the simple h expansion.
This indicates that the symmetric motion is of importance in
this frequency interval. In the case of small angles of inci-
dence, the classical theories are rather good, as is shown in
Fig. 3�b� when �=15°. The plot displays the discrepancy of
the asymptotic expansions as the frequency increases. Note
the total reflection according to the h3 theory, which is at a
lower frequency than according to exact theory; ��1.76.
The accuracies of the classical and asymptotic theories are
clearly visible in Fig. 3�c�, where the angle of incidence is
varied for �=1. The classical theories fail to illustrate the
behavior of the transmission coefficient for most �. There
exists a rapid transition of �T� from zero to unity around �
�0.5 ���30° � which corresponds to the lowest compres-
sional mode. This behavior was also present in the

aluminum-water case, Fig. 1�c�, where the relation to the
zeroth symmetric Lamb mode was stated. However, total
transmission occurs at ��0.8, which is not that close to the
corresponding zeroth-order antisymmetric Lamb mode for a
free plate. In this case, neither the symmetric nor the anti-
symmetric part of the motion is prevailing.16 This is easily
seen by analyzing the equations for the asymptotic h expan-
sion, the solution of which is surprisingly accurate. Similar
results are also clearly visible in Fig. 3�d�, where the Kirch-
hoff and Mindlin plate theories obviously differ from the
rest. Hence, comparisons to the free-plate Lamb modes are
of less importance in this heavy loading example, as
expected.18

As in the aluminum-water case, contour lines are dis-
played in Fig. 4. The results using Kirchhoff, Mindlin, and
asymptotic h3 expansions are presented in Fig. 4�a�, showing
the superiority of the latter theory. Here, the lines corre-
sponding to the classical theories are mostly on top of each
other. The various asymptotic expansions are displayed in
Fig. 4�b�. The accuracies are quite good for all the expan-
sions, besides around �=0.5, where the relative errors be-
come pronounced due to the transition from T=0.

Due to the importance of the symmetric motion in this
heavy loading case, it is interesting to study the combined
classical theories according to K-GPS and M-KM. When

FIG. 5. Polyethylene-water. – – h5; ---
h3; -·- K-GPS; -··- M-KM.

FIG. 4. Polyethylene-water. – – h5; ---
h3; ¯ h; -·- Kirchhoff; -··- Mindlin.
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compared to the results presented in Fig. 3�c�, both K-GPS
and M-KM are considerably better than the classical anti-
symmetrical plate theories. The accuracies are displayed in
Fig. 5�a�, where the absolute values of the error in the trans-
mission coefficient modulus, ���T��, are plotted. As in the
aluminum-water case, the combined classical theories render
more or less the correct behavior around the transition point
��0.5 as well as near �=1. The contour lines for the three
theories of order h3, that is K-GPS, M-KM, and asymptotic
h3, are given in Fig. 5�b�. The improvement using the com-
bined classical theories is clearly visible when compared to
Fig. 4�a�. However, Fig. 5 shows that the the asymptotic h3

and h5 expansions are, in most cases, the best approxima-
tions.

C. Steel-air

The last example considers a case of light fluid loading,
a steel plate in air. The nondimensional parameters are �
�1.66�10−4, ��0.011, and ��0.33.

The pronounced impedance mismatch causes the plate to
act as a sound barrier ��T��0� for most combinations of �
and �. The transmission coefficient tends to unity for those
�� ,�� which are close to the solutions of the dispersion re-
lation for a free plate. In Fig. 6�a� the exact value of log�T� is
plotted for some different angles of incidence, resembling
the results presented in the aluminum-water case, Fig. 1�a�.
The behavior of the transmission coefficient using the differ-
ent plate equations is displayed in Fig. 6�b� for �=10°. As in
the aluminum-water case, the h5 expansion result is very
close to the exact one, while the h expansion does not in-
clude the flexural mode. Figure 6�c� shows the very sharp
transition of the transmission coefficient from zero to unity
for the compressional mode around �=3.6°, which is not

included in the Kirchhoff and Mindlin theories. The curves
for total transmission are presented in Fig. 6�d�, similar to
Fig. 1�d�.

IV. NUMERICAL CALCULATIONS FOR A LINE
LOADING

To further evaluate the asymptotic equations, the pres-
sure fields on the plate boundaries due to applied forces are
calculated. As the fluid-plate responses from time-harmonic
line forces have been studied by many authors,19–23 such
problems are addressed here. The line forces are modeled
according to �F=Fa��x�e−i�t in the antisymmetric case and
�F=Fs��x�e−i�t in the symmetric case. Each case is studied
separately. As the problems become y independent, this co-
ordinate is suppressed throughout. The problems are solved
by applying the Fourier transform in the x coordinate. If the
fluid is assumed to follow the wave equation �25�, the trans-
formed pressure fields are given by

p̂+ = p+ei�kz−�t�, z  h/2, �27�

p̂− = p−ei�−kz−�t�, z 
 − h/2, �28�

where k=kf
2−q2, q being the transform variable. In the

antisymmetric case p−=−p+, while in the symmetric case
p−= p+. Thus, it is clear that Eqs. �27� and �28� can be
combined to give

�p̂�q� = p̂a�q�, ��zp̂�q� = ik�q�p̂a�q� , �29�

�p̂�q� = p̂s�q�, ��zp̂�q� = ik�q�p̂s�q� . �30�

By using the relations in �29� and �30�, it is straightforward
to relate pa to Fa as well as ps to Fs in the approximate
boundary conditions �18�–�24�. The transformed pressure

FIG. 6. Steel-air. —— exact; – – h5;
--- h3; ¯ h; -·- Kirchhoff; -··- Mindlin.
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fields at the boundaries can in each such case be expressed in
the form

p̂a,s�q� =
Na,s�q�

Na,s�q� + k�q�Da,s�q�
Fa,s. �31�

The various functions Na,s and Da,s involve polynomials in
q2. The numerators are recognized as the dispersion equa-
tions for fluid-loaded plates, while the functions Da,s appear
when studying the dispersion relations for the corresponding
free plates. For the exact theory, separate antisymmetric and
symmetric modes are easily obtained.28 The pressure rela-
tions may still be written in the form of Eq. �31�. Here, Na,s

and Da,s are even functions in q, including trigonometric
functions. The functions Da,s are then recognized as the
Rayleigh-Lamb frequency equations. It is instructive to note
that the numerator and denominator of Eq. �31� in the exact
cases may be expanded in the layer thickness coordinate h,
giving the same quotients as for the asymptotic plate equa-
tions discussed above; see further Losin.24

By using the inversion formula, the pressure fields
pa,s�x� are obtained from p̂a,s�q� in Eq. �31� for each plate
theory. The integrals are rewritten as cosine transforms, since
the integrands are even in q. Analytical solution of these
integrals is complicated to evaluate, even for the lowest or-
der case. Therefore, it is computed numerically. The contour
of integration is deformed into the fourth quadrant due to the
poles and branch points on the real axis.

The numerical results, Figs. 7 and 8, show the plate
boundary pressure as a function of the distance from the line
force. Only the pressure component in phase with the line
force is presented. All three fluid-loading situations are stud-
ied for both the antisymmetric and the symmetric cases. In
order to easily distinguish between the results using various
plate theories, the chosen frequency is quite high, ksh=1. In
Fig. 7, the antisymmetric motions for the different theories
are displayed. The lowest order h theory is not included here,
as this simple approximation completely fails to predict the
plate and fluid behavior in this loading case. From the fig-
ures, it is clear that the Kirchhoff theory is less accurate than
the other more refined theories at this frequency level, as
expected. The accuracies using the Mindlin equation and the
asymptotic h3 equation are of the same order. The results
using the h5 theory are very close to the exact curves. The
corresponding symmetric cases are plotted in Fig. 8. Here,
the curves using the approximate equations comprise the
classic Kane-Mindlin equation as well as the three different
asymptotic equations. It is seen from these results that the
relations between the plate and fluid parameters influence the
wave lengths in a more pronounced way than in the antisym-
metric cases. In the modest and heavy loading cases, Figs.
8�a� and 8�b�, the asymptotic theories are superior to the
Kane-Mindlin theory. Since this relation holds even for the h
theory, this is an unexpected outcome. However, for even
higher frequencies, the results due to Kane-Mindlin are bet-
ter than the asymptotic h theory. The different approximate
equations behave quite poorly in the steel-air case, Fig. 8�c�,
especially close to x=0. This is probably due to the unphysi-

cal behavior of these approximate equations near a symmet-
ric point load for a free plate, rendering infinite displace-
ments.

V. CONCLUSIONS

In this paper, the derivation of approximate boundary
conditions for an elastic layer immersed in a fluid is pre-

FIG. 7. Antisymmetric plate boundary pressure pa / �Faks� as a function of
distance ksx for ksh=1. —— exact; – – h5; --- h3; -·- Kirchhoff; -··- Mindlin.
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sented. Starting from the three-dimensional equations of mo-
tion, the boundary conditions are stated in terms of the plate
fields together with the pressure field and its normal deriva-
tive. By expressing the sums and differences of the boundary
conditions, the terms involving the plate fields are expanded
in Maclaurin’s series in the plate thickness. In order to elimi-
nate the plate fields �and their normal derivatives�, the three-
dimensional equations of motion �and normal derivatives
thereof� are adopted. This gives two different linear systems,

one antisymmetric involving �p and ��zp and one symmet-
ric involving �p and ��zp. The operators relating �p to ��zp
and �p to ��zp, respectively, are expressed in terms of time
derivatives, spatial derivatives in the layer plane, and power
series in the plate thickness. These equations can be trun-
cated to any desired order, and the explicit relations up to
and including order five are presented. Comparisons are
made with different classic plate theories. Especially, the
often-used antisymmetric equations due to Kirchhoff and
Mindlin are here of interest.

In the numerical results, both the reflection and trans-
mission from plane waves as well as the boundary pressure
fields from line forces are studied. The results using exact
three-dimensional theory, classical flexural equations �e.g.,
Kirchhoff, Mindlin�, as well as asymptotic expansions
�h ,h3 ,h5� are compared. Three different cases are studied:
modest loading �aluminum-water�, heavy loading
�polyethylene-water�, and light loading �steel-air�. In the pla-
nar scattering problems, the classical flexural theories are
rather good for modest and light loading as the antisymmet-
ric motion is prevailing. However, in the heavy loading ex-
ample, the importance of including compressional motion is
obvious. Taking all three loading cases into consideration,
the asymptotic h3 and h5 expansions theories give more sat-
isfying results than the different classic theories. In the line
loading cases, purely antisymmetric and symmetric motions
are examined separately. The accuracies of the Kirchhoff
theory in the antisymmetric case are inferior to the other
theories of order three �Mindlin and asymptotic h3�, which in
turn are inferior to the asymptotic h5 solutions. In the sym-
metric case, all the displayed results are here of the same
order.
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A model consisting of uniformly distributed concentrated transient sources in closed reverberant
systems is used to construct predictions for the diffuse field correlation function and its variance.
Such correlations are useful for passive imaging. It is found that the variance is small compared with
the square of the mean if estimates are based on a sufficient number of sources, and if a sufficiently
long data record is taken from each source. Requirements are predicted to be most onerous at high
frequency. Laboratory measurements support this theory. They furthermore indicate that the fidelity
of the passively obtained correlation function to an actively obtained waveform depends, not only
on having sufficient passive data, but also on an informed compensation for source spectrum and
receiver characteristics. It is anticipated that these arguments will be relevant to convergence rates
and fidelity for passive imaging in open systems such as are found in seismology and ocean
acoustics. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2109307�
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I. INTRODUCTION

The recent arguments, proofs, and demonstrations that
diffuse fields have correlations essentially equal to the
Green’s function1–8 have been widely noted.9–16 Laboratory
demonstrations of the effect have been conducted in ultra-
sonics and in acoustics.2,15,16 Applications have been sug-
gested in ocean acoustics7,13,14 and in seismology.6,8–12 The
potential for passive imaging is intriguing, especially in seis-
mology where well-controlled sources are awkward. The
idea is not entirely new. Helioseismology17 correlates acous-
tic fluctuations in the sun to determine the speeds of such
waves. Claerbout and Cole and Claerbout and Rickett17 have
speculated that correlations of ambient seismic waves would
reveal geologic structures. Cole’s attempts to verify and ap-
ply this were unsuccessful. Fehler et al.,12 Wapenaar,8 and
Campillo and co-workers9–11 have explored applications in
seismology with promising results.

Norton et al.18 have speculated in similar ways; they
describe a method for analysis of ambient seismic noise to
resolve deep structures, a method that they term “time expo-
sure acoustics.” Close examination, however, shows that
their technique is not equivalent to that of Refs. 1–16. Simi-
larly, the technique termed “acoustic daylight”19 bears some
similarities, but is not equivalent. Nor are the field-field cor-
relation functions of Refs. 1–16 equivalent to the better-
known process of correlating a noisy source function with a
noisy response �e.g., Ref. 20� to construct impulse responses.

The proof by Weaver and Lobkis1–4 was based on a
modal expansion for the diffuse field in a finite reverberant
body. They showed that convergence is most clear if corre-
lation averaging could be carried out over ranges of time
comparable to the Heisenberg time TH �TH is the inverse of

the mean spacing of eigenfrequencies�, and/or if sources are
distributed over all space. This limitation was perhaps of
small concern in the corresponding laboratory demonstra-
tions conducted in finite bodies.2 But in open systems, where
TH is infinite, the potential restrictions are problematic. Re-
cently the proof was extended to open homogeneous6,7 and
open heterogeneous systems.21

Both in laboratory demonstrations,2,15,16 and in applica-
tions to seismic waves, the correlation function has in prac-
tice only imperfectly matched the Green’s function itself.
Campillo and Paul9 and Shapiro et al.11 observed low-
frequency Rayleigh and Love waves in the correlations of
seismic codas on a regional scale. �The seismic coda is the
low amplitude ringing that typically follows an earthquake
for periods of minutes or more. It is widely believed to be
multiply scattered and diffuse.� Shapiro and Campillo
observed10 very low frequency surface waves in correlations
of ambient seismic noise on a continental scale. They did not
observe other wave types or higher frequencies. In laboratory
ultrasonic experiments Lobkis and Weaver2 observed surface
waves and reflections from nearby interfaces in finite bodies,
but only after extensive averaging, in time and over a small
ensemble of distinct sources. Even then, they observed con-
vergence to be inadequate at higher frequencies. These pa-
pers have thus made it abundantly clear that there is a need
for theoretical understanding of the rate of convergence.
How much averaging is necessary? It is towards that ques-
tion that this work is addressed. A separate question regard-
ing the fidelity with which the limit matches the Green’s
function, and the quality of the retrieval when the diffuse
field is insufficiently diffuse, is not addressed.

In a companion paper,22 a theory was presented for the
rate of convergence in open systems. The issue has also been
addressed elsewhere.6 Here we adapt the theory used in Ref.
22 to closed systems and compare its predictions to our ob-
servations in a finite aluminum block. Most applications ap-
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pear to reside in open systems, but the possibility of well-
controlled laboratory experiments in closed systems renders
the theory worth adapting to that case.

In finite systems, ergodically filled by diffuse waves, it
has proved convenient1,2 to take a diffuse field in the form of
a modal expansion with uncorrelated, equal mean square,
modal amplitudes. Such a diffuse field fills the volume uni-
formly. Such an assumed form begs an important question,
however, of whether the assumption is valid, or whether a
particular diffuse field can be so represented. It may be that a
practical correlation function will vary as the source of the
diffuse field is varied.

It is unclear how quickly a measured correlation func-
tion will average to the Green’s function as the source is
varied. To address this question we do not make the assump-
tion of incoherent modal amplitudes here, but rather take our
diffuse field to have simple sources at random positions. This
model is introduced in Sec. II, after which the field-field
correlation functions are shown, in Sec. III, to have expecta-
tion equal to the Green’s function of the medium. Thus the
familiar proof1–8 is rederived. The mean square correlation
function is then derived in the following section, and the
corresponding variance is compared with the square of the
mean. It is found that the variance is small compared with
the square of the mean if averaging is sufficient. The precise
meaning of “sufficient” is described mathematically. In Sec.
V these predictions are compared to our observations.

II. MODEL

Consider a finite elastic volume V with normalized
modes un�x� and natural frequencies �n. In terms of these
modes we define a waveform that will prove useful in the
following:

Cab�t� � �
n

un�a�un�b�cos��nt� , �1�

for all t, and all positions a ,b. It is related to the velocity
Green’s function:

Ġab�t� � ��t��
n

un�a�un�b�cos��nt� �2�

by

Cab�t� � Ġab�t� + Ġab�− t� . �3�

In the above ��t� is the unit step function.
We define a time-varying signal �a

��t� as the response at
position a to a spatially distributed source ṡx

��t�, after filtering
by a receiver function r�t�. � is given by a convolution of r
and ṡ with G:

�a
��t� =� dx� d�d�ṡx

����r���Gax�t − � − ��

=� dx� d�sx
����r���Ġax�t − � − �� , �4�

where the second equality follows from an integration by
parts. We consider a finite set of distinct transient source
distributions sx

��t� ��=1,2 , . . . ,N� concentrated at random
positions p�

sx
��t� = g�s�t���x − p�� . �5�

The g are independent random force amplitudes with zero
mean; g= ±1. The points p� are randomly and uniformly and
independently distributed in the volume V. The probability
density in this ensemble is given by a product of differentials
dP=	�dp� /V. Thus �dP=1. With ensemble averages de-
fined by 	¯
=�¯dP, we find

	sx
�
 = 0; 	sx

��t�sx�
���t��
 = ��x − x��s�t�s�t������/V , �6�

	sx
��t�sx�

� �t��sy
���t��sy�

���t��


= ��x − x����y − y��s�t�s�t��s�t��s�t���1 − �����/V
2

+ s�t�s�t��s�t��s�t������� ��x − p���x� − p�


��y − p���y� − p�dp/V . �7�

An estimate of the correlation function is obtained by
means of a sum, RN, over N distinct sources, and an integral
over a long time window W. The estimated correlation is

Rab
N ��� =

1

N
�
�
� dtW�t��a

��t��b
��t + �� . �8�

It is expected to converge to the Green’s function as N→�.
It is convenient to take the window to be rectangular: W=1 if
to−T /2 t to+T /2 �and 0 otherwise�, where T=�W�t� dt is
the amount of time over which signal � is collected. The
center time to is understood to be large enough that W�t
=0� is zero; to�T /2. T and to are also taken to be much
greater than the correlation times � of interest. Under these

conditions, we may replace Ġ�t� with C�t�. Then

Rab
N ��� =

1

N
�
�
� dtW�t��a

��t��b
��t + ��

=
1

N
�
�
� W�t�dtdxdyd�d�d�d�sx

����sy
����


r���r���Cax�t − � − ��Cby�t + � − � − �� . �9�

For simplicity we have assumed that the receivers at a and b
have identical transfer functions r�t�. The assumption is
readily relaxed. Equation �9� is an expression for the corre-
lation function that would be estimated from measurements
of fields due to a finite set of distinct sources �. It is the
experimentalist’s estimate for an ensemble average.
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III. EXPECTATION OF ESTIMATED CORRELATOR ŠRN
‹

The expectation, over the ensemble of different sources,
of the estimate RN is 	RN
=�RN dP.

	Rab
N ���
 =� dtW�t�dxd�d�d�d�s���s���r���r���


Cax�t − � − ��Cbx�t + � − � − ��/V . �10�

The integral over x may be evaluated by use of a Ward
identity23

� dxCax�t�Cbx�t�� =
1

2
�Cab�t + t�� + Cab�t − t��� , �11�

which is readily proved by substituting for C in terms of the
modes, as in Eq. �1�, and invoking orthonormality of the
modes: �un�x�um�x� dx=�nm.

Thus

	Rab
N ���
 =� dtW�t�d�d�d�d�r���r���s���s���



1

2
�Cab�2t + � − � − � − � − ��

+ Cab�� + � − � + � − ���/V . �12�

The �, �, �, and � integrations merely filter these C’s. On
denoting the quadruply filtered C’s with superscripts = or ±,
the above becomes

	Rab
N ���
 =

1

2V
� dtW�t��Cab

= �2t + �� + Cab
± ���� . �13�

Here the superscript = denotes two filterings by s and two by
r. The superscript ± denotes a filtering by s and r and a
filtering by the time-reversed s and the time-reversed r.

On integration with respect to t, the first term is essen-
tially zero. �We assume the sources and receivers have
no amplitude at zero frequency.� The second term then
gives

	Rab
N ���
 =

T

2V
Cab

± ��� , �14�

thus once again establishing the now-familiar identification
of the expectation of field-field correlations Rab with the
�time derivative of the� Green’s function Cab.

In order to be able to compare 	R
 to its expected
level of fluctuations, it is necessary to estimate its
amplitude. At sufficiently large � �greater than a few
transits, i.e., an ergodic time�, 	R
 should have achieved a
stationary and diffuse character. Its mean square
level �we denote averages over time or space with an
overbar�

	Rab
N ���
2

�
=

T2

4V2Cab
± ���2

�
=

T2

4V2E �15�

is proportional to the mean square of C, i.e., to

E = �
n

�
m

un�a�un�b�um�a�um�b��s̃��n��2�s̃��m��2�r̃��n��2�r̃��m��2 cos��nt�cos��mt�t.

We have learned24 that such double sums are well approxi-
mated by their diagonal part �if the time range over
which they are averaged is beyond the ergodic time�. We
conclude

E =
1

2�
n

un�a�2un�b�2�s̃��n��4�r̃��n��4

=
1

2V2 � D����s̃����4�r̃����4 d� . �16�

The sum in �16� is well represented by the integral, with
modal density D, because the functions r̃ and s̃ are smooth
on a scale of natural frequency spacings:

	Rab
N ���
2

�
=

T2

8V4 � D����s̃����4�r̃����4 d� . �17�

It depends on source and receiver functions and on modal
density.

IV. MEAN SQUARE CORRELATOR ŠR 2
‹

We now investigate the fluctuations of R and estimate
the accuracy with which the estimate RN may be expected to
equal 	R
. The expected square of the correlation estimate
�Eq. �9�� is, if the sources � are independent,

	Rab
N2

���
 = 	Rab
N 
2 +

var R

N
, �18�

where var R is the variance �over the ensemble of source
positions p�� of the quantity
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Rab��� =� dtW�t��a
��t��b

��t + �� ,

var R = 	R2
 − 	R
2

= �� W�t�W�t��dtdt��a
��t��b

��t + ���a
��t���b

��t� + �� − 	R
2

= − 	R
2 +� W�t�W�t��dtdt�d�d��d�d��d�d��d�d��dxdx�dydy�r���r���r����r����


	sx
����sy

����sx�
� ����sy�

� ����
Cax�t − � − ��Cby�t + � − � − ��Cax��t� − �� − ���Cby��t� + � − �� − ��� . �19�

The expectation of ssss is obtained from Eq. �7�. The result is

var R��� =
1

V
� W�t�W�t��dtdt�d�d�d��d��d�d��d�d��r���r���r����r����s���s���s����s����


� dpCap�t − � − ��Cbp�t� + � − �� − ��Cbp�t + � − � − ���Cap�t� − �� − ��� − 	R
2. �20�

A procedure for evaluation of �20� is not obvious. It may
be appropriate to treat C as a random Gaussian process as p
is varied; this leads to writing the product of four factors of
C in terms of its cumulants. Another possibility is to take an
average over a and b. Two further invocations of the Ward
identity �11� then yield a useful expression. While this option
abandons any attempt to evaluate sensitivity to special places
a b, it does have the virtue of being rigorous:

varab���
ab

= − 	R
2
ab

+
1

4V3 � dtdt�W�t�W�t�� � dp�Cpp
= �t + t��

+ Cpp
± �t − t����Cpp

= �t + t� + 2�� + Cpp
± �t − t��� .

�21�

The integrations over t and t� are best performed by first
changing variables

� = t + t� − 2to, � = t − t� �22�

such that

� ¯ W�t�W�t��dtdt� =
1

2
�

�=−T

T �
�=���−T

T−���

¯ d� d� , �23�

whereupon

varab���
ab

= − 	R
2
ab

+
1

8V3�
�=−T

T �
�=���−T

T−���

d� d�


� dp�Cpp
= �� + 2to� + Cpp

± ����


�Cpp
= �� + 2to + 2�� + Cpp

± ���� . �24�

The cross terms C=C± and C±C= integrate to zero, leaving
two nontrivial terms to evaluate.

The product of the first terms, C=C=, integrates with re-
spect to � to a factor of 2T−2���. It then integrates with
respect to � and p to �at �=0�

�T2/4V2�Cpp
=2

all p and time range 2to±T
.

The time average is taken over a range from 2to−T to 2to

+T, with a triangular weighting that emphasizes times near
2to. Enhanced backscatter25 tells us that Cpp

=2 is two �or three
if 2to�TH� times greater than typical mean square signals
Cpp�

=2 elsewhere. Furthermore, Cpp�
=2 =Cpp�

±2 , as time reversing a
filtering affects only phase, leaving mean square values un-
affected. This latter quantity is E. Thus we replace the above
with �T2 /4V2� �2 to 3� E= �2 to 3�	R2
. At ��0, this term is
diminished by a factor related to s and r. Indeed, this term
is simply the autocorrelation function of the random pro-
cess Cpp

= ��+2to�. The diminishment factor is

d��� = �� �s����4�r̃����4 exp�− 2i���d���
�� �s����4�r̃����4d�� . �25�

If we take s�t�=exp�−t2 /2�2�cos �ct and r=��t�, we find
the diminishment factor d����exp�−�2 /2�2�cos 2�c�.
Thus the factor is negligible for � long compared to the
ring time � of the sources and receivers. Finally, the first
two terms of var R, averaged over a and b, are

�T2/4NV2��2 to 3�Ed��� − 	R
2
ab

= 	R
2��2 or 3�d��� − 1� .

�26�

The product of the second terms in �24�, Cpp
±2���, looks at

first like another mean square backscatter signal. But there is
an additional coherent contribution in the vicinity of �=0.
Indeed, Cpp��� before filtering has a delta-function-like be-
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havior ���� near �=0 leading to an infinite value for
�C2���d�. After filtering, however, the integral is finite. We
note

Cpp
± ��� = �

n

�up
n�2�s̃��n��2�r̃��n��2 cos��n�� . �27�

So,

�
���−T

T−���

d�Cpp
±2���

= �
n,m

�up
n�2�up

m�2�s̃��n��2�s̃��m��2�r̃��n��2�r̃��m��2


�
���−T

T−���

d� cos��m��cos��n��

= �
n,m

�up
n�2�up

m�2�s̃��n��2�s̃��m��2�r̃��n��2�r̃��m��2


�
���−T

T−���

d�
1

2
�cos���m + �n��� + cos���m − �n���� .

�28�

The first term of �28� drops out on doing the integral over �.
The second gives a sinc function:

=�
n,m

�up
n�2�up

m�2�s̃��n��2�s̃��m��2�r̃��n��2�r̃��m��2



sin��T − ������n − �m��

��n − �m�
. �29�

Thus the contribution to var R from the product of the sec-
ond terms of �24� is

�varab���
ab

�2nd terms =
1

8V3�
�=−T

T

d�� dp�
n,m

�up
n�2�up

m�2�s̃��n��2


�s̃��m��2�r̃��n��2�r̃��m��2



sin��T − ������n − �m��

��n − �m�
. �30�

The n=m parts evaluate to �we take the random matrix
theory estimate 	u4
=3	u2
2=3/V2�

3

V4

T2

8
� D����s̃����4�r̃����4 d� = 3	R
2. �31�

The n�m parts are

1

8V4�
�=−T

T

d�� D��c��s̃��c��4�r̃��c��4d�cD��c�


� d�d

sin��T − �����d�
�d

�1 − Y2�D�d�� . �32�

where Y2 is Dyson’s level correlation function,26 equal to
unity at zero argument, and equal to zero at infinite argu-
ment; it integrates to unity.

We define

X = D��c� � d�d

sin��T − �����d�
�d

Y2�D�d� �33�

and note

�X/�� = − sgn �D��c� � d�d cos��T − �����d�Y2�D�d� ,

�34�

which may be interpreted in terms of the Fourier transform
b�t� of the Y2 function:

�X

��
= − sgn � b�T − ���

2�D
� . �35�

The function b�t� is known in closed, albeit nonanalytic,
form.27 It is convenient to approximate it as b�t�
=exp�−2�t��.27 On making this substitution, we may con-
clude

X = �D�1 − exp�− �T − ����/�D�� �36�

and then write the n�m parts as

1

8V4 � D��c��s̃��c��4�r̃��c��4 d�c�
�=−T

T

d���D − X�

=
1

8V4 � D��c��s̃��c��4�r̃��c��4 d�c�D


�
�=−T

T

d� exp�− ��T� − �x��/�D�

= 	R
22��D/T�2�1 − exp�− T/�D�� . �37�

Summing equations �37�, �31�, and �26�, we find

var R
ab

= 	R
2�2 + �2 or 3�d�t� +
1

2
�TH

T
�2


�1 − exp�− 2T/TH��� , �38�

where TH=2�D is the Heisenberg time equal to the inverse
of the mean spacing of eigenfrequencies fn=�n /2�. The
normalized variance n var R=var R / 	R
2 takes particularly
simple forms in the limit of large and small T. For T
�TH, the normalized variance is

n var R = �2 + �2 or 3�d���� , �39�

independent of the length T of the waveform analyzed. For
T�TH, the normalized variance is

n var R = �1 + �2 or 3�d��� + TH/T� , �40�

which diminishes with increasing data capture T. It is this
limit which is the more common; the ability to capture long
data records T is limited by absorption. Typically, it is only
at low frequencies or for small objects that absorption times
will exceed Heisenberg times. In this limit the variance is a
strong function of frequency �TH� f2 in three dimensions�.
We therefore typically expect greater difficulty retrieving 	R

at high frequencies.

We summarize: RN has an expected value of
�T /2V�C±���, with expected rms deviation from that value of
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�n var/N�1/2 times the rms value of �T /2V�C±��� itself. In
application to resolving early ray arrivals in a finite elastic
block we note that the ray will be well discerned under cer-
tain conditions. The estimate RNs expected deviation will be
small compared to the ray arrival itself if N is large, if T is
large, and if the ray arrival is strong compared to the rms
value of the rest of the waveform to be retrieved. Resolving
weak ray arrivals from the correlations of diffuse fields will
be difficult if the fields were generated by a modest number
of sources N and only modest record lengths T were cap-
tured.

V. MEASUREMENTS

To investigate these predictions for variance and mean
of R, we revisit the system of Ref. 2. We do so with a set of
reproducible broadband sources and investigate the extent to
which 	R
 is correctly given by �14�, and the extent to which
variance is correctly given by �38�.

The experimental configuration is illustrated in Fig. 1.
Two piezoelectric transducers are separated by 56 mm and
oil-coupled to the top surface of an irregularly shaped object.
A Q-switched 35-mJ Nd-Yag infrared laser with pulse dura-
tion �8 ns and beam diameter �4 mm excites elastic waves
by means of a thermo-elastic mechanism, waves which then
reverberate in the object. Absorption times vary with fre-
quency and are of the order of tens of milliseconds. Transit
times are of the order of tens of microseconds. The ensuing
100 ms of diffuse wave signals in each transducer is ampli-
fied, low-pass filtered, digitized, and passed to the computer
for digital processing. Unlike other work,2 no compensation
for absorption is applied. Each decaying waveform is Fourier

transformed. The result is two complex functions Ṽ1
���� and

Ṽ2
����, where � labels the position of the laser. We form the

product P̃����= Ṽ1
����Ṽ2

�*
��� and average it over 100 differ-

ent positions of the laser spot on one lateral face. Sources
were spaced by �1 cm in a square grid. This was repeated
for each of three different lateral faces.

Figure 2�a� shows the direct “pitch-catch” signal trans-
mitted between pin transducers when one is excited by a
delta-function-like pulse. In spite of transducer dispersion,
some of the arrivals can be identified. Figure 2�b� shows the
inverse Fourier transform of the average �over the 300 source

positions �� of Ṽ1
����Ṽ2

�*
���. One can identify the Rayleigh

wave arrival at 20 �s, but little else. This is in part due to the
ringing of the pinducers; they do not lend themselves to
identifying sharp ray arrivals. It is also due to the presence in
Eq. �14� of additional factors �s�2 and �r�2. It is also due to
insufficient averaging; the variance is not zero. Rather than
correct for these factors here, where the direct signal is so
dispersive anyway, we use this data set only to investigate
the variance amongst the P����. The experimentally esti-
mated variance is

var =
N

N − 1� 1

N
�
�

�P�����2 − � 1

N
�
�

P�����2� . �41�

This is smoothed and plotted in the form �var/N in Fig. 2�b�
as a horizontal line at a level of 0.0002. The quantity
�var/N is an estimate of the residual inaccuracy in 	P
.

Figure 3 shows the N dependence of var amongst this
broadband set of signals P����. As expected, it is indepen-
dent of N except for statistical fluctuations. Small differences
between the variances seen from sources on different faces
are ascribed to differences between surface conditions and
differences of angle of surface relative to laser beam.

A narrow-band version of the normalized variance is
plotted versus frequency in Fig. 4. This is obtained by band-
passing P���� at various frequencies, and for each such fre-
quency and face constructing 	P
 and n varP. The quantity
plotted is a smoothed-in-� value of var divided by the time
average of 	P���
2. Thus it may be compared to the predic-
tion Eq. �38�,

n var = �2 + �2 or 3�d��� +
1

2
�TH

T
�2

�1 − exp�− 2T/TH��� ,

�42�

where T is replaced with Teff

Teff = Tabsorption�1 − exp�− T/Tabsorption�� , �43�

1/Tabsortption being the rate of exponential dissipation of
diffuse energy and readily measured �e.g., Refs. 2 and 27�.
The figure corroborates the prediction �42�. This is impor-
tant, because it confirms that higher frequencies have
higher fluctuations in their diffuse field-diffuse field cor-

FIG. 1. Sketch of measurement sys-
tem. A Q-switched Nd:YAG laser ex-
cites elastic waves in an irregular alu-
minum block of nominal dimension
15 cm. The signals from two piezo-
electric transducers are amplified and
low-pass filtered before being digi-
tized by a PC.
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relations, and that convergence will therefore be slower
for such frequencies.

The interesting drop of variance at 100 kHz below that
predicted may be ascribed to laser spot sources being within
a half-wavelength of each other and so not independent.

In order to investigate the fidelity with which 	P
 accu-
rately represents a direct “pitch-catch” signal, we adapt the
above configuration to employ broader band and plane wave
transducers with which crisper arrivals may be expected. The
configuration is otherwise identical, except that the laser is
aimed at 132 spots on one face of the object, spots separated
by 0.75 cm. Figure 5�a� shows the direct pitch-catch signal,
in which we may identify a direct surface-skimming P wave
arrival, a direct Rayleigh surface wave arrival, R, a wave
which has reflected once off the bottom LL, a wave that has

reflected twice between top and bottom �LLLL� and another
that is not identified but which may be LS. Figure 5�b� shows
the raw average 	P
 and its square root of variance. Again
very little is readily identified in 	P
. Nor can one detect
much similarity between 	P
 and the pitch catch signal V�t�
in Fig. 5�a�.

The lack of symmetry in � is noteworthy. Theory pre-
dicts �14� such symmetry if r1=r2. Even when r1�r2, as in
the present case, one might nevertheless expect to observe
arrivals at both signs of �. The absence of clear arrivals at
negative � is in this case due to heavy absorption by one of
the transducers �the large one�. The effective diffuse field is
thereby rendered nonisotropic. Such effects would not be
present had we used noninvasive detection, perhaps by laser
interferometry. This behavior underscores how theory,2,5–8

which presumes negligible absorption, may fail.

FIG. 3. The observed variance, Eq. �41�, amongst the correlations taken
from up to 100 laser source positions on each of the three lateral faces.

FIG. 4. Normalized variance from 100 sources on each of the three faces is
plotted versus frequency. The bold line shows the theoretical prediction �38�.

FIG. 2. �a� The direct signal received
by one pinducer when the other is
pulsed. The low-amplitude surface
skimming P wave is first observed at
��9.8 �s; the surface skimming
shear wave arrives at 17.6 �s. A Ray-
leigh wave arrives at about 19 �s.
Later arrivals corresponding to Ray-
leigh reflections from the edges are
also seen. Transducer ringing is
strong. �b� The correlation of two pin-
ducer signals, over 100 ms of data
taken from each of 300 laser source
points. No attempt has been made to
adjust for source and receiver func-
tions s and r���. The Rayleigh arrivals
at 19 �s are apparent; little else is.
The estimated residual rms fluctuation
�Eq. �41� /N�1/2 is plotted as the hori-
zontal dashed line.
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V�t� is given by a convolution of source and receiver
functions: r1 � G12 � t2 �where r1 is the transfer function of
transducer number 1, and r2= t2 is the transfer function of
transducer number 2�, while 	P
, according to �14�, is s
� r1 � ��tG12−�tG12

time-reversed� � r2
time-reversed

� stime reversed. In
the frequency domain they differ by a factor of i��s�2r2

* /r2. In
order to compare 	P
 and V, we must correct for the source
and receiver spectra. Had we used flat-spectrum detectors,
such as laser interferometry, these corrections would not be
necessary.

The laser source spectrum �s� was estimated by compar-

ing a frequency-smoothed �Ṽ����2 with mean frequency

smoothed product of �Ṽ1
�����2 and �Ṽ2

�����2. We identify �s�2
by

�s̃����2 = �Ṽ1
�����2�Ṽ2

�����2/�Ṽ����2, �44�

where the overbars represent a frequency smoothing, over
scales �1 kHz. Figure 6 plots the value of 1 / �s�2 resulting
from this process. The curve is fit to a quadratic in order
to suppress the noise, a process that is justified by our
knowledge that the laser source is highly transient, with
no long-range structure in time or space. While the laser
pulse itself is a delta function on these time scales, it is
less efficient at generating high frequencies than low fre-
quencies, owing to its finite size. The spectrum �s� falls off

at higher frequency, as one might expect when laser beam
radius times acoustic wave-number exceeds unity.

In Fig. 7 we plot the inverse Fourier transform of

	P̃���
 / �s�2, and compare it to V�t�. A uniform shift in time
and an amplitude rescaling have been imposed. Here we see
a substantial similarity. Arrivals are apparent, though their
precise form and timing differ. The figure also shows the
expected rms deviation �var/N between the estimate and the
waveform we would obtain if N=�. The arrivals rise well
above this level and thus are statistically significant.

FIG. 6. The inverse of the effective power spectrum of the laser source used
to generate the data of Figs. 5–8. Power is less at short wavelength, owing
to the finite beam diameter.

FIG. 5. �a� Direct signal V�t� obtained actively between two conventional acoustic emission transducers. �b� As in Fig. 2�b�, the raw correlator, and its
expected rms deviation, between the two conventional transducers.
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Further improvement in correspondence is obtained by
correcting for the phase of the receiver by the factor r2

* /r2.
This factor is estimated by Fourier transforming the “pulse
echo” signal p�t� of the LL ray obtained by pulsing trans-
ducer number 2 and receiving with number 2 also. Except for
the elastodynamics and in particular the time delay for the
round trip travel of the LL ray, we may identify p with t2r2,
and p���* / �p���� with r2

* /r2. Figure 8 compares the inverse

Fourier transform of �p���* / �p�����	P̃���
 / �s�2 with V�t�.
Further improvement is evident. There are remaining differ-
ences. One notable difference is the ringing, at �900 kHz,
that precedes the LL arrival in the correlation, but not in the
direct V�t�. We ascribe the ringing to an effect of the low-
pass filter. The signal received by transducer number 2 was
filtered by a four-pole low-pass filter with its 3-dB point set
at 900 kHz. This filter did not operate when the transducer
was used as a source and so was not properly accounted for
when the factor r* /r was constructed. It may be shown that
the effect of the filter on the comparison of V and 	P
 is an
additional factor of f��� / �f����. The phase of the filter is
known to be highly dispersive near its cutoff at 900 kHz,
hence the dispersion at these frequencies.

There is an additional difference discernable at t
5 �s, a difference which appears to be statistically signifi-
cant in that it rises well above �var/N. It is our speculation
that this is an artifact of our sources being imperfectly dis-
tributed over the full volume. That all sources were on the
surface leads in principle to features in the source spectrum
�s�2 corresponding to time scales equal to round trip echo
times tRT from the source to the source. Our 132 sources
were all at about the same distance from the far wall, a round
trip P travel time of about 50 �s. To the extent that the set of
132 sources had coherent echoes, “ghost” versions of legiti-
mate arrivals from time t will appear in the correlation at
times t± tRT. Such ghosts are also discussed by Sabra et al.28

The imperfect correspondence in Fig. 8 may be compared
with that seen when retrieving the Green’s function from a
thermal diffuse field.1 In the thermal case, the diffuse field
was fully equipartitioned, the theorem’s requirements were
fully satisfied, and the convergence was excellent. In Fig. 8
the field is imperfectly equipartitioned, and so the correspon-
dence is also imperfect.

The remaining differences are of order �var/N and may
be ascribed to fluctuations that are still present in spite of

FIG. 7. The correlation �solid line� after compensating for the laser source spectrum is compared with the direct pitch catch waveform �dotted line�.

FIG. 8. The correlation �solid line� after compensating for the laser source spectrum and the receiver spectrum is compared with the direct pitch catch
waveform �dotted line�.
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having averaged over a large amount of raw data, fluctua-
tions that presumably would diminish further if more sources
could be enlisted or more time captured from each source.
The remaining differences are not statistically significant;
whether they represent or hide deviations from theory cannot
be determined from this data.

VI. CONCLUSION

A theory for the rate of convergence of diffuse field
correlation functions in a closed system has been developed
and favorably compared to laboratory measurements. A key
prediction is that the amount of data needed for accurate
retrieval of a Green’s function scales with the square of the
frequency. Close correspondence between the passively ob-
tained correlation function and an actively obtained wave-
form is found to depend not only on having sufficient passive
data, but also on an informed compensation for diffuse field
spectrum and receiver characteristics. It is particularly note-
worthy that coherent source environment can generate
anomalies in the correlation function. If the sources are dis-
tributed uniformly, then such ghosts disappear. This is a
warning for those attempting to retrieve Green’s functions;
the field must be sufficiently diffuse, and sources sufficiently
distributed, in order to eliminate such ghosts. It is also indi-
cates an opportunity: comparison of Green’s functions to cor-
relation functions obtained from single codas may allow de-
termination of source environment.

It is anticipated that these arguments will be relevant to
Green’s function retrieval and convergence rates in open sys-
tems such as are found in seismology and ocean acoustics.

ACKNOWLEDGMENTS

This work was supported by the National Science Foun-
dation Grant Nos. INT-0230312 and CMS-0201346. We
thank Michel Campillo for discussions.

1R. L. Weaver and O. I. Lobkis, “Ultrasonics without a source, Thermal
fluctuation correlations at MHz frequencies,” Phys. Rev. Lett. 87, 134301
�2001�.

2O. I. Lobkis and R. L. Weaver, “On the emergence of the Greens function
in the correlations of a diffuse field,” J. Acoust. Soc. Am. 110, 3011–3017
�2001�.

3R. L. Weaver and O. I. Lobkis, “On the Emergence of the Greens Function
in the Correlations of a Diffuse Field; Pulse-Echo using Thermal
Phonons,” Ultrasonics 40, 435–439 �2002�.

4R. L. Weaver and O. I. Lobkis, “Elastic wave thermal fluctuations, ultra-
sonic waveforms by correlation of thermal phonons,” J. Acoust. Soc. Am.
113, 2611–2621 �2003�.

5B. A. van Tiggelen, “Green Function Retrieval and Time Reversal in a
Disordered World,” Phys. Rev. Lett. 91, 243904 �2003�.

6R. Snieder, “Extracting the Greens’ function from the correlation of coda
waves: a derivation based on stationary phase,” Phys. Rev. E 69, 046610
�2004�.

7P. Roux, K. Sabra, W. A. Kupperman, and A. Roux, “Ambient noise
cross-correlation in free space: theoretical approach,” J. Acoust. Soc. Am.
117, 79 �2005�.

8K. Wapenaar, “Synthesis of an inhomogeneous medium from its acoustic
transmission response,” Geophysics 68, 1756–1759 �2003�; K. Wapenaar,
J. Thorbecke, and D. Draganov, “Relations between reflection and trans-
mission responses of three-dimensional inhomogeneous media,” Geophys.
J. Int. 156�2�, 179–194 �2004�; K. Wapenaar, “Retrieving the Elastody-
namic Green’s Function of an Arbitrary Inhomogeneous Medium by Cross

Correlation,” Phys. Rev. Lett. 93, 254301 �2004�.
9M. Campillo and A. Paul, “Long range correlations in the diffuse seismic
coda,” Science 299�5606�, 547–549 �2003�.

10N. M. Shapiro and M. Campillo, “Emergence of broadband Rayleigh
waves from correlations of the ambient seismic noise,” Geophys. Res.
Lett. 31, L07614 �2004�.

11N. M. Shapiro, M. Campillo, L. Stehly, and M. Ritzwoller, “High resolu-
tion surface wave tomography from ambient seismic noise,” Science 307,
1615–1618 �2005�.

12K. G. Sabra, P. Gerstoft, and P. Roux, “Extracting time-domain Green’s
function estimates from ambient seismic noise,” Geophys. Res. Lett. 32,
L03310 �2005�.

13P. Roux and M. Fink, “Green’s function estimation using secondary
sources in a shallow water environment,” J. Acoust. Soc. Am. 113, 1406–
1416 �2003�.

14P. Roux and W. A. Kuperman, “Coherent waveforms from ocean noise,” J.
Acoust. Soc. Am. 116, 1995–2003 �2004�.

15A. Derode, E. Larose, M. Campillo, and M. Fink, “How to estimate the
Green’s function of a heterogeneous medium between two passive sen-
sors? Application to acoustic waves,” Appl. Phys. Lett. 83�15�, 3054–
3056 �2003�; E. Larose, A. Derode, M. Campillo, and M. Fink, “Imaging
from one-bit correlations of wideband diffuse wave fields,” J. Appl. Phys.
95, 8393–8399 �2004�.

16A. E. Malcolm, J. A. Scales, and B. A. van Tiggelen, “Retrieving the
Green Function from Diffuse, Equipartitioned Waves,” Phys. Rev. E 70,
015601�R� �2004�.

17T. L. Duvall, S. M. Jefferies, J. W. Harvey, and M. A. Pomerantz, “Time-
Distance Helioseismology,” Nature �London� 362, 430 �1993�; J. Rickett
and Jon Claerbout, “Acoustic daylight imaging via spectral factorization:
Helioseismology and reservoir monitoring,” The Leading Edge 18, 957–
960 �1999�.

18S. J. Norton and I. J. Won, “Time exposure acoustics,” IEEE Trans.
Geosci. Remote Sens. GE–38�3�, 1337–1343 �2000�; S. J. Norton and T.
Vo-Dinh, “Diffraction tomographic imaging with photon density waves:
an explicit solution,” J. Opt. Soc. Am. A 15�10�, 2670–2677 �1998�; W. E.
Doll, S. J. Norton, L. J. Gray, and M. D. Morris, “Passive seismic imaging
of scatterers,” Oak Ridge National Lab, Oak Ridge, TN, Tech. Rep.
K/NSP-585 October �1997�.

19J. R. Potter, “Acoustic imaging using ambient noise—some theory and
simulation results,” J. Acoust. Soc. Am. 95, 21–33 �1994�; J. R. Potter and
M. Chitre, “Ambient noise imaging in warm shallow seas: second order
moment and model based imaging algorithms,” ibid. 106, 3201 �1999�.

20Y. Lee, Statistical Theory of Communication �Wiley, New York, 1960�.
21R. L. Weaver and O. I. Lobkis, “Diffuse waves in open systems and the

emergence of the Greens’ function,” J. Acoust. Soc. Am. 116, 2731–2734
�2004�.

22R. L. Weaver and O. I. Lobkis, “Fluctuations in diffuse field-field corre-
lations and the emergence of the Green’s function in open systems,”
J. Acoust. Soc. Am. 117, 3432–3439 �2005�.

23Closely related to conservation of energy and to reciprocity, this is one of
a set of identities based on underlying symmetries that are used to con-
strain perturbation theories in quantum dynamics. It is easily proved using
orthogonality of the modes.

24One argues that E is known to be constant, except for stochastic fluctua-
tions, at all times after the ergodic time at which rays fill the volume. One
then argues that terms n�m will vanish on averaging over times greater
than TH at which all such terms lose coherence.

25R. Weaver and J. Burkhardt, “Weak Anderson localization and enhanced
backscatter in reverberation rooms and quantum dots,” J. Acoust. Soc.
Am. 96, 3186–3190 �1994�; R. L. Weaver and O. I. Lobkis, “Enhanced
Backscattering and Modal Echo of Reverberant Elastic Waves,” Phys.
Rev. Lett. 84, 4942–4945 �2000�.

26T. A. Brody, J. Flores, J. B. French, P. A. Mello, A. Pandey, and S. S. M.
Wong, “Random Matrix Physics: Spectrum and strength fluctuations,”
Rev. Mod. Phys. 53, 385–478 �1981�; H.-J. Stöckmann, Quantum Chaos:
An Introduction �Cambridge U. P., Cambridge, 1999�; R. L. Weaver, “On
the Ensemble Variance of Reverberation Room Transfer Functions, The
Effect of Spectral Rigidity,” J. Sound Vib. 130, 487–491 �1989�.

27O. I. Lobkis, R. L. Weaver, and I. Rozhkov, “Power Variances and Decay
Curvature in a Reverberant System,” J. Sound Vib. 237, 281–302 �2000�.

28K. G. Sabra, P. Roux, and W. A. Kuperman, J. Acoust. Soc. Am. 117,
164–174 �2005�.

3456 J. Acoust. Soc. Am., Vol. 118, No. 6, December 2005 R. L. Weaver and O. I. Lobkis: Diffuse field correlation variance



Simplified expansions for radiation from a baffled
circular piston

T. Douglas Mast
Department of Biomedical Engineering, University of Cincinnati, Cincinnati, Ohio 45267-0586

Feng Yua�

Department of Aerospace Engineering and Engineering Mechanics, University of Cincinnati,
Cincinnati, Ohio 45221-0070

�Received 31 May 2005; revised 1 September 2005; accepted 5 September 2005�

Computation of acoustic radiation from a baffled circular piston continues be an active area of
investigation, both as a canonical problem and because of numerous practical applications. For
time-harmonic radiation, exact series expansions are an attractive approach because they do not
require numerical integration or limiting approximations. Here, series expansions due to Hasegawa,
Inoue, and Matsuzawa �J. Acoust. Soc. Am. 74, 1044–1047 �1983�; 75, 1048–1051 �1984�� are
shown to reduce to simpler expressions suitable for numerical computations of piston fields in
lossless and attenuative fluid media. For the region r�a, where a is the piston radius and r is the
distance from the piston center, an exact solution is given by an series of spherical Hankel functions
and Legendre polynomials with explicit, closed-form, position-independent coefficients. For the
paraxial region w�a, where w is the distance from the piston axis, a second exact series expansion
is valid for all axial distances z and reduces to the known analytic solution for w=0. These two
expansions allow the radiated field to be computed at any point, with rapid convergence except for
points near the circle bounding the piston. Example numerical results illustrate application of this
method to ultrasonic sources. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2108997�

PACS number�s�: 43.20.Rz, 43.20.El �JJM� Pages: 3457–3464

I. INTRODUCTION

Acoustic radiation from a circular piston is a canonical
acoustics problem investigated by Rayleigh and many subse-
quent researchers. In this problem, a circular piston with ra-
dius a, within an infinite rigid baffle, vibrates uniformly at a
radial frequency � with a normal velocity v0e−i�t into a ho-
mogeneous fluid medium with speed of sound c and density
�. The resulting radiated pressure is given by the Rayleigh
integral1

p�r,t� = −
ik

2�
p0� eikR

R
dSe−i�t, �1�

where p0=�cv0, R= �r−rs� is the distance from a field point r
to a point on the piston surface rs, k is the wave number � /c
�which is complex in the case of a sound-absorbing me-
dium�, and S covers all points on the piston surface, rs�a.

The Rayleigh integral is not directly solvable in a simple
form, except for certain special cases, including the on-axis
field and the asymptotic far field.2 Piston fields have often
been computed using numerical integration, including meth-
ods that transform the Rayleigh integral into single line
integrals3–6 and methods involving numerical integration of
the space- and time-dependent piston impulse response.7–9

Because of the problem’s practical importance in ultrasonics
and other areas of acoustics, the efficient computation of
such numerical integrals,10–12 as well as approximations to
the piston field,13–17 remain active areas of research.

An alternate approach to exact computation of piston
fields involves expansion of the field in series of orthogonal
functions. Series solutions have advantages including exact-
ness, easily analyzed convergence properties, and amenabil-
ity to analysis. Series of this form were derived by
Backhaus18 and Stenzel,19 who presented equivalent expan-
sions valid for the region r�a, where r is the distance from
the piston center. These expansions are slow to converge for
r�a, while an additional solution by Stenzel for the region
r�a is slow to converge over the entire region r�a.19,20

More recently, Wittmann and Yaghjian20 presented an alter-
nate derivation of the Backhaus-Stenzel series for r�a and a
different expansion for r�a, which incurs similar conver-
gence problems for r�a. Other available series expansions
include an expression in oblate spheroidal coordinates by
Spence21 that is slow to converge for large ka, an expansion
derived by Carter and Williams22,23 and improved by Elrod24

that is invalid for z�a and is slow to converge outside the
paraxial region, and a slowly-converging series derived by
New as a limiting case of a radially vibrating polar cap on a
rigid sphere.25

More general series expansions were derived by Hase-
gawa, Inoue, and Matsuzawa.26,27 These series contain coef-
ficients that depend on the spatial position and on the choice
of an origin for the coordinate system employed. For a given
field position, choice of an appropriate origin location pro-
vides a series with favorable local convergence properties.
However, simpler expressions that do not depend on spatial
position or choice of origin would be desirable for numerical
computation of piston radiator fields.a�Present address: Cessna Aircraft Company, Wichita, Kansas 67215.

J. Acoust. Soc. Am. 118 �6�, December 2005 © 2005 Acoustical Society of America 34570001-4966/2005/118�6�/3457/8/$22.50



Here, simplified series, which also result from special
cases of the Hasegawa, Inoue, and Matsuzawa expansions,
are derived. An expansion valid for r�a is equivalent to
previous series solutions,18–20 but is presented here with ex-
plicit, closed-form coefficients. A second expansion is valid
for w��z2+a2, where w is the distance from the piston axis,
and converges within a few terms for field points near
the axis. Computational examples show that these two
methods provide accurate solutions for the piston field,
with favorable convergence properties except near the
velocity discontinuity at the piston boundary, where z�0
and w�a.

II. THEORY

A. General expansions

For simplicity, the following derivations will set p0	1
in Eq. �1� and suppress the e−i�t time dependence. An exact
series solution of the Rayleigh integral by Hasegawa et al. is
then given for the notation of Eq. �1� as27

p�r,�� = 

n=0

�

�− 1�n�2n + 1�fn�kr0,kra�Pn�cos ��jn�kr� ,

�2�

fn�kr0,kra� = �
kr0

kra

Pn� kr0

�
�hn

�1�����d� .

Here, r0 is distance from the piston center to the origin of the
spherical coordinate system �r ,� ,	�, which is placed arbi-
trarily along the piston’s axis of symmetry �r0
0�,
ra=�r0

2+a2, jn and hn
�1� are the spherical Bessel function and

Hankel function of the first kind, and Pn is the Legendre
polynomial. The integral fn�kr0 ,kra� can be evaluated for
successive indices n using a recurrence relation given in Ref.
26. According to Hasegawa et al., the solution of Eq. �2� is
appropriate for r�ra, while for r�ra an appropriate series
solution is27

p�r,�� = 

n=0

�

�− 1�n�2n + 1�Re�fn�kr0,kra��Pn�cos ��hn
�1��kr� .

�3�

Although exact and fairly general, computations em-
ploying Eqs. �2� and �3� are complicated by the requirement
to choose an origin position r0. The solution of Eq. �2�
is slow to converge for large values of kr, and the
convergence properties of Eq. �3� also depend on kr, so
that the useful region for each of these expansions depends
on the choice of the origin r0. Two special cases of
the above solutions can reduce these difficulties;
a simplified derivation encompassing these special cases
follows.

B. Simplified expansions

Below, simplified series expansions for the Rayleigh in-
tegral are derived directly from a series expansion of the

integrand, As a starting point, the distance R from a field
point r to a point on the piston surface rs in Eq. �1� can be
written in cylindrical coordinates as

R = �z2 + w2 + ws
2 − 2wws cos 	s, �4�

where z and w are the axial and azimuthal coordinates of the
field point, while ws and 	s are the azimuthal coordinate and
angle of a point on the piston surface. This coordinate
system, in which the origin is placed at the piston
center, is sketched in Fig. 1. Without loss of generality, the
azimuthal angle 	 of the field point is taken here to be
zero.

The distance defined by Eq. �4� can be rewritten as

R = �r1
2 + r2

2 − 2r1r2 cos 	s sin � , �5�

where the distances r1 and r2 must satisfy the relation
r1

2+r2
2=z2+w2+ws

2 and sin �= �wws� / �r1r2� may not exceed
unity.

Several different series expansions of the Rayleigh inte-
gral can then be obtained using the identity28

eik�r1
2+r2

2−2r1r2 cos 	s sin �

�r1
2 + r2

2 − 2r1r2 cos 	s sin �

= ik

n=0

�

�2n + 1�Pn�cos 	s sin ��jn�kr1�hn
�1��kr2� , �6�

which converges for r1�r2. Here, Pn is the Legendre poly-
nomial, jn is the spherical Bessel function, and hn is
the spherical Hankel function. Variants of this identity
were employed in Refs. 19, 26, and 27. Inserting Eq. �6�
into the Rayleigh integral �1�, one obtains the series expan-
sion

FIG. 1. Sketch of the problem geometry and notation. A piston of radius a,
centered at the origin, radiates from within an infinite baffle into a
semi-infinite space. The vector r= �w ,z ,	� is the position of a field
point in cylindrical coordinates, where w is the azimuthal distance from
the piston axis, z is the distance along the piston axis, and 	 is the
azimuthal angle. The vector rs= �ws ,	s� denotes a position on the piston
surface. The angle between the z axis and the position vector r is denoted
by �.
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p�r� =
k2

2�


n=0

�

�2n + 1��
0

a �
0

2�

Pn�cos 	s sin ��d	s�
�jn�kr1�hn

�1��kr2�wsdws

= k2

n=0

�

�2n + 1�Pn�0��
0

a

Pn�cos ��jn�kr1�hn
�1��kr2�wsdws

=
k2

��


n=0

�

�− 1�n�4n + 1�
�n + 1

2�
�n + 1�

��
0

a

P2n�cos ��j2n�kr1�h2n
�1��kr2�wsdws. �7�

Here, the integral over 	s has been evaluated using
the addition theorem for Legendre polynomials as
in Refs. 19 and 26. The Legendre polynomial Pn�0� has
value zero for odd n, so that the series expansion
of Eq. �7� contains only Legendre polynomials
and spherical Bessel and Hankel functions of even
order.

Given a choice of appropriate distances r1 and r2, con-
struction of a series expansion solving the Rayleigh integral
�1� in the region r1�r2 requires only evaluation of the inte-
gral term in the last of Eqs. �7�. One useful case is obtained
by setting r1=ws, r2=�z2+w2=r, which results in a valid
series expansion if r�a. In this case, sin �=w /r=sin � and
Eq. �7� becomes

p�r� =
k2

��


n=0

�

�− 1�n�4n + 1�
�n + 1

2�
�n + 1� �0

a

j2n�kws�wsdws�
�P2n�cos ��h2n

�1��kr�

= 

n=0

�

�− 1�n� ka

2
��2n+2� �4n + 1��n + 1

2�
�n + 2��2n + 3

2�

�1F2n + 1;n + 2,2n +
3

2
;− � ka

2
�2�

�P2n�cos ��h2n
�1��kr� . �8�

Here, evaluation of the integral term29 has yielded explicit
coefficients in terms of the generalized hypergeometric func-
tion 1F2. Taken as a function of �	ka /2, this function is
well-behaved for all orders n, with value unity for �→0,
positive for all ��0, and zero for �→�. For large order n,
this hypergeometric function approaches a Gaussian distribu-
tion

lim
n→�

1F2�n + 1;n + 2,2n + 3
2 ;− �2� = e−�2/2n, �9�

which can be verified by expanding the hypergeometric and
exponential functions from Eq. �9� in powers of � and evalu-
ating the limit n→� term by term. The general function

1F2�a1 ;b1 ,b2 ;−�2� has been analyzed previously30 and can
be computed numerically with available algorithms.31,32

Equivalently, the integral appearing in Eq. �8� can be
evaluated in terms of Bessel functions and Lommel
functions.29

The series expansion of Eq. �8� is equivalent to series
derived in Refs. 18–20 for the region r�a, although none of
these references presented explicit series coefficients. This
expansion, which is valid for r�a and converges smoothly
except for the region r�a, can also be obtained by setting
r0=0 in Eq. �3�. Numerical computations suggest that out-
side the region r�a, the number of terms required for con-
vergence is of the order N�ka. Below, the solution of Eq.
�8� will be referred to as an “outer” expansion, since it is
valid for the region exterior to the hemisphere r=a.

A second useful series expansion is obtained from the
choices r1=w, r2=�z2+ws

2. In this case, cos �=z /�z2+ws
2

and Eq. �7� reduces to

p�r� =
1

��


n=0

�

�− 1�n�4n + 1�
�n + 1

2�
�n + 1�

��
kz

kra

P2n� z

�
�h2n

�1�����d�� j2n�kw�

=
1

��


n=0

�

�− 1�n�4n + 1�
�n + 1

2�
�n + 1�

f2n�kz,kra�j2n�kw� ,

�10�

where f2n is the integral function from Eq. �2�, which can be
evaluated using the recurrence relation26

f0 = eikz − eikra,

�11�

f2n = − f2n−2 − kraP2n� z

ra
� − P2n−2� z

ra
��h2n−1

�1� �kra� ,

where ra=�z2+a2. This solution corresponds to the special
case r0=z in Eq. �2�. The series converges for the region
w��z2+a2, with fastest convergence near the piston axis
w=0 and slowest convergence for w��z2+a2. Numerical
experience suggests that, within the region of validity for this
expansion, N�kw terms are required for convergence at an
azimuthal distance w. Because the solution of Eq. �10� con-
verges fastest within the cylinder defined by w�a, this se-
ries will be referred to below as a paraxial expansion.

Notable is that the terms f2n in Eq. �10� depend spatially
only on the axial coordinate z. Thus, computations of the
piston field at multiple spatial points �e.g., on a rectangular
grid in the axial and azimuthal directions� can be performed
more efficiently by computing these terms only once for each
axial distance required.

Compared to the previous series expansions cited above,
the expansion of Eq. �10� particularly simplifies computation
of pressure fields near the piston axis. On the axis �w=0�,
only the leading term from Eq. �10� is nonzero and the solu-
tion reduces identically to the known exact solution2

p�0,z� = eikz − eikra = − 2ieik�z+ra�/2 sin� kra − kz

2
� , �12�

where, as above, ra=�z2+a2.
Similarly, for points close to the piston axis, the paraxial

expansion of Eq. �10� converges within a few terms, since
each term of Eq. �10� is of order �kw�2n. Thus, for example,
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an expression valid to fourth order in the normalized azi-
muthal coordinate kw can be obtained from Taylor series for
the first three terms of the paraxial expansion �10�. The result
is

p�w,z� = eikz − eikra1 −
a2�kra + i�

4kra
3 �kw�2 + ��k,a,ra��kw�4�

+ O��kw�6� , �13�

where the fourth-order term � is given by

��k,a,ra� =
a4

64k3ra
7�12� ra

a
�2

− 15��kra + i�

− i4� ra

a
�2

− 6��kra�2 + �kra�3� . �14�

The truncated series of Eq. �13� is accurate for points near
the piston axis, relative to the acoustic wavelength. For
kw�1, this expression is more accurate than the approxi-
mate paraxial expression derived by Schoch,2,4 and agrees to
second order in kw with an improved approximation derived
in Ref. 13. The fourth-order correction of Eq. �14� provides
greater accuracy for small kw than either of these previous
approximations.

The pressure field given by the paraxial expansion of
Eq. �10� can also be used to derive a simplified expression
for the output of an ideal coaxial receiver, which is given by
the average pressure over a circular surface Sb with radius b,
centered at w=0 and parallel to the piston at a distance z.
This is a configuration of interest in ultrasonic measurements
of attenuation33,34 as well as hydrophone measurements of
acoustic fields.35 Acoustic reciprocity allows the spatially av-
eraged pressure to be obtained in a similar manner for the
cases b�a and b
a. The results can compactly be written
as

p̄b�z� =
1

�b2 � p�r�dSb

=
�1

2

2b2 

n=0

�

�− 1�n� k�1

2
�2n

�
�4n + 1��n + 1

2�
�n + 2��2n + 3

2� f2n�kz,k�z2 + �2
2�

�1F2n + 1;n + 2,2n +
3

2
;− � k�1

2
�2� , �15�

where �1=b, �2=a if b�a, and �1=a, �2=b if b
a. Due to
acoustic reciprocity, interchange of source and receiver
causes the spatially-averaged pressure to vary only by a mul-
tiplicative factor due to the change in relative source and
receiver area.34,35

C. Recurrence relations for numerical evaluation

Because gamma functions of large order can take on
exceedingly large values �e.g., �171��7.3�10306 is the
largest integer-order gamma function that can be computed
as a double-precision real variable�, it is helpful to define
recurrence relations for the coefficients in the expansions of

Eqs. �8� and �10�. Using the recurrence and duplication for-
mulas for the gamma function,36 the outer expansion of Eq.
�8�, valid for r�a, is written as

p�r� = 

n=0

�

An1F2n + 1;n + 2,2n +
3

2
;− � ka

2
�2�

�P2n�cos ��h2n
�1��kr� ,

A0 =
�ka�2

2
, �16�

An = −
2n − 1

32n3 − 26n + 6
�ka�2An−1, n 
 0,

while the paraxial expansion of Eq. �8�, valid for
w��z2+a2, is written as

p�r� = 

n=0

�

Bnf2n�kz,kra�j2n�kw� ,

B0 = 1, �17�

Bn = −
8n2 − 2n − 1

8n2 − 6n
Bn−1, n 
 0,

with f2n�kz ,kra� defined by the recurrence relation of Eq.
�11�.

Similarly, the expansion of Eq. �15� for the pressure av-
eraged over a coaxial circular surface of radius b can be
written

p̄b�z� = 

n=0

�

Cnf2n�kz,k�z2 + �2
2�

�1F2n + 1;n + 2,2n +
3

2
;− � k�1

2
�2� ,

C0 = ��1

b
�2

, �18�

Cn = −
2n − 1

32n3 − 26n + 6
�k�1�2Cn−1, n 
 0,

where �1=b, �2=a if b�a, and �1=a, �2=b if b
a.

III. COMPUTATIONS

Example computations were performed by directly ap-
plying the outer series expansion of Eq. �16�, the paraxial
series expansion of Eq. �17�, and the expansion of Eq. �18�
for computations of averaged pressure over a circular aper-
ture. In each case, series were truncated after the conver-
gence criterion

�pn − pn−1�
�pn−1�

� � �19�

was met for two successive terms, where pn is the pressure
estimate obtained by truncation of an exact series expansion
after the nth term. Given this convergence criterion, a
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minimum of three terms is required to compute the piston
field at any point. The small parameter � was taken in
these computations to be 10−6. If a series computation
diverged or caused a floating-point overflow before meet-
ing the convergence criterion, as can occur near the
boundaries of convergence for each series type, the sum
was taken to be the value obtained by truncating the series
at the term of minimum error �.

Results from the exact series expansions derived above
can be compared with known analytic solutions for special
cases of the piston field. For the on-axis case w=0, the
paraxial series expansion given by Eq. �10� is mathemati-
cally equivalent to the analytic solution of Eq. �12�. In Fig. 2,
the exact on-axis field for ka=20+0.1i is plotted against the
expansions of Eqs. �8� and �10�, where the former solution is
only valid for z�a. Also shown is the logarithmically scaled
relative error log10��p− pexact� / �pexact��, where pexact is the ana-
lytic on-axis solution of Eq. �12�. The corresponding plot of
error relative to the analytic solution shows that the outer
expansion of Eqs. �8� has a numerical error comparable to
the truncation error expected for �=10−6, except for the re-
gion z�a. The paraxial expansion of Eq. �10� shows error
comparable to the precision limit for double-precision nu-
merical computations.

The solutions can also be compared to the asymptotic far
field for the piston radiator, given by

p�r,�� → − ika2J1�ka sin ��
ka sin �

eikr

r
, �20�

where J1 is the Bessel function of order 1. Figure 3 shows
plots of the far-field pattern p�r ,�� ·re−ikr for the asymptotic
�r→�� solution and the present series solutions, computed
for a piston with normalized radius ka=20, a normalized
axial distance of kz=20�107, and azimuthal distances of
w�2z, corresponding to ����1.11 radians or an angular
span of 127°. The second panel of the plot shows the
logarithmically scaled relative error log10��p− pfar� / �pfar��,
where pfar is the asymptotic far-field solution of Eq. �20�.
Agreement is good, with error exceeding the series trun-

cation precision only near nulls of the asymptotic far-field
pattern.

Convergence of the outer and paraxial series expansions
is illustrated in Fig. 4. Here, the number of terms required to
meet the convergence criteria described above are plotted as
a function of position for a piston with normalized radius
ka=50. The outer expansion from Eqs. �8� and �16� con-
verges uniformly outside the vicinity r�a, requiring 35 to
38 terms for most of the field. The paraxial expansion from
Eqs. �10� and �17� converges immediately on-axis, with the
number of required terms increasing approximately linearly
�N�kw� as the azimuthal distance w approaches �z2+a2.
For the case illustrated here, convergence occurs in less than
38 terms throughout the cylinder w�a, except for the vicin-
ity where z�0 and w�a. Although the number of terms
required for convergence depends on ka, the spatial regions
of convergence for each expansion are determined only by
the piston geometry, as seen from the conditions for validity
of Eq. �6�.

The two expansions derived above have overlapping re-
gions of validity that enable accurate computation of the ra-
diated pressure field for the entire half-plane z�0. An effec-
tive use of these series employs Eqs. �8� or �16� for the
region w�a and Eqs. �10� or �17� for the region w�a. The
number of terms required for convergence using this combi-
nation of series is illustrated in Fig. 4�c�. The region of va-
lidity for each solution results in rapid convergence every-
where �number of terms �ka� except for points near the
piston boundary, where z�0 and w�a.

An example simulation shows the application of these
methods to computation of fields induced by high-frequency
sources in lossless and absorbing media. This computation
employed the outer expansion of Eq. �16� for the region
w�a and the paraxial expansion of Eq. �17� for the region
w�a. The parameters employed correspond to a transducer
of frequency 4 MHz and diameter 6.1 cm radiating into a
tissue-like fluid medium with sound speed 1.54 mm/�s. Fig-
ure 5 shows pressure amplitudes for the lossless case, with a
normalized wave number ka=500, and for a case with ab-

FIG. 2. Computed pressure amplitudes and base-10 logarithm of relative
error for paraxial and outer series expansions of the on-axis field of a baffled
piston in a lossy medium, computed for ka=20+0.1i.

FIG. 3. Computed far-field pattern and base-10 logarithm of error relative to
the asymptotic far-field solution for the outer series expansion, computed for
ka=20, kz=20�107.
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sorption of 2 dB per piston radius, or 0.16 dB/ �cm MHz�,
corresponding to a normalized complex wave number
ka=500+0.2303i.

The accuracy and computational efficiency of the exact
series expansion approach can be compared with numerical
integration using the impulse response method. For the
straightforward implementation of the impulse response
method employed here, the single-frequency field was ob-
tained here as a single Fourier component of the analytic
piston impulse response9 The Fourier integral defined in Ref.
9 was evaluated analytically for the constant portion of the
impulse response, and using midpoint integration for the du-
ration over which the impulse response is not constant. The
number of summation points used for the numerical integra-
tion was adjusted so that the time step employed was an
integer fraction of the time span integrated.

The impulse response method was used to compute the
lossless field of a piston with ka=500 described above and
plotted in Fig. 5. For accuracy comparable to the series
method, a sampling rate of about 1000 points per period, or

4 GHz for the present example, is required for the impulse
response method. This fine sampling is consistent with pre-
vious findings that gigahertz �GHz�-range sampling rates are
required for accurate impulse-response computations of
megahertz �MHz�-range ultrasound fields.37 To compute one
field point, the impulse response method as implemented
here thus required summation of up to 1.59�105 terms for
each field point. This may be compared to the �300 summa-
tion terms required for the series solution with comparable
accuracy in this case. Also notable is that the impulse re-
sponse must be recomputed for each spatial position, while
the series solutions of Eqs. �16� and �17� contain coefficients
that need only to be evaluated once for multiple spatial po-
sitions. The result is that the impulse-response method re-
quired 1.8�10−2 CPU s per field point for the computation
shown, while the series expansion method required
1.6�10−4 CPU s per field point. Thus, for the implementa-
tions employed here, the series method can improve compu-
tational speed by two orders of magnitude compared to nu-
merical integration. Both computations were implemented
here in GNU Fortran 77 �g77�, running under Linux on an
AMD Athlon 64 3000+ processor with clock speed 1.8 GHz.

Use of the series expansion method to model a pitch-
catch measurement is illustrated in Fig. 6. In the modeled
configuration, the acoustic pressure radiated by a baffled pis-
ton is detected by an idealized coaxial receiver that averages
the free-field pressure over a circle of radius a. The averaged
pressure was computed using Eqs. �18� for normalized wave
numbers ka=1, 4, 10, and 100 and axial distances
0�z /a�10. The results show the expected axial variations
in the measured pressure due to near-field diffraction effects,
as well as amplitude changes due to beam spreading. The
accuracy of these results can be gauged by numerical com-

FIG. 4. Number of terms required for convergence, ka=50, �=10−6. The
number of required terms is shown using a linear gray scale where black
represents three terms �the minimum possible for the convergence criteria
employed� and white represents 200 terms. To show detail, points requiring
more than 200 terms are plotted with a value of 200. �a� Outer expansion.
�b� Paraxial expansion. �c� Combined solution, requiring �40 terms in most
of the half-space. The solid white regions in panels �a� and �b� represent the
spatial regions where the respective expansions do not converge.

FIG. 5. Pressure amplitude computed using simplified series expansions.
Left: field in a lossless medium, ka=500. Right: field in an absorbing me-
dium, ka=500+0.2303i. Both fields are shown using a linear gray scale in
which black represents �p�=0 and white represents �p�=2p0.
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parisons with the exact solution for a=b, z=0 given by
Rayleigh1,2 and with the numerical integration approach
from Ref. 34 for arbitrary a, b, and z. The series method
from Eqs. �18� is thus found to provide acceptable accuracy
�relative error magnitude �10−4–10−5� for z=0 and high ac-
curacy �relative error magnitude �10−6, limited by the series
truncation error� for z greater than about 0.1a.

IV. DISCUSSION

The work presented here provides accurate solutions for
the fields of piston radiators, with favorable analytic and
computational simplicity as well as convergence properties
compared to previous exact solutions. The outer and paraxial
series expansions presented here can be regarded as special
cases of those given in Refs. 26 and 27, but consideration of
these special cases has resulted in simpler analytic forms for
the expansions. Compared to the general expansions given in
Refs. 26 and 27, those presented here have one-half the num-
ber of terms, take simpler forms including closed-form coef-
ficients for the outer expansion of Eq. �8�, and do not require
choice of an arbitrary origin position.

The series methods presented here can be considered a
complementary alternative to numerical integration ap-
proaches. Methods for computing exact piston fields by nu-
merical integration include transformations of the Rayleigh
integral into single line integrals3–6 as well as approaches to
integration of the space- and time-dependent piston impulse
response.7–9 Recent progress has been made in efficient nu-
merical computation of such integrals.10–12 Several ap-
proaches are reviewed in Ref. 12, where application of a
grid-sectoring method to a modified impulse-response inte-
gral is shown to significantly improve computational effi-
ciency for single-frequency computations of the piston
nearfield. Compared to the present series approaches, nu-
merical integration approaches based on the piston impulse
response may incur greater computational difficulties in the

acoustic far field,10,12 but may provide more accurate results
for points near the velocity discontinuity at the piston bound-
ary, where z�0 and w�a.

The series solutions presented here are expected to be
useful for computations of single-frequency piston fields at
multiple spatial positions. This is the configuration of inter-
est, for example, in ultrasonic heating of tissue, where the
acoustic heat deposition in an absorbing medium needs to be
known with high spatial resolution.13 In highly absorbing
media, such as soft tissue at sufficiently high ultrasonic fre-
quencies, acoustic absorption may substantially affect dif-
fraction of ultrasound beams. Thus, the series methods pre-
sented here, which treat attenuation effects exactly by
incorporation of a complex wave number, may have advan-
tages over other approaches that treat attenuation
approximately.13,17,38

Another application for the series solutions presented
here is benchmarking of numerical methods for radiation
from arbitrary sources, as has been previously done using
numerical integration methods.16,39 The easily-characterized
accuracy of the series solutions allows numerical evaluation
of piston radiator fields with accuracy limited only by the
floating-point resolution employed in the computations.
Thus, this method is expected to be useful for computing
reference solutions in both lossless and absorbing media. Us-
ing Fourier synthesis of piston fields computed for multiple
frequencies, time-domain reference solutions can also be
computed. However, the series methods considered here are
not expected to be as efficient as time-domain integration
methods for computation of transient radiation.

The capability of the series solutions for exact nearfield
computations of spatially-averaged piston fields in absorbing
media should also be useful for measurements of attenuation
in transmission mode.33,34 In highly absorbing media, the
presence of large attenuation may measurably affect the spa-
tial distribution of acoustic pressure in the near field. For this
reason, rigorously accounting for the effects of absorption
may provide increased accuracy in diffraction correction for
attenuation measurements.
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Detection of calcifications in breast is an important problem in the diagnosis of breast cancer.
Vibro-acoustography is a recently developed method that uses the radiation force of ultrasound to
create images of the mechanical response of an object at a low frequency using the magnitude or
phase of the response. Small spheres are used to explore the use of the phase of vibration as a
contrast modality for use in detection and identification of calcifications in breast tissue. An
experiment is presented to measure the magnitude and phase of vibration at different frequencies.
The theoretical and experimental results are compared for spheres of two different sizes. Phase
images are shown in which five spheres of different density can be clearly distinguished from each
other. With phase measurements and images, it is demonstrated that predictable image contrast
exists for spheres of different density embedded in a viscoelastic medium. © 2005 Acoustical
Society of America. �DOI: 10.1121/1.2130947�

PACS number�s�: 43.20.Tb, 43.25.Qp, 43.30.Jx, 43.80.Qf �TDM� Pages: 3465–3472

I. INTRODUCTION

X-ray mammography is the standard clinical screening
modality for breast cancer because of its good sensitivity,
high specificity, and relatively low cost. Screening has been
shown to reduce breast cancer mortality by 20%–35% in
women aged 50 to 69 and slightly less in women of ages 40
to 49 �Elmore et al., 2005�. The American Cancer Society
currently recommends that women start receiving yearly
screening mammograms starting at age 40 �American Cancer
Society, 2005�.

It has been found that breast x-ray density and age are
factors that decrease the sensitivity and specificity of the
mammography screening process �Carney et al., 2003�. In-
creased breast density reduces contrast in mammograms,
making calcifications and tumors harder to find. Women aged
40 to 49 typically have denser breast tissue than older
women, making this group susceptible to mitigated benefits
from the screening process.

The roles of medical ultrasound and magnetic resonance
imaging �MRI� techniques are actively being explored to ad-
dress some of the limitations of current x-ray mammography.
Medical ultrasound is often used as an adjunct for women
who have suspicious lesions identified on the mammogram,
and for women with dense breast tissue. However, medical
ultrasound is not always able to detect microcalcifications
due to a number of factors including the spatial resolution of
the imaging system, speckle noise, and phase aberration
�Anderson et al., 1997�. MRI has shown increased sensitivity
in detection of lesions in studies of women with increased
risk of breast cancer, but specificity is lower than x-ray mam-

mography �Elmore et al., 2005�. Also, the cost of MRI scan-
ning and the need for injection of a contrast agent are other
reasons it has not supplanted x-ray mammography as a wide-
spread clinical screening modality. A recently developed ul-
trasound method called vibro-acoustography is being ex-
plored as a new modality for medical imaging with
applicability to breast imaging �Fatemi and Greenleaf, 1998,
1999; Fatemi et al., 2002�.

Vibro-acoustography typically uses two ultrasound
beams at slightly different frequencies, f0 and f0+�f , where
�f is typically in the kilohertz range. When the two sound
beams interfere at the intersecting foci of the two beams, the
resulting acoustic radiation force causes the object within the
intersection or focal region to vibrate at �f . When the object
vibrates, it creates a sound field which is called acoustic
emission. The acoustic emission is measured with a low-
frequency hydrophone or microphone. An image of the
acoustic emission can be formed by scanning the object in a
raster pattern with a transducer.

Vibro-acoustography has been used for various medical
applications such as imaging of mass lesions in liver tissue
and calcified arteries �Alizad et al., 2004a, 2004b�. The po-
tential use of vibro-acoustography in breast imaging has
been studied, and there have been good results including
detection of mass lesions present in the mammogram as well
as microcalcifications as small as 100 �m in diameter �Al-
izad et al., 2004c�.

Vibro-acoustography overcomes the obstacle of speckle
noise that plagues conventional medical ultrasound. Speckle
noise arises from ultrasound interactions with scatterers that
are roughly the same size as the wavelength of the ultra-
sound. Since the acoustic emission is at very low frequen-
cies, the wavelength is very large compared to the ultrasound
wavelength, thereby avoiding the speckle noise from scatter-
ing. The spatial resolution obtained using vibro-

a�Portions of this work were presented in “Measuring the phase of vibration
of spheres in a viscoelastic medium using vibrometry,” 28th International
Acoustical Imaging Symposium, San Diego, CA, March 2005.

b�Electronic mail: jfg@mayo.edu
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acoustography is good. Using a confocal two-element 3.0
MHz transducer with an F number of 1.55, the point-spread
function in the focal plane is about 0.7 mm wide in the focal
plane, giving an excitation that is very localized �Chen et al.,
2004�.

Breast microcalcifications can be associated with the
presence of diseased tissue �Kumar et al., 2005; Ikeda 2004�.
The material properties of microcalcifications are very differ-
ent from those of the surrounding soft tissue. Microcalcifica-
tions are composed of apatite, calcite, calcium oxalate, and
other materials �Fandos-Merera et al., 1988�. These materials
have densities ranging from 2200 to 3350 kg/m3 �Lide,
1991�, while soft tissue has a density closer to that of water,
which is 1000 kg/m3. Because these materials are denser
and harder than the soft tissue, an imaging modality that is
sensitive to density could be used to better detect microcal-
cifications.

There are two reasons to model microcalcifications as
small spheres. First, using a sphere simplifies the shape of
the calcifications and the model can be extended easily for
any size calcification. Second, extensive theoretical develop-
ment on the motion of spheres in a viscoelastic medium ex-
cited by radiation force has already been carried out �Chen et
al., 2002�. We chose to model the spheres in a viscoelastic
medium because soft tissue is inherently viscoelastic.

In the vibro-acoustography studies previously cited, the
difference frequency ranged from 5 to 30 kHz, and the mag-
nitude of the acoustic emission signal was used to create the
images �Alizad et al., 2004c�. As a new contrast mechanism,
we will explore the phase of the vibration at very low fre-
quencies, 100–3000 Hz.

II. METHODS

A. Dynamic motion of a sphere

The radiation force resulting from a plane wave incident
on a sphere immersed in a fluid is given by F=�a2Y�E�,
where �a2 is the projected area of the sphere, Y is the radia-
tion force function, and �E� is short-term time average of the
energy density of the ultrasound �Chen et al., 2002�. The
dynamic radiation force from two interfering plane waves is
given by Fd=�a2Y�E0�cos���1−�2�t−�d� where �E0�
=2P0

2 /�c2 and �d is the phase shift of the radiation force
compared to the incident field. The difference frequency is
defined as ��=�1−�2. The velocity of the sphere can be
calculated as

V =
Fd

Zr + Zm
. �1�

The terms Zr and Zm are the radiation and mechanical im-
pedances, respectively, given in Eqs. �2� and �4�, where k
=����2 / �2�+��, h=����2 /�, �=�1+ i���2, and �
=�1+ i���2, a is the radius of the sphere, � is the density
of the medium, c is the speed of sound of the medium, �1

and �2 are shear elasticity and viscosity of the medium,
respectively, and �1 and �2 are the bulk elasticity and
viscosity of the medium, respectively �Ostreicher, 1951�.
For soft tissues, �1�109 Pa, �2�0 Pa·s, �1�104 Pa, and
�2�10−2 Pa·s �Ostreicher, 1951; Frizzell et al., 1976�.
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For a sphere with mass m vibrating with harmonic ve-
locity Vei��t, the force required to overcome the inertia of
the sphere is given as

F = m
dVei��t

dt
= im��Vei��t. �3�

The mechanical impedance is defined as the ratio of the
applied force to the resulting velocity given in the following
equation, where �s is the density of the sphere material:

Zm =
− F

Vei��t = − im�� = − i�s
4�a3

3
�� . �4�

Using these relationships, we can calculate the response of
spheres of varying density over a range of frequencies.

B. Phase of vibration

Let us denote Z as the sum of Zr and Zm. Also, we
introduce phasor notation where Fd= �Fd���d, Zr= �Zr���r,
Zm= �Zm���m. We can rewrite Eq. �1� as

V =
�Fd� � �d

�Zr� � �r + �Zm� � �m
=

�Fd� � �d

�Z� � �Z
. �5�

We would like to explore how the density of the sphere
changes the phase of the velocity for the sphere. From Eq.
�4�, we know that �m=−90° so we substitute this value in Eq.
�5� and find the phase of Z. We observe that the radiation
impedance only depends on the medium parameters, and
thus has no effect on the phase variance as the density of the
sphere changes. The total impedance Z is given in Eq. �6�
and the phase of Z is given in Eq. �7�

Z = �Zr�cos��r� + i�Zr�sin��r� − i�Zm� , �6�

�Z = tan−1	 �Zr�sin��r� − �Zm�
�Zr�cos��r�


 . �7�

We can calculate the impedance phase, �Z, for a sphere
of radius a=0.79 mm, in a viscoelastic medium modeling
tissue with parameters �1=6.7�103 Pa, �2=0.5 Pa·s, �1

=109 Pa, �2=0 Pa·s, c=1500 m/s, �=1000 kg/m3. We will
vary the density of the sphere, �s, from 1000–8000 kg/m3

and set �f =1.0 kHz. The resulting curve is shown in Fig. 1
and shows a phase change of 54.75° over the range of den-
sity given.

To find an optimal value for �f , the phase change is
calculated over the given density range for different values
of �f . The optimal point for the curve shown in Fig. 2 is a
phase change of 64.5° given at �f =600 Hz.
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The only parameter that can change the phase of the
velocity in the force term is the radiation force function Y
which introduces phase �d in Eq. �5�. The radiation force
function for five different spheres made of acrylic, soda lime
glass, silicon nitride, 440-C stainless steel, and brass with
densities of 1190, 2468, 3210, 7840, 8467 kg/m3 over a
range of �f =0–3000 Hz was computed, and the results are
shown in Fig. 3. The phase change of the radiation force
function is less than 0.5° for this range of �f , so it can be
assumed that any contrast is due to the density change of the
sphere. The velocity for the five different spheres mentioned
above for a frequency range of �f =0–3000 Hz was calcu-
lated. The magnitude and phase of the velocity are shown in
Fig. 4, where the magnitude curves are normalized by the
maximum value of the brass response.

Each sphere has a specific resonance frequency at which
the magnitude of the velocity is maximal. The resonance
frequency is dependent on the values of �1, �2, and a. It is
important to note that for all values of �f the phase shift is

the least for the sphere of lowest density made of acrylic, and
the greatest for the most dense sphere made of brass. As
density increases, the phase shift increases as shown in Fig.
1. Therefore, the phase shift of the vibration is proportional
to density, providing a predictable density contrast mecha-
nism for evaluating images.

One way to view the magnitude and phase data in one
plot is to use a feature space. The magnitude is plotted on the
x axis and the phase on the y axis for the data plotted in Fig.
4. Before plotting the phase versus the magnitude, the brass
response is subtracted at each frequency to use the brass
response as a reference. The frequency range is limited from
�f =750–3000 Hz to avoid the effects of the resonances of
the different spheres. The goal of this feature space diagram
is to find a pictorial way to separate the contributions from
each sphere over a range of frequencies. In the background,
different gray scales define a discrimination surface to sepa-
rate the responses from each sphere. The regions in Fig. 5
depict the discrimination regions for the acrylic, soda lime
glass, silicon nitride, and stainless steel in decreasing levels
of brightness. The points within those regions depict simula-
tion results at individual frequencies. The discrimination sur-
face adequately separates the responses of the different
spheres.

III. EXPERIMENT

A. Experimental setup

Spheres of equal diameters, either 1.5875 or 3.175 mm,
and different materials including acrylic, soda lime glass,
silicon nitride, 440-C stainless steel, and brass were sus-
pended in an optically clear gelatin phantom in a line so that,
when scanned, they would all be in the same focal plane. The
spheres were separated by more than 1 cm to avoid interac-
tions of shear waves in the gelatin and the sidelobes of the
point-spread function. The spheres with diameters 1.5875
and 3.175 mm will henceforth be referred to as the small and
large spheres, respectively. The spheres were spray painted
white to provide a reflective surface for a Doppler laser vi-
brometer �Polytec, Waldbronn, Germany�. The gelatin phan-

FIG. 1. Plot of �Z versus density of sphere for a sphere of radius a
=0.79 mm at �f =1.0 kHz.

FIG. 2. Plot of change in �Z versus �f for a sphere of radius a=0.79 mm
and varying the density from 1000–8000 kg/m3.

FIG. 3. Plot of �d for spheres of radius a=0.79 mm made of different
materials.
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tom was made using 300 Bloom gelatin powder �Sigma-
Aldrich, St. Louis, MO� with a concentration of 10% by
volume. A preservative of potassium sorbate �Sigma-Aldrich,
St. Louis, MO� was also added with a concentration of 5%.
A confocal, two-element transducer with a nominal fre-
quency of 3.0 MHz and a focal distance of 70 mm was used
to excite each sphere. One signal generator �33120A, Agi-
lent, Palo Alto, CA� was set at f0 and the other was set at
f0+�f , where f0=3.0 MHz. A pulse–echo technique was
used to position the sphere in the focal region of the trans-

ducer. A Doppler laser vibrometer measured the velocity of
the sphere, and this signal was subsequently processed by a
lock-in amplifier �Signal Recovery, Oak Ridge, TN� to obtain
the measurements of the magnitude and phase of the veloc-
ity. The phase was computed using a sinusoidal reference
signal at the vibration frequency �f , created by mixing the
two ultrasound drive signals and passing the mixed signal
through a low-pass filter. The block diagram of the experi-
mental setup is shown in Fig. 6.

The difference frequency was varied from 100–1250 Hz
in increments of 50 Hz. The magnitude and phase of vibra-
tion at each frequency were measured while the transducer
was spatially fixed on each sphere. With the measurement
data, feature spaces are formed to evaluate the ability to
separate the responses of the different spheres.

A magnitude and phase image was created for each
sphere at �f =700 Hz. This difference frequency was chosen
because it was higher than the resonance frequencies so as to
avoid confounding interactions due to resonance and to pro-
vide more predictable contrast between the spheres both in
the magnitude and phase images. The laser was focused on
one sphere while the transducer was raster scanned across
the phantom with a pixel size of 0.2�0.2 mm. The laser was
then focused on the other spheres one at a time, and the
scanning was repeated, resulting in five images. The same
field of view was scanned each time to assure registration of
all the images.

B. Experimental results

The measured magnitude and unwrapped phase for the
two phantoms are shown in Fig. 7. The magnitude and phase
images from each of the five scans performed at �f
=700 Hz were combined to create composite images for the

FIG. 4. �a� Normalized magnitude and
�b� phase of velocity for five spheres
of different materials with radius a
=0.79 mm.

FIG. 5. Feature space for simulation results in Fig. 4.
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phantom. Preprocessing was performed to reduce noise in
the background of the images. The magnitude composite im-
ages were formed by adding all five magnitude images to-
gether. The phase composite images were created using
threshold masks made from the magnitude images. The

original phase images were multiplied by the mask images
and then summed together. As a result of the threshold op-
eration, the phase composite image had a blocky appearance,
so it was spatially low-pass filtered to make the objects more
resemble spheres. This filtering did not affect the image val-
ues in terms of comparing the magnitude and phase of the
spheres. A bias was added to the background so that the
relative phase differences could be better visualized. The
composite images are shown in Figs. 8 and 9 for the large

FIG. 6. Block diagram for experimental setup.

FIG. 7. Measurement results for large
and small spheres. �a� Normalized
magnitude of the velocity for the large
spheres. �b� Phase of velocity for the
large spheres. �c� Normalized magni-
tude of the velocity for the small
spheres. �d� Phase of velocity for the
small spheres. ��—acrylic; �—soda
lime glass; �—silicon nitride;
�—stainless steel; *—brass�.

FIG. 8. Images of large spheres. �a� Normalized magnitude image of large
spheres. �b� Phase image of large spheres. From top to bottom the spheres
are made of acrylic, soda lime glass, silicon nitride, stainless steel, and
brass. Brass is used as a reference.
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and small spheres, respectively. From top to bottom, the
spheres are made of acrylic, soda lime glass, silicon nitride,
stainless steel, and brass. The brass and stainless spheres
appear dark in the phase image because brass was used as the
reference for comparison, and stainless steel has a phase
value very close to the brass.

For feature space analysis the measurement data were
used for frequency ranges of �f =400–1250 Hz and
700–1250 Hz for the large and small spheres, respectively.
The two different lower cutoff frequencies were chosen to
avoid the resonance characteristics of the spheres. The fea-
ture spaces for the large and small spheres are shown in Fig.
10. The feature space results are incorporated back into the
images using the discrimination surface created with the fea-
ture spaces. In both feature spaces acrylic is identified by
yellow, soda lime glass by red, silicon nitride by green, and
stainless steel and brass by blue. The raw image data that
were not biased were used for classification of the spheres
using the feature space from the measurements. The resulting
classified images are shown in Fig. 11.

IV. DISCUSSION

Comparing the phase responses in Figs. 4 and 7, we find
that the spheres follow the same pattern, that is, the phase
shift is proportional to the density of the sphere. The magni-
tude measurements provide no predictable contrast mecha-
nism at a single �f . The only density contrast evident in the
magnitude measurements is that the resonance frequency is
that inversely proportional to the density.

FIG. 9. Images of small spheres. �a� Normalized magnitude image of small
spheres. �b� Phase image of small spheres. From top to bottom the spheres
are made of acrylic, soda lime glass, silicon nitride, stainless steel, and
brass. Brass is used as a reference.

FIG. 10. Feature spaces for large and
small spheres. �a� Feature space for
measurements on large spheres for
�f =400–1250 Hz. �b� Feature space
for small spheres for �f =700–1250
Hz. �acrylic—yellow; soda lime
glass—red; silicon nitride—green;
stainless steel and brass—blue�.

FIG. 11. Classification of images using feature spaces for large and small
spheres. �a� Classified image for large spheres. �b� Classified image for
small spheres.
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If we consider the magnitude image in Fig. 8�a�, we
observe that the acrylic, stainless steel, or brass spheres have
similar image intensities. Also, the soda lime glass and sili-
con nitride appear similar. In the phase image, the intensity
distinction between the acrylic and stainless steel spheres is
very evident. We also note a difference between the soda
lime glass and silicon nitride spheres in the phase image. The
phase image in Fig 8�b� illustrates the same phase shift pro-
gression as the measurements, that is, compared to the most
dense sphere made of brass, spheres of less dense material
have larger phase shifts.

For the small spheres, the magnitude image in Fig. 9�a�
would lead us to believe that the soda lime glass, silicon
nitride, and stainless steel spheres are similar, and that the
acrylic and brass spheres may be similar based on image
intensity. However, the phase image in Fig. 9�b� provides
evidence of the differences between the five spheres just as
the phase image for the large spheres.

The feature space analysis in Fig. 10 provides very good
separation of the different spheres for both sizes of spheres
used. The discrimination surfaces are slightly different for
the different-sized spheres due to different relationships be-
tween the magnitude and phase for each size. The colors
yellow, red, green, and blue represent the divisions for the
acrylic, soda lime glass, silicon nitride, and stainless steel
and brass spheres. All of the large and small spheres were
classified correctly in Fig. 11. This feature space analysis
could be used for in vivo imaging to differentiate between
objects of interest in an image. We see potential in this type
of analysis being useful in classification of different types of
calcifications and disease types, but that requires much more
additional work.

To use this method in vivo a few points must be consid-
ered. Vibro-acoustography uses the acoustic emission signal
to form images. In this paper, we demonstrated improved
contrast from the laser measurement of the velocity of the
spheres. To use acoustic emission instead of the velocity, we
must develop the mathematical relationship relating the ve-
locity to the acoustic emission. As an alternative to measur-
ing the acoustic emission, we could measure the velocity of
the sphere using Doppler ultrasound techniques. Motion de-
tection using pulsed Doppler and a Kalman filter designed
for detecting the magnitude and phase of motion due to a
harmonic source has been developed and has demonstrated
that phase and displacements down to 30 nm could be mea-
sured reliably �Zheng et al., 2003�.

These experiments detailed in this paper were carried
out under continuous wave �cw� driving conditions. This
type of implementation in vivo could be potentially damag-
ing because of tissue heating effects. The method can be
adapted for using tone bursts to prevent undesirable tissue
heating.

Calcifications in the breast are not necessarily spherical
in shape nor are they the same size within a sample. If the
shape is close to spherical we could assume an equivalent
sphere model where we use some effective radius to analyze
objects in an image. To address size variations we can per-

form simulations using this equivalent sphere concept to bet-
ter understand the potential contrast in magnitude and phase
images.

The density of calcifications would probably not exceed
3500 kg/m3, so the contrast in the phase images may only be
about 30°, but that should be sufficient if the phase of the
background is relatively constant. If �f is kept in the low
kilohertz range, phase wrapping in the phase image should
not be a significant issue. However, two-dimensional phase
unwrapping techniques have been developed and could be
utilized if the need arose �Ghiglia and Pritt, 1998�.

V. CONCLUSION

The ability to distinguish between different materials in
an image is of great import in medical diagnosis. We have
shown that we can provide predictable contrast between ob-
jects of different density, so that when an image is presented
the density of different objects in the image can be com-
pared. Finding the magnitude and phase responses of small
spheres in a viscoelastic medium may give us more insight
into how to choose the difference frequency when imaging
microcalcifications in the breast. We may be able to provide
better contrast in the phase images so that we can identify
microcalcifications among other structures in the image,
which would aid in diagnosis and treatment.
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In using the near-field acoustical holography based on the inverse boundary element method �BEM�
for the reconstruction of vibroacoustic source parameters, an enormous number of measurements
required in practice have limited the extended application of this method. To obtain the sufficient
field data with a small number of actual measured data, the regeneration method of the radiated field
using the multipoint equivalent sources is attempted in this paper. In using the equivalent source
method, a vibrating source can be represented by distributed spherical sources inside the actual
source surface. In this paper, the radiated field is expressed with a series of spherical Hankel
functions and spherical harmonics. For suppressing the adverse effect of high-order spherical
functions, spatial filtering of coefficients and wave-vector components by a regularization scheme is
adopted. Restored field data appended with actual measured data can be used as input for the inverse
BEM to reconstruct the source field. Numerical tests for spherical sources were performed for
investigating the characteristics of the proposed technique. In order to validate the usefulness of the
proposed method to actual irregular sources, a vacuum cleaner was taken as a demonstration
example and good agreement between measured and reconstructed results could be observed.
© 2005 Acoustical Society of America. �DOI: 10.1121/1.2114547�
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I. INTRODUCTION

Identification of source distribution is the starting condi-
tion for the effective noise control, notwithstanding the dif-
ficulties in dealing with the extended vibroacoustic radiators.
As one of the indirect methods for the identification of such
extended sources, near-field acoustical holography �NAH�
has been recently highlighted. This method enables the pre-
cise estimation of the distribution of acoustical parameters
on the source surface, i.e., surface pressure and normal ve-
locity on a vibrating object, from which the radiation char-
acteristics of the source such as radiated power from the
surface, field pressure, and sound intensity can be easily pre-
dicted. In summary, NAH has been realized in three ways.
One of them is based on the spatial Fourier transform1,2 of
measured data on the hologram plane into the target source
plane, only in separable geometry. The second type is based
on the inversion of the vibro-acoustic transfer matrix multi-
plied by the measured hologram data, which usually employs
the source modeling by a direct3,4 or indirect5 boundary ele-
ment method �BEM�. Arbitrarily shaped sources can be dealt
with, but a relatively high computational effort is required in
comparison with the former method due to the numerical
implementation of integral equations. The third type is to use
a series expansion of spherical radiation functions for de-
scribing the sound field, in particular, in the hologram plane.

The coefficient of each spherical function, centered at an
origin located within the source volume, is determined by the
numerical inverse process.6–8

Equivalent source method �ESM� was suggested9–11 as
an alternative to BEM that can be also used for the recon-
struction of a sound field without numerical modeling and
source information. This method is based on the principle of
wave superposition, and it was successfully applied to many
acoustic problems in both exterior12–14 and interior15,16 do-
mains. The Helmholtz equation least-squares �HELS�
method,8,17 which is a special case of ESM by using spheri-
cal waves, emanating from a single point, has been suggested
for reconstructing the sound field or source field in the
spherical coordinates. It was recently shown18,19 that the
HELS method can be combined with the BEM-based NAH
method, with relatively fewer measurements, for the recon-
struction of source parameters of an arbitrarily shaped object.

When the inverse BEM is employed in the NAH, in
spite of its advantageous feature in dealing with irregular
sources, the method has not yet been used in many actual
applications. This is mainly because a large number of mea-
surements are required in practice in order to obtain a very
fine source image. A reduction of the laborious effort in in-
strumentation and measurement has been needed for the ex-
tended application of this method. In this paper, in order to
obtain the sufficient hologram data with a small number of
actual measured data, the HELS method is reformulated by
adopting multiple spherical sources distributed inside a
source. This can be indeed regarded as a kind of interpola-
tion of the measured field data. The contribution of each
equivalent source can be determined by matching the as-
sumed solution with the boundary conditions on the
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structure9–11 or the measured acoustic pressures on the holo-
gram plane.9,17 Because the boundary conditions are, in gen-
eral, the target values for holographic reconstruction, they
are a priori unknown, so that the radiated field pressures,
usually measured in the near field, are adopted as constraints
on the assumed solution.

A difficulty in using ESM is that there exists little logi-
cal guidance to determine the location, order �or type�, or
number of equivalent sources, although the reconstruction
resolution is highly affected by these characteristics. There
were attempts to determine the optimal source locations and
strengths numerically by adopting the natural algorithms for
simple sources.20,21 However, it seems that a proper guide-
line is needed for the selection of suitable locations for high-
order spherical sources. In this paper, it is attempted to uti-
lize the effective independence �EfI� method4,22 for the
positioning of linearly independent measurement sensors as
well as equivalent sources.

The reconstruction accuracy may not be satisfactory be-
cause the system matrix is, in general, ill conditioned, mainly
due to the radiated evanescent waves that are decaying at
high rates away from the source. Consequently, the solution
is very sensitive to the choice of the number of expansion
terms,9,17 in relation with the existence and uniqueness, and
the measurement errors, in relation to stability. To determine
the optimal expansion number, which is equivalent to design-
ing a low-pass filter for suppressing the high-order spherical
waves, the least-square error method �LSM� can be utilized
in an iterative way by minimizing the sum of errors between
actual and predicted pressures.9 However, this process re-
quires an additional field measurement to minimize the re-
construction error. Alternatively, spatial coefficient filtering
�SCF� method is proposed here to determine the optimal
truncation order. Additionally, regularization techniques23–25

can be adopted to suppress the contribution of high-order
wave vector components having small singular values. In
this paper, the Landweber iterative method24 is employed to
improve the reconstruction accuracy. The generalized cross-
validation �GCV� method23 between the actual and repro-
duced model is adopted in determining the optimal param-
eters of regularization.

After regeneration of the radiated sound field in the ho-
logram plane using the optimized ESM, the vibroacoustic
source parameters can be efficiently recovered by using the
inverse BEM, of which both the regenerated field data and
the actually measured data are input. Numerical tests are
performed for investigating the characteristics of the pro-
posed method. In order to validate the applicability of the
proposed method to practical complex-shaped sources, a
canister-type vacuum cleaner is taken as a demonstration ex-
ample, for which a comparison is made between measured
and reconstructed results.

II. FORMULATION

A. Reformulation of the HELS method

Let the reference position rs be the origin of the coordi-
nate, then the time-harmonic acoustic field pressure at an
arbitrary point rm in the homogeneous free-field outside the

source surface can be expressed in a truncated form to the
order N in terms of spherical radiation functions � j as9

pf�rm;�� = �
n=0

N

�
l=−n

n

Cn,lhn�krm�Yn
l ��,��

� �
j=1

J

Cj� j�rm;�� �j = 1,2,3, . . . � . �1�

Here, � is the circular frequency of time-harmonic variation
�e−i�t� and k is the wave number. hn and Yn

l represent the
spherical Hankel function of the first kind of order n�n
=1,2 ,3 , . . . � and spherical harmonics of order �n , l�, respec-
tively, which are particular solutions to the Helmholtz equa-
tion in the spherical coordinates �r ,� ,��, C denotes the co-
efficient of each radiation function, and J is the total number
of radiation functions. The total number of expansion terms
is J= �N+1�2, for which the relationship of j=n2+n+ l+1
holds. Equation �1� can be rewritten in the following matrix
form when the field pressures are measured at rm�m
=1, . . . ,M� points on the hologram surface:

p f = �C . �2�

Here, p f denotes the measured field pressure vector, � de-
notes the spherical function matrix, and C represents the cor-
responding coefficient vector. If the field measurements are
not duplicated, it is obvious that every column vectors of the
matrix � are linearly independent because the spherical
functions satisfy the completeness and orthogonality.26

If multiple equivalent sources are adopted for modeling
a vibroacoustic source, the radiated field pressure can be ex-
pressed by a superposition of spherical functions with re-
spect to each equivalent source position re as

pf�rm;�� = �
e=1

E

�
j=1

J

Cj
e� j�rm − re;�� , �3�

where E is the number of equivalent sources inside the actual
vibroacoustic source. For M measurement points, one can
rewrite Eq. �3� in a matrix form as

p f = �1C1 + ¯ + �JCJ � �D , �4�

where � j and C j represent the spherical function matrix re-
lated to the jth expansion term and the corresponding co-
efficient vector, respectively. In addition, � and D indi-
cate the global spherical function matrix and coefficient
vector corresponding to E-equivalent sources having J ex-
pansion terms, respectively. Thus, the total number of co-
efficients of multiple equivalent sources is Q=E�J. The
first term �1 on the right-hand side of Eq. �4� signifies the
system matrix only consisting of monopoles. High-order
spherical functions are added up as the expansion order
increases. Note that, for given M measurements, the maxi-
mum order of each spherical source is limited by the num-
ber of equivalent sources. Namely, the more equivalent
sources are used, the lower-order spherical functions are
involved in the matrix �.

Using the SVD technique, the spherical function matrix
can be expressed as
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� = U�WH, �5�

where the operator “H” makes the matrix in a Hermitian
form, � represents the diagonal matrix of which the diagonal
elements � j are the singular values of the matrix �, and U,
W are two unitary matrices satisfying the orthonormality of
�ui�H�u j�= �wi�H�w j�=	ij. By combining Eqs. �4� and �5�, the
coefficients can be obtained by

D̂ = W�−1UHp̃ f , �6�

where p̃ f denotes the measured pressure vector at M field
points. Once the coefficient of each spherical function is de-
termined by Eq. �6�, one can regenerate arbitrary field pres-
sures at M2 points outside the minimal spherical surface,
enclosing a source as

p̂ f2
= �M2

D̂ , �7�

where �M2
represents the spherical function matrix for M2

field points.

B. Improvement of reconstruction accuracy with
regularization

The spherical function matrix � is ill conditioned, in
general. Consequently, the condition number of the matrix �
is much larger than unity. During the inversion process, high-
order spherical functions, which are closely correlated with
evanescent waves, affect the reconstruction result signifi-
cantly. Because the measured field pressures are always more
or less contaminated by noise, small fast-varying noise sig-
nals, both measurement noise and high-order wave compo-
nents can become a big contributor after the inversion. Due
to this unnecessarily amplified component, the reconstructed
results will be severely distorted from the actual target field,
and the solutions are very sensitive to the choice of the num-
ber of expansion terms. From this reason, the system matrix
should be truncated so that the error between measured and
regenerated pressures at M2 field points, in particular on the
hologram plane, is minimized in the least square sense as
follows:

min
q
Q

�p̃ f2
− p̂ f2

�q�� . �8�

Here, � · � denotes the L2 norm and p̂ f2
�q� represents the re-

generated field pressure vector calculated by the first q co-
efficients. This process is called the least-square error
method �LSM�, which will need additional measurements for
constraints. In principle, after finding an optimal truncation
order qop by the LSM, one can obtain a best fit of the
restored acoustic image to the constrained field measure-
ments.

Spherical radiation functions are directly associated with
the acoustic radiation modes because each spherical function
has its unique directivity pattern. In order to avoid the addi-
tional measurements for constraints, the spatial coefficients
filtering �SCF� is considered as an alternative to LSM by
truncating a part of high-order spherical functions. The trun-
cated solution after eliminating the column vectors related to
spherical waves of order q+1 to Q can be expressed as

D̂q = ��F1
q�+p̃ f � ��q�+p̃ f , �9�

where

F1
q = diag�1, . . . 1,0, . . . ,0� �0 
 rank�F1

q� = q 
 Q� .

�10�

Here, the operator “+” signifies the pseudoinverse of a ma-
trix and �q denotes the truncated spherical function matrix
to the order q. In Eq. �10�, the first q diagonal terms of F1

q are
unity while other terms are zero. Thus, the conditioning of
the system of equations depends on the truncation order q.
The optimal parameter qop can be obtained by various
parameter-choice tools.23–25 In this paper, the GCV
technique23 is employed to determine the optimal param-
eter qop.

Spatial filtering of wave vectors having small singular
values of the spherical function matrix with a predetermined
qop can be thought of. By using a regularization technique,
the solution can be given by

D̂qop

� = F1
qopWF2

��−1UHp̃ f � ��qop

� �+p̃ f , �11�

where � is the regularization parameter. If the Landweber
iterative method is employed, the regularization filter is
given by24

F2
� = diag�F1

�,F2
�, . . . ,Fqop

� � , �12�

where

Fq
� = 1 − �1 − ��q

2��+1. �13�

Here, the diagonal elements of F2
� represent the wave vector

filter coefficients at the �th iteration step and � denotes the
convergence factor. The GCV function23 between the ac-
tual and reproduced model after the truncation of coeffi-
cients can be modified as

�����Q=qop
=

�p̃ f − �D̂qop

� �2

	tr�IM − ���qop

� �+�
2 =
��IM − Pqop

� �p̃ f�2

�tr�IM − Pqop

� ��2 ,

�14�

where

Pqop

� = U�WHF1
qopWF2

��−1UH. �15�

Here, “tr” signifies the trace of a matrix and IM means the
unity matrix with rank M. With a predetermined truncation
order qop, the optimal regularization parameter �op can
also be obtained by minimizing the GCV function. In
practice, the regularization does not need any additional
measurements for constraints.

C. Reconstruction of surface parameters by the
inverse BEM

In acoustic problems, the Kirchhoff–Helmholtz bound-
ary integral equation can be derived by taking Green’s theo-
rem of the volume integral equations as follows:3,4
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c�r�p�r� = �
S0

�p�r0�
�G�r,r0�
�n�r0�

− G�r,r0�
�p�r0�
�n�r0�dS�r0� ,

�16�

where r and r0 are the field and surface points on S0, respec-
tively, n the unit normal vector toward a medium on S0, � /�n
the derivative operator in a normal direction to the surfaces,
and c�r� the solid angle. The matrix/vector representation of
Eq. �16� can be obtained after utilizing the discretization and
numerical integration as follows:

p f = G�vS. �17�

Here, G� is the vibroacoustic transfer matrix correlating the
surface normal velocity with the field pressure and this con-
tains the acoustic and geometric information of the system.
The surface velocity can be reconstructed from the measured
field pressure using the least-square solution as follows:3,4

v̂S = �G�
HG��−1G�

Hp̃ f � �G��+p̃ f . �18�

In applying the inverse BEM to reconstructing sound
fields of a vibrating object, more than the number of discrete
nodes considering a wavelength of interest is required to
avoid distortions and take a considerable amount of measure-
ments, since the surface quantities are described by spatial
discretization. Such a procedure may be impractical, espe-
cially for a complex- shaped structure due to the fact that the
discrete nodes and corresponding measurements may be ex-
cessive and the reconstruction process can be extremely
complex and time consuming. To solve this problem and to
enhance the reconstruction efficiency for the surface acoustic
quantities on the noise source, a combined method of the
inverse BEM with the regenerated field pressures can be
thought of. When the field pressures at M2 points are regen-
erated by ESM with the actually measured pressures at M
points, one can enlarge the size of global matrix with the use
of additionally regenerated field pressures. Therefore, the ho-
lography equation can be rewritten as

v̂S = �G��+�M2
��qop

� �+p̃ f . �19�

Although the number of actual measured pressure data is
less than that of velocity-known nodes of the source surface,
the resultant matrix after appending such interpolated field
information would be useful in improving the reconstruction.
In order to suppress the undesirable contribution from high-
order singular values and incorporated noise, a proper tech-
nique of wave-vector filtering should be taken and then the
accuracy of restored result can be improved. In this study, the
Landweber iterative filter with the GCV function is adopted,
as discussed in the previous section. After obtaining the op-
timal regularization parameter � for the matrix G� with the
optimally regenerated field pressures, the surface velocity
can be expressed as

v̂S
� = �G�

��+�M2
��qop

� �+p̃ f = W�F2
���

−1U�
H�M2

��qop

� �+p̃ f ,

�20�

where F2
� represents the regularization filter at the �th itera-

tion step, as defined in Eq. �13�, and v̂S
� denotes the cor-

responding surface velocity vector. Here, the matrices

with the subscript “�” are related to the singular matrices
of G�.

D. Selection of equivalent source locations

In the measurement of radiated sound field by array sen-
sors, if the sensors are located at positions, which are linearly
independent to the noise source, it is quite useful in the view-
point of system singularity. It has been suggested that those
locations can be selected by the EfI method.5,22 The method
ranks the candidate sensor locations according to their con-
tribution to the linear independence of the target modal par-
titions. The contribution of each measurement location to the
linear independence of the field pressure for a given mea-
surement setup can be represented by the EfI value, 	E f

M
,
which is defined as

	E f
M
 = diag�UQUQ

H� , �21�

where UQ is the matrix spanned by the first Q column vec-
tors of the singular matrix U.

In a similar way, the proper locations of equivalent
sources for regenerating the hologram data can also be de-
termined by switching the source and measurement loca-
tions. The linear independency of equivalent sources to the
measurement locations is ensured by the application of the
EfI method for a given set of equivalent sources. The EfI
value for equivalent sources can be given by

�22�
Here, Se

j represents the EfI value for the eth equivalent
source of order j and WM indicates the matrix spanned by
the first M column vectors of the singular matrix W,
which described the source field consisting of
E-equivalent sources with J expansion terms. Each diago-
nal element of 	E f

Q
 represents the contribution of each
equivalent source to the linear independence of the spheri-
cal function matrix. It is noted that the representative EfI
value for each equivalent source position re can be ob-
tained by the sum of the EfI values corresponding to the
expansion order 1 to J. Thus, the linear independency of
each equivalent source location for a given source system
can be expressed as

	E f
e
 = �

j=1

J

	Se
j
 , �23�

where 	E f
e
 denotes the EfI value for each equivalent source

position re. As a result, the equivalent source location having
the smallest EfI value among all the equivalent source posi-
tions can be eliminated one by one, or group by group, from
the initial set of candidate positions until the predetermined
number of equivalent sources is reached.
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III. TEST EXAMPLES

A. Partially pulsating sphere

When a sphere with radius a is partially and harmoni-
cally pulsating at a velocity VS with a half vertex angle �0 in

an infinite, homogeneous, and quiescent medium, the field
pressure at a distance r from the origin is given by27

p�r,�;�� =
i�0cVS

2 �
n=0

�

Zn��0�
hn�kr�
hn��ka�

Pa�cos �� , �24�

where

Zn��0� = Pn−1�cos �0� − Pn+1�cos �0� . �25�

Here, �0 is the density of air, c the speed of sound, Pn the
Legendre polynomial of order n, and hn� the derivative of the
spherical Hankel function of the first kind of order n.

FIG. 1. A comparison of the reconstruction error and calculated GCV value
of surface pressures on a partially pulsating sphere source increasing the
number of expansion terms �ka=3; no input noise�:—, reconstruction
error;---, GCV function. �a� HELS; �b�ESM.

FIG. 2. A comparison of the reconstruction error and calculated GCV value
of the surface pressures on a partially pulsating sphere source increasing the
number of expansion terms �ka=3; SNR=10�:—, reconstruction error;---,
GCV function. �a� HELS; �b� ESM.

FIG. 3. A comparison of analytical and holographic methods in the recon-
struction of surface pressures on a partially pulsating sphere source �ka=3;
SNR=10�.—, Analytical solution;– – – , HELS with LSM �e=2.4% �---,
HELS with SCF and regularization �e=2.84% �;–––, ESM with SCF and
regularization �e=3.00% �.

FIG. 4. A comparison of the reconstruction errors of surface pressures on a
partially pulsating sphere source by applying �a� HELS and �b� ESM. �,
LSM; �, SCF and regularization �solid line, noise-free; dotted line, SNR
=10�.
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Assume that the sphere is partially vibrating with ampli-
tude of VS=0.01 m/s and with a solid angle of �0=40°. Mea-
surement points �M =98� are evenly distributed on the
spherical surface of r=1.05a. The field pressure at each mea-
surement point can be calculated by using Eq. �24� and used
as the input data for simulation. The acoustic pressure on the
surface of sphere was the target for reconstruction.

If a single source happens to be placed at the origin of a
spherical system, the condition coincides with that of the
conventional HELS method, as mentioned earlier. In dealing
with the multiple equivalent spherical sources, apart from the
measurement noise and among many possible factors, the
configuration of equivalent sources and/or boundary condi-
tions can also cause the instability of solution. The instability
due to this condition can be avoided by taking a similar
equivalent source system, which is chosen to conform to the
geometric configuration of measurement points, into the ac-
tual noise source.12 Therefore, eight equivalent sources �E
=8� are uniformly placed on the surface of a small sphere
with r=0.3a inside the actual source. Consequently, the so-
lution is obtained by using the SVD and regularization tech-
nique combined with the SCF method. The following per-
centage error of regenerated data is used for the calculation
of the accuracy of reconstruction:

e =
�actual value − reconstructed value�2

�actual value�2 � 100�%� .

�26�

Even though there is no noise added to the input data,
the reconstruction error does not go to zero since the residual
error still remains in the restored solution. If the solution is
determined by HELS, the residual error between the analyti-
cal and assumed solution with the order Nop can be directly
calculated by matching Eqs. �1� and �24� as follows:

���a,�;���N=Nop
=

i�0cVS

2 �
n=Nop+1

�

Zn��0�
hn�ka�
hn��ka�

Pn�cos �� ,

�27�

where � denotes the residual error of the solution and Nop

represents the optimal order of spherical waves. It is noted
that the residual error increases with the nondimensional
frequency ka and decreases with the optimal order Nop of

spherical waves. The residual error may also vary with
polar angle.

Figure 1 shows a comparison of the reconstruction er-
rors of surface pressures and the calculated GCV function,
increasing the number of expansion terms at ka=3 when no
input noise is added. It is observed that both the reconstruc-
tion error and the GCV function are minimized at the certain
number of expansion order qop. In this case, the maximum
order of spherical waves for HELS �Nmax=8� is larger than
that for ESM with E=8 �Nmax=3�, although the optimal trun-
cation order for HELS �qop=73� is smaller than that for ESM
with E=8 �qop=92�. Note that when the number of measure-
ment M is increased, such a residual error would be de-
creased since the maximum order Nmax can be increased.

It should be noted that the instabilities of the truncated
solution are not only supposed to be due to the residual error,
but also due to the added noise, because the signal deterio-
ration by measurement noise is unavoidable in the actual
situation. To simulate the inclusion of measurement noise,
the calculated field pressures are mixed with the unbiased
Gaussian random noise. In this case, an optimal number of
expansion terms could be determined by utilizing the fact
that the reconstruction error decreases first and then diverges
as the number of expansion terms increases.

When the signal-to-noise ratio �SNR� is equal to 10, the
optimal truncation order qop is much smaller in comparison
with the previous noise-free case, as shown in Fig. 2. In
other words, the maximum order of spherical waves would
be changed with the amount of the added noise because the
high-order spherical waves are much more sensitive to the
noise than low-order ones. The maximum order for ESM is
determined as Nmax=1 and this reveals that the sound field
could be reconstructed by using relatively simple equivalent
sources such as a monopole and a dipole instead of using
high-order spherical waves. Figure 3 shows the reconstructed
surface pressures at ka=3 with an input noise of SNR=10.
As a result, it is thought that the reconstruction accuracy of
the present method is acceptable because the error for ESM
�3%� is less than the input noise level �10%�.

Figure 4 shows a comparison of the reconstruction er-

FIG. 5. �a� BEM model of a snowman-like spherical source in which two
spheres of different size �R1=a, R2=0.75a� are merged with a center offset
of R=0.75a; �b� spatial distribution of candidate field points on the confor-
mal surface at a 0.1a clearance ��, M =200; �, M2=600�.

FIG. 6. Reconstruction errors of the normal surface velocities on a
snowman-like spherical source �600 nodes� by using the inverse BEM �Cp

=5; SNR=100�. �, using 600 regenerated pressures including 200 input
data; �, using 600 input data without regeneration; �, using 200 input data.
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rors by applying HELS and ESM with the change of the
nondimensional frequency ka. As mentioned earlier, the re-
construction error increases with ka due to the existence of
residual error. Under a noiseless condition, the final recon-
struction results by both HELS and ESM with regularization
are slightly deviated from the true value due to the effect of
the residual error and the singularity of the system. In addi-
tion, the reconstruction results with regularization are quite
similar to the results by LSM. It is reminded that LSM can-
not be applied to the actual problems because the true solu-
tion is never known a priori. In summary, it is thought that
multiple equivalent sources can be employed in reconstruct-
ing the sound field efficiently without extra measurements
for constraints, resulting in a substantial reduction of mea-
surement effort.

B. Snowman-like spherical source

In general, a partially pulsating sphere generates the uni-
form and continuous sound field. However, the irregularities
of source shape and boundary condition, on which the radia-
tion pattern highly depends, can also affect the reconstruc-
tion result, although the vibrating object is spherical. There-
fore, it is needed to consider the effect of nonuniformities in
the source shape and boundary condition on the reconstruc-
tion of the sound field. From this purpose, a snowman-like
spherical source, in which two spheres of different radius
�R1=a and R2=0.75a� are merged with a center offset of R
=0.75a, is taken as a second numerical example. This source
is modeled by 600 nodes and 1206 linear triangular ele-
ments, as shown in Fig. 5. The maximum characteristic
length of this model is LC=0.21a, of which the applicable
high frequency can be spanned up to ka=5 under the � /6
criterion for linear elements. The following velocity profile is

given on the source surface to simulate a rapid variation of
the sound field in the polar direction as follows:

V̄S�r,�,�;�� = − VSh0�kr�cos�Cp��exp�i�� . �28�

Here, Cp represents the polar constant.
Once the normal surface velocities are specified, the

field pressure data is calculated using the BEM over a con-
formal surface around the source at a 0.1a clearance, which
will be taken as the input data for simulation. Eight equiva-
lent sources �E=8� are uniformly placed on the surface of a
small sphere of radius r=0.3a, which is located at the center
of the source.

In order to prevent the aliased result, the number of field
points M should be determined appropriately, considering
the interested frequency or the wavelength of the radiated
sound of concern. Consider a case that the field pressures at
200 points �M =200� with SNR=100 �characteristic sensor
distance, LS=0.34a� are used to regenerate acoustic pressures
at 600 points �M2=600� on the conformal hologram surface,
as shown in Fig. 5�b�. Note that the acoustical wavelength in
the direction of the polar angle on the source surface can be
calculated as �R=La� /Cp=6.81a /Cp with the average di-
mension La of the source. For Cp=3.38, the maximum char-
acteristic distance between field points is less than LS

=�R /6=0.34a. Likewise, the characteristic sensor distances
for M2=600 can be determined as 0.21a. It is found that, by
adopting the regularized HELS and ESM, a satisfactory re-
construction could be achieved with an approximately 2%
error over the frequency range of ka=1–5 for Cp=5. In this
test example, the proposed scheme would be valid to within
10% error for Cp�7.

The normal surface velocity can be recovered by the
inverse BEM with an optimal regularization as described in
Sec. II C. Figure 6 shows the reconstruction errors of surface

FIG. 7. �Color online� A comparison of the recon-
structed surface velocity distributions by the inverse
BEM �ka=5; Cp=5; SNR=100�. �a� True value, �b� re-
constructed value using 600 regenerated pressures with
200 input data, �c� reconstructed value using 600 input
data, �d� reconstructed value using 200 input data.
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velocities by the inverse BEM using 600 regenerated field
pressures from 200 input data, and using 600 and 200 input
data with respect to 600 discrete nodes. Here, the input data
represents the simulation pressures, which are calculated by
BEM using the given boundary condition in Eq. �28� and
then contaminated with a random noise of SNR=100. Figure
7 depicts a comparison of the reconstructed surface velocity
distributions by the inverse BEM at ka=5 and Cp=5. It is
noted that, when 200 input data is taken as input to the in-
verse BEM, the restored image is distorted due to an insuf-
ficient number of equations, as shown in Fig. 7�d�. Although
the reconstruction error of surface velocities with regener-
ated field pressures is higher than that with 600 input data, a
reasonably good agreement is observed with an error of e
=10.8%, as shown in Fig. 7�b�. Therefore, it is thought that a
combined method of the inverse BEM with regenerated field
pressures using relatively fewer measurements can enhance
the efficiency of reconstruction.

IV. APPLICATION TO AN IRREGULAR SOURCE

As an irregular-shaped, three-dimensional application
example, a canister-type vacuum cleaner with the dimension
of 303.3�L��254.1�W��206.8�H� mm was chosen. The
vacuum cleaner was modeled by 170 nodes and 336 linear
triangular boundary elements, as depicted in Fig. 8. The
maximum characteristic length of this BEM model was LC

=78.8 mm, which limits the applicable high frequency to
725 Hz, considering the � /6 criterion for linear elements.
Uniformly distributed �50 mm spacing� 336 points were cho-
sen as initial measurement positions. The parallelepiped ho-
logram plane was separated from each nearest side of the
vacuum cleaner by 60 mm, as shown in Fig. 8. Target fre-
quencies were 120 and 240 Hz which were around the har-
monic frequencies of the rotor installed inside the vacuum
cleaner. All experimental works were performed in a full
anechoic chamber.

For the application of the inverse BEM to reconstructing
the source field, more field measurements should be taken
than the number of discrete surface nodes. In this paper,
however, relatively fewer measurements were considered to
extend the measured sound field by using the regularized
ESM. To this end, the measured pressures at M =100 points
were selected by the EfI method. They were taken as the
input data to determine the regularized coefficients in Eq.
�12� and then regenerate the acoustic pressures at all candi-
date measurement locations.

Locations of equivalent sources were also determined by
the EfI technique. Initially, there were 300 candidate-
equivalent sources randomly distributed inside the source.
Thereafter, the EfI value of each equivalent source was cal-
culated with the spherical function matrix � in Eq. �23�. The
locations of 60 equivalent sources are finally chosen by the
EfI method, as shown in Fig. 9�a�. Figure 9�b� shows the EfI
values of equivalent sources with respect to 100 measure-
ment points. From this figure, 60 source positions having
large EfI values were survived during the EfI discarding pro-
cess. One can find that they are close to the source surface
since the EfI values tend to be inversely proportional to the
minimum distance between each equivalent source and mea-
surement point.

It is noted that the number of expansion terms J of each
equivalent source is limited by the number of measurements
M, thus the maximum order of spherical wave functions de-
creases with the number of equivalent sources E. When 60
equivalent sources were used, simple sources such as mono-
poles and dipoles were only involved in the reconstruction
process due to this rather small number J while high-order

FIG. 8. BEM model of a canister-type vacuum cleaner and the locations of
336 candidate field points on a parallelepiped measurement plane. �, mea-
surement points selected by the EfI method; �, field points to be regener-
ated by ESM.

FIG. 9. �a� Equivalent sources determined by applying the EfI method �E
=60�; �b� EfI values of equivalent sources with respect to 100 measurement
points during the EfI discarding process.
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spherical waves could be involved in the HELS method.
Note that the number of expansion terms and equivalent
sources are very much related with the shapes of the mea-
surement plane and the source surface as well as, of course,
the distribution of the source strength, phase, and the fre-
quency.

The field pressure at the measurement plane could be
calculated from the final set of equivalent sources. Figure 10
shows the regeneration errors of field pressures on the mea-
surement plane with increasing the number of equivalent
sources at 120 and 240 Hz. As a result, one can say that
reconstruction results are satisfactory and the error converges
to a certain value when the adopted number of equivalent
sources is more than about E=10 in this case.

Figure 11 illustrates the acoustic pressure distributions at
the measurement plane in the right side of the vacuum
cleaner by using HELS and ESM with E=60, which are
compared with the actual measured pressures. A reasonably
good agreement could be observed between measured and
regenerated field data. Existence of an air outlet, directly

radiating the noise, explains why the field pressure in the
right side of the vacuum cleaner is largest of all the hologram
data.

Combining the inverse BEM with the field data regen-
erated by the optimized ESM, the source or field parameters
can be reconstructed more efficiently. Figure 12 illustrates
the reconstructed normal surface velocities on the vacuum
cleaner by the inverse BEM using 337 measured pressures
and 337 regenerated pressures. As a result, a good agreement
between two results could be obtained at both target frequen-
cies. Once the surface acoustic parameters are identified, one

FIG. 11. A comparison of the measured and regenerated field pressure level
in dB scale at the measurement plane on the right side of the vacuum cleaner
at 120 Hz �left column� and 240 Hz �right column�. �a� Measured, �b�
HELS, �c� ESM with E=60.

FIG. 10. Regeneration errors of field pressures on the parallelepiped holo-
gram plane with increasing the number of equivalent sources: �, 120 Hz;
�, 240 Hz.

FIG. 12. �Color online� Reconstructed
normal surface velocities on the
vacuum cleaner by the inverse BEM
using 336 measured pressures �left
column� and 336 regenerated pres-
sures �E=60� with 100 measured data
�right column�: �a� 120 Hz, �b�
240 Hz.
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can predict the arbitrary sound field by using the forward
BEM calculation. For example, the field pressures on the
elliptical sphere, of which the size is two times bigger than
the noise source, could be accurately predicted and the maxi-
mum difference between the peak pressures in amplitude was
0.12 dB at 120 Hz and 0.29 dB at 240 Hz.

V. CONCLUDING REMARKS

The generalized ESM with multipoint equivalent
sources was employed to reconstruct the sound field in a
holographic way. This method can supplement the NAH us-
ing the inverse BEM that requires a lot of computational and
measurement effort. This study was inspired by the HELS
method that employs the series expansion of spherical wave
functions and approximates the wave field radiated from a
single point source inside the real source. The optimal
amount of expansion was obtained by adopting the spatial
filtering of coefficients and wave vectors based on the regu-
larization technique with the GCV function, thus a solution
could be obtained without a priori knowledge of field con-
straints.

Once the regularized coefficients for the optimally trun-
cated spherical functions are determined, the sound field can
be regenerated as many as necessary on or outside the mea-
surement plane. When the generalized ESM using the suffi-
ciently meaningful number of simple sources is employed, it
is shown that a robust result can be achieved. The positions
of equivalent sources that ensure the linear independence to
the measurement plane can be determined by the EfI method.
After regeneration of the sound field, usually on the mea-
surement plane, using the ESM with regularization, the
source and field parameters can be effectively reconstructed
from measured field data and additionally regenerated field
data. Such a procedure allows a small number of field mea-
surements in implementing the conventional inverse BEM,
thus reducing the measurement effort substantially.
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For porous and granular materials, the dynamic characteristics of the solid component �frame� are
important design factors that significantly affect the material’s acoustic properties. The primary goal
of this study was to present an experimental method for measuring the vibration characteristics of
this frame. The experimental setup was designed to induce controlled vibration of the solid
component while minimizing the influence from coupling between vibrations of the fluid and the
solid component. The Biot theory was used to verify this assumption, taking the two dilatational
wave propagations and interactions into account. The experimental method was applied to measure
the dynamic properties of glass spheres, lightweight microspheres, acoustic foams, and fiberglass. A
continuous variation of the frame vibration characteristics with frequency similar to that of typical
viscoelastic materials was measured. The vibration amplitude had minimal effects on the dynamic
characteristics of the porous material compared to those of the granular material. For the granular
material, materials comprised of larger particles and those under larger vibration amplitudes
exhibited lower frame wave speeds and larger decay rates. © 2005 Acoustical Society of America.
�DOI: 10.1121/1.2130929�

PACS number�s�: 43.20.Ye, 43.20.Jr, 43.58.Dj �RAS� Pages: 3483–3490

I. INTRODUCTION

As advanced structural elements such as honeycomb
panels are used increasingly in vehicles, the total masses of
those structures continue to decrease, especially in aerospace
applications.1 The decrease in airframe mass can result in
increased cabin noise. To maintain interior noise levels, ei-
ther the existing treatment must be supplemented, which
adds mass, or a more efficient treatment must be developed.
Structural vibration damping contributes to the minimization
of these noise-related problems. Porous and granular materi-
als have been widely used for vibration damping and noise-
control applications. A unique characteristic of these materi-
als is that the two separate dilatational waves propagate
through the fluid and the solid component �frame�.2 In this
paper, these are referred to as airborne and frame waves,
respectively.3

To investigate and measure the acoustic properties of
porous materials, it is often assumed that the frame of the
porous materials is either rigid or limp. In the case of air-
borne wave propagation only, the acoustic properties are
measured using several different methods.4 Measurement of
the vibration characteristics of the frame waves under time-
varying external loads,5,6 has received less attention than the
airborne waves. However, these properties are important fac-
tors that affect the acoustic properties when the elasticity of
the frame of the material is large as in the case of polyure-
thane acoustic foams.3 Additionally, vibration characteristics
of the frames of fibrous and granular materials significantly
affect the materials’ dynamic characteristics.7,8

There have been several different approaches to measur-
ing the frame vibration.5,6,9–12 Stoll9 measured the vibration
characteristics of sediments by analyzing the shear wave
propagation in the torsional vibration of samples. The effects
of fluid in torsional vibration are minimal since the shear
stiffness of the fluid is negligible. To induce torsional vibra-
tion of a granular material, samples should be held in some
type of container. Consequently, this method is applicable
only when the effects of these containers on the material’s
dynamic properties are small. Liu and Nagel10 measured the
wave speed in glass spheres under longitudinal vibration.
The vibration response was measured by attaching an accel-
erometer directly to a glass sphere, thus minimizing the ef-
fects of the airborne wave propagation. Using the measured
results, the frame wave speed was calculated through two
different methods—from the time delay between the genera-
tion of a pulse and its arrival at the detector, and from the
phase difference between the two vibration measurements.
These methods required assumptions of the longitudinal
wave propagation and no reflection from the boundaries,
which could be difficult to achieve in some cases. In addi-
tion, the methods may not be applicable when the size of
each particle is small. Okudaira et al.11 performed sound
absorption measurements for various polymeric granular ma-
terials. The wave speed was estimated from the lowest fre-
quency of the peaks of the absorption coefficients and was
found to range from 28 to 40 m/s. However, the wave speed
was obtained at only one frequency per measurement. A
similar problem applies to the method suggested by Kuhl and
Kaiser12 in which the mechanical impedance of the tube con-
taining the granular material was measured, and the wavea�Electronic mail: parkj@hanyang.ac.kr
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speed was estimated by assuming that the height of the
granular layer was equal to a quarter wavelength at the low-
est observed natural frequency.

In this study, an experimental method was proposed to
measure the dynamic characteristics of the frame of porous
and granular materials. Under controlled longitudinal vibra-
tion of the granular material, the transfer function between
the excitation and the response of the specimen was mea-
sured. The experimental setup was designed so that the ef-
fects of the interaction between the two dilatational waves
due to the tortuosity and inertia coupling had negligible im-
pacts on the measurements. The wave propagation character-
istics �wave speeds and loss factors� were obtained from the
measured transfer function. The proposed method was also
applied to measuring the frame wave propagation character-
istics of porous materials, specifically acoustic foams and
fiberglass. The measured characteristics were compared to
those of the typical viscoelastic materials. The impact of sev-
eral parameters, such as vibration amplitude and particle
size, on the measured dynamic properties was investigated.
The measured properties can be used to study sound trans-
mission characteristics and to understand the damping
mechanisms of materials applied as damping treatments.13,14

II. VIBRATION CHARACTERISTICS OF THE FRAME
OF POROUS AND GRANULAR MATERIALS

A. Measurement setup

For small amplitude harmonic vibration, complex elastic
moduli are used to take account of the dissipation of vibra-
tion energy within materials. For uniaxial vibrations, the
Young’s modulus of the bulk solid phase in vacuum is de-
fined as

Ê��� = E����1 + i�E���� , �1�

where E is the dynamic modulus, i=�−1, and �E is the loss
factor of the complex modulus. In order to measure these
dynamic properties using the transfer function method,
controlled excitation and precisely known boundary con-
ditions are required. The dynamic properties of polymers
are often measured using rodlike specimens excited to
longitudinal vibrations.15–17 However, it is difficult to in-
duce a controlled vibration of a granular material formed
into a rod because the material will collapse. If a container
such as a tube is used to hold the specimen in the shape of
the rod, the friction between the granular material and the
container significantly affects material’s vibration
characteristics.12 To minimize these friction-related prob-
lems, the longitudinal vibration of the material specimen
was induced, as shown in Fig. 1.

The lateral dimensions of the specimen in the y and z
directions are larger than the thickness of the specimen, L.

This arrangement has several advantages. The effect of inter-
action between the frame and airborne wave propagations on
the dynamic response due to tortuosity and inertial coupling
is less for a sample of smaller thickness, which can be con-
firmed through Biot’s theory, as shown in the following sec-
tion. The strains in the y and z directions are negligibly
small. Under these conditions, the vibration analysis of the
granular media is reduced to one dimension.

In Fig. 1, the longitudinal vibration response of the
specimen was measured at the attached mass. This attached
mass prevented the shear or bending vibration of the speci-
men, so that the specimen vibrated longitudinally. To mini-
mize the effects of structural deformation, the mass should
be as rigid as possible in the frequency range of interest.
However, the mass should also be as small as possible to
minimize the initial static compression of the specimen due
to the mass loading of the attached mass, especially when
specimens of small elasticity are tested, as in lightweight
microspheres and fiberglass. Additionally, airborne waves
should be able to propagate freely through the attached mass
so that the mass responds only to the frame vibration.

A schematic of the experimental setup used for the test
is shown in Fig. 2. Nomex honeycomb was used as the at-
tached mass. The cross-sectional dimensions, thickness, and
mass of the honeycomb were 5.1�5.1 cm2, 1.9 cm, and
3.6 g, respectively. The honeycomb cell cavity in the x di-
rection provided free propagation of the acoustic wave. The
first natural frequency of the honeycomb mass under free-
free boundary conditions was 880 Hz. This suggests that its
dynamic characteristics were similar to those of a rigid mass
within the frequency range of interest. To prevent standing
waves in the y and z directions, the edges of the granular
specimens were terminated by corrugated acoustic foam.
This acoustic foam border was required to hold the granular
material in place.

B. Wave propagations in granular and porous media

In the wave propagation analysis of granular media, the
particles are often assumed to be limp, i.e., the frame wave
speeds are close to zero. In such cases, the airborne wave
speed ranges from 100 to 300 m/s depending on the me-
chanical properties of the particles. In particular, the airborne
wave speed increases with particle diameter. For complete
analyses of the acoustic properties, the theoretical model pre-
sented by Biot2 has been widely used. For one-dimensional

FIG. 1. Longitudinal vibration of the specimen.

FIG. 2. Experimental setup to measure frame dynamic properties of granu-
lar materials.
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longitudinal wave propagation assuming harmonic motion,
i.e., u�x , t�=Re�û�x�ei�t�, the wave equation is

P̂
�2û

�x2 + Q̂
�2Û

�x2 = − �2��̂11û + �̂12Û� , �2�

R̂
�2Û

�x2 + Q̂
�2û

�x2 = − �2��̂12û + �̂22Û� , �3�

where û and Û are the solid and fluid displacements, respec-

tively, and P̂= Ê�1−�� / �1+���1−2�� is the longitudinal

stiffness. Q̂ and R̂ are the coupling factor and the elastic

constant assumed here as �1−h�Ê2 and hÊ2, respectively,

where Ê2 is the bulk modulus of elasticity of the fluid in the
pores given by

Ê2 = �0c0
2�1 + �2�� − 1�/Npr

1/2�c
�− i�Tc�Npr

1/2�c
�− i�� ,

� is the ratio of specific heats, Npr is the Prandtl number,
�c

2=8��0� /h	 ,� is the geometric structural factor, 	 is the
flow resistivity, h is the porosity, Tc�
�=J1�
� /J0�
�, and J0

and J1 are the Bessel functions of zeroth and first order,
respectively.3,18,19 The mass coefficients are given by �̂11

=�1+�2���̂c /�0−1�, �̂22=�2��̂c /�0, and �̂12=−�2���̂c /�0

−1�, where �1 and �2 are the bulk densities of the fluid and
the solid component, respectively, and �̂c=�0�1
− �2/�c

�−i�Tc��c
�−i��.3

The solution of the above wave equation is assumed as

û�x�/u0 = C1e−ik1x + C2eik1�x−L� + C3e−ik2x + C4eik2�x−L�, �4�

Û�x� = ��Q̂�̂12 − R̂�̂11��2û + �Q̂2 − R̂P̂��2û/�x2�/��2�̂12R̂

− �2�̂22Q̂� , �5�

where k1 and k2 are the wave numbers obtained by solving
the below quadratic equation in k2:3,18

�P̂R̂ − Q̂2�k4 − �2��̂11R̂ − 2�̂12Q̂ + �̂22P̂�k2 + �4��̂11�̂22 − �̂12
2 �

= 0. �6�

Subsequently, the four unknowns, C1–C4, were obtained by
applying the boundary conditions. Four boundary conditions
are imposed at x=0 and L as

ûx=0 = u0, �7�

Ûx=0 = u0, �8�

�P̂
�û

�x
+ Q̂

�Û

�x
	

x=L
= �2ûx=Lm/A , �9�

�R̂
�Û

�x
+ Q̂

�û

�x
	

x=L
= 0, �10�

where m is the mass and A is the cross-sectional area of the
attached mass block. After neglecting the effects of the sur-
rounding air, the pressure release boundary condition was
used to simplify the problem. In the transfer function meth-

ods, the measured values for û and Û may be used in Eqs. �4�

and �5� to obtain k1 and k2, from which the dynamic charac-
teristics of the frame can be found. However, this requires
measurement of the two transfer functions ûx=L /u0 and

Ûx=L /u0. Measuring the particle velocity to obtain Ûx=L /u0

may require a complicated experimental setup. Measuring
the inertia coupling and the tortuosity also requires separate
measurement procedures. To avoid these complexities, the
coupling between vibrations of the fluid and the solid com-
ponent was neglected, and the transfer function methods
were applied.

When the coupling between vibrations of solids and flu-
ids is minimal, the equation of motion for the one-
dimensional vibration of the solid component is simplified to

�2û

�x2 + k̂2û = 0, �11�

where k̂2=�1�2 / P̂ is the complex wave number. The mea-
surement procedures based on this longitudinal vibration of
the specimen are well established.15–17 In the transfer func-
tion method, a standing wave is analyzed to estimate the
wave number from the measured transfer functions. From the
measured wave number in the solid, the complex stiffness
and the wave speed were obtained:

P̂ = �1�2/k̂2, �12�

ĉ = �/k̂ . �13�

For longitudinal vibration shown in Fig. 1, the measured
transfer function between the input and output displacements
is related to the wave number as

ûx=L/u0 = �cos k̂L − �m/ms�k̂L sin k̂L�−1, �14�

where ms=�1AL is the mass of the specimen.
After substituting ûx=L /u0 in Eq. �14� with the measured

transfer function and separating the real and imaginary parts,
two equations are obtained. The Newton-Rapson method is

used to obtain the complex wave number k̂=kr+ iki from
these two equations. There are an infinite number of solu-
tions that satisfy Eq. �14�. Among the possible solutions,
only one is physically acceptable. This solution and Eq. �12�
yield positive real and imaginary parts for the complex

modulus, P̂.
The application of the transfer function method requires

minimal interaction between oscillations of the fluid and the
solid component. The validity of this assumption was inves-
tigated by comparing the predicted responses of the speci-
men by two different methods—the Biot theory, Eq. �4�, and
the uncoupled longitudinal vibration analysis, Eq. �14�. The
effects of tortuosity and inertial coupling should be negli-
gible when the thickness of the sample approaches zero. Fig-
ure 3 shows the predicted transfer functions of the acoustic
foam. To predict the transfer functions, the material param-
eters were assumed to be E=0.25 MPa, �E=0.2, �=0.3, �1

=30 kg/m3, �=7.8, and 	=25000 MKS Rayls/m. The mass
per unit area of the attached mass, m /A, was 1.55 kg/m2.
The calculation was performed for different foam thick-
nesses: 8, 32, and 64 mm. In Fig. 3, the two predictions were
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very similar when the thickness was 8 mm. As the thickness
increased, the interaction increased and, consequently, there
were considerable discrepancies between the two predicted
responses. This suggests that the interaction between the two
dilatational waves decreased with the decreasing specimen
thickness. Obviously, the fluid and the solid component are
completely uncoupled when the thickness is close to zero.

To further analyze the effects of interactions on the mea-
surements of the frame dynamic properties, the transfer func-
tion method was applied to the predicted response of the Biot
theory, and the obtained dynamic properties are shown in
Fig. 4. Samples with a small thickness �L=8 mm� resulted in
the dynamic properties assumed in the simulation. As the
thickness increased, the obtained dynamic moduli deviated
from the given value since the coupling of the fluid and the
solid component which was not taken into account in the
transfer function method increased and affected the transfer
function, ûx=L /u0.

These results show that the specimen thickness should
be as small as possible to measure the dynamic properties of
the solid components of porous and granular materials using
the transfer function method. However, too small thickness
may increase the sensitivity, resulting in physically unaccept-
able values even if small experimental errors are included in
the measurements.14,16 A suitable compromise is required
based on the material being tested.

III. RESULTS AND DISCUSSION

A. Measurements of transfer functions

In the experimental setup shown in Fig. 2, an electronic
shaker �Brüel & Kjær type 4809� was used to induce the
longitudinal vibration of the base panel. A random signal in
the frequency range of 10 to 2000 Hz was supplied to the
shaker. A miniature piezoelectric accelerometer �Endevco
model 2250-A� was attached to the center of the base panel
to measure the input acceleration level a0�=−�2u0�. The
magnitude and phase of the acceleration measurements were
calibrated with respect to the velocity measurement of a laser
Doppler vibrometer that was used to measure the vibration of
the attached mass. The transfer function between the two
vibration measurements u0 and ûx=L was used to obtain the
wave propagation characteristics.

A wide range of specimens composed of different raw
materials and particle diameters were tested. These speci-
mens included lightweight microspheres made of polyimide
�Teek-L and Teek-H�, glass spheres, thermoplastic �TPV�
pellets, fiberglass, polyurethane acoustic foam, and
melamine foam. The densities and particle radii of the
samples are given in Table I. The glass spheres and light-
weight microspheres were spherical, but the TPV pellets
were shaped more like circular cylinders. Each lightweight
microsphere particle has a void in the center and the density

FIG. 4. Dynamic characteristics of the acoustic foam obtained by the trans-
fer function methods. The dynamic response predicted by the Biot theory
was assumed as the measured transfer function.

FIG. 3. Predicted transfer functions using two different methods—the Biot
theory, calculated using Eq. �4�, and the uncoupled longitudinal vibration
analysis, calculated using Eq. �14�.

TABLE I. Diameter and density of porous and granular materials.

Mean diameter, D ��m� Density �kg/m3�

polyimide �Teek—H� 400, 500, 600, 1200 38, 28, 23, 23
polyimide �Teek—L� 380, 480, 560 49, 34, 26
glass spheres 66, 120, 180, 254, 504, 1500, 2400 1590
TPV pellets 3800 630
acoustic foam ¯ 37
melamine foam ¯ 11
fiberglass ¯ 14
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varied with the particle diameter. Generally, the density de-
creased with the increasing diameter for the microspheres
tested �Table I�. For the glass spheres, the variation of the
density with the particle diameter was negligible. The thick-
ness of the specimen L when testing the microspheres, the
glass spheres, and the TPV pellets was 0.75 cm. When the
fiberglass and the acoustic foam were tested, the specimen
thicknesses were 0.95 and 1.23 cm, respectively, and double-
sided tape and spray epoxy were used on the surface of the
base panel and the attached mass.

Figure 5 shows the variation of the measured transfer
functions with the input acceleration level for the micro-
spheres �D=400 �m� and the polyurethane acoustic foam.
For the acoustic foam, the input and output response was
coherent, and there was little variation in the measured trans-
fer functions with the input excitation level. This suggested
that the linear longitudinal vibration analysis presented in
Sec. II was appropriate for use in the transfer function
method when testing the porous materials. For the micro-
spheres, there was considerable variation with excitation
level. The natural frequency and peak amplitude decreased
considerably with increases in the vibration amplitude. This
indicated that the damping inside the granular material in-
creased with the increasing vibration amplitude, as reported
by Kuhl and Kaiser.12 Figure 6 shows the variation of the
coherence for the microspheres �D=400 �m�. When the
phase difference was larger than � /2, i.e., when the vibrating
base and the attached mass vibrated out of phase, a complete
disconnect between the particles was expected, especially at
large vibration amplitudes. In these cases, the nonlinear re-
sponse of the granular material induced decay in the coher-
ence, and the application of the linear longitudinal vibration
theory in Sec. II led to physically unacceptable values.

B. Frequency-dependent variation of the frame
vibration characteristics

The dynamic properties of the granular materials were
calculated from the measured transfer functions. Figure 7

shows the frame wave speeds obtained for microspheres of
400-�m diameter where ĉ=c�1+ i�c�. At frequencies close to
10 Hz, the measurements were influenced by experimental
errors related to the small phase difference between the two
vibration measurements, and physically acceptable solutions
were not obtained. Except for those frequencies, a continu-
ous variation of the measured wave speed and its loss factor
with frequency was obtained, and no resonant variation was
observed. For the microspheres, the measured wave speed
was much smaller than the airborne wave speed which
ranged from 100 to 200 m/s. The wave speeds and their loss
factors increased with the increasing frequency. As expected
from the dependence of the measured transfer functions on
the excitation level, the wave speeds decreased, and the loss
factor increased when the vibration amplitude was increased.
Also, the loss factor and increase rate of the wave speed with
frequency were greater when obtained with the larger exci-
tation amplitude. However, the obtained loss factor showed
large variation at frequencies larger than 400 Hz for a0

FIG. 5. Measured transfer functions of microspheres �D=400 �m� and
polyurethane acoustic foam.

FIG. 6. Variation of coherence with excitation amplitudes for microspheres
�D=400 �m�.

FIG. 7. Effects of excitation amplitudes on the wave speed and its loss
factor measured for microspheres �D=400 �m�.
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=5.5 m/s2. At these frequencies the coherence between the
two vibration measurements was less than 0.6 �Fig. 6�, which
is one indication of the nonlinear response.

The same measurement procedures were repeated for the
other specimens. The measured dynamic properties are
shown in Fig. 8. Figure 8�a� shows the measured wave
propagation characteristics. The wave speeds of the micro-
spheres and the glass spheres were higher than those of the
fiberglass and lower than those of the polyurethane acoustic
foam and the melamine foam. The loss factor of the fiber-
glass was much higher than the rest of the specimens for the
excitation levels tested. Note that the sensitivity of the results
to the measurement error depends on the natural frequency
of the measured transfer function.14,16 Therefore, the mea-
sured results were plotted in different frequency ranges
where the error was not significant. Figure 8�b� shows the
measured variation of the longitudinal stiffness. Although the
wave speeds were similar to each other for several different

porous and granular materials, a much wider variation in
magnitude over four decades was observed for the dynamic
stiffness.

The dynamic properties of viscoelastic materials show
complex dependence on the frequency.20,21 For example, the
loss factor of the viscoelastic material has its maximum at
the glass transition zone where the rate of change of the
elastic moduli with frequency is the largest. To predict these
behaviors, linear viscoelastic theory has been widely used.
These behaviors are observed when measured over wide fre-
quency ranges, typically more than seven to ten decades. At
the current and much narrower frequency range of interest,
from 10 to 1000 Hz, the frequency-dependent variation of
the dynamic stiffness of the loss factor can be simplified as20

P��� = Pd�2�P/�, �15�

c��� = cd�2�c/�, �16�

where Pd and cd are constants. This frequency dependence
shows that the dynamic stiffness of the material increases
monotonically with increasing frequency, as measured in
Figs. 7 and 8. The degree of frequency dependence is deter-
mined by the loss factor. For a material with a large loss
factor, the dynamic stiffness increases more rapidly with fre-
quency than that with a small loss factor.20 In Eqs. �15� and
�16�, the assumption of a nonresonant variation of the dy-
namic properties with frequency is required. Additionally, it
was assumed that the loss factor was constant. These inter-
polations will be more accurate if the interpolation is per-
formed in closely spaced frequency ranges where the loss
factor is constant. However, the measured loss factor in this
study showed frequency-dependent variation in the fre-
quency range of interest �Figs. 7 and 8�. To take account of
the frequency-dependent variation of the loss factor, which is
the most significant for the fiberglass among the materials
tested, more complicated frequency-dependent predictions
that hold in entire frequency ranges should be applied. How-
ever, the frequency range of interest in this study, although
important in noise control, was less than two decades. To
increase the frequency ranges, measurements over several
temperature ranges must be taken and extrapolation should
be performed using the WLF �Williams, Landel, and Ferry�
equation.21 Without conducting measurements at different
temperatures, interpolation was performed after assuming
that the loss factor was constant.

The measured loss factor increased in the frequency
ranges of interest for the materials tested, as shown in Figs. 7
and 8, except for the ranges where a nonlinear response was
expected. The average loss factor in the different frequency
ranges was used for the loss factor in Eqs. �15� and �16�. The
frequency-dependent relationships by Eq. �15� and �16� are
shown by the straight lines in Figs. 7 and 8. The constants
used to obtain the straight lines are summarized in Table II.
As the excitation level increased for the granular material,
the loss factor also increased. Consequently, the degree of
the frequency dependence of the wave speed also increased
as shown in Fig. 7. The frequency dependence of the frame
wave speed that was predicted by curve-fitted values using
Eq. �16� and plotted as straight lines agreed well with the

FIG. 8. The dynamic characteristics measured for polyurethane acoustic
foam, melamine foam, fiberglass, microspheres, and glass spheres. a0

=3.5 m/s2. �a� The wave speed and �b� the longitudinal stiffness, together
with their loss factors.
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measured values for all specimens. Also, the slope of the
frame wave speed curve for porous and granular materials
increased with the increasing loss factor. The frequency de-
pendence shown in Eqs. �15� and �16� is a typical character-
istic of viscoelastic elastomers.17,20 This suggests that the
dynamic properties of the solid component of the porous and
granular materials closely followed those of the viscoelastic
materials.

C. Effects of particle diameter of the granular
material

Figure 9 shows the dependence of the dynamic proper-
ties on the vibration amplitude. The measured dynamic prop-
erties were almost constant for the porous materials—
polyurethane acoustic foam and fiberglass. In contrast, a
considerable change was observed in the dynamic properties
of the granular materials—the microspheres and glass
spheres. The loss factor of the granular material increased
with increasing vibration amplitude. As the vibration ampli-
tude decreased, the loss factor approached that of the raw
materials, i.e., glass for the glass spheres and polyimide for
the microspheres. As the vibration amplitude increased, the
wave speeds continued to decrease and gradually approached
zero. This suggests that when an extremely high level of the

input acceleration is applied, a complete disconnect between
the particles occurs so that the force between the particles is
negligible. Consequently, the particles become limp, i.e., the
wave speeds are close to zero. The measured wave speeds
continued to increase with decreasing vibration amplitude.
The maximum measured wave speed should be less than the
longitudinal wave speed of the raw material, which, for ex-
ample, is 5600 m/s for glass.

Figure 10 shows the dependence of the wave speed on
the diameter of the granular material. The elastic modulus of
the hard TPV pellets was twice that of the soft one. The
diameter of the particle had a strong influence on the wave
speeds. The wave speeds decreased with increasing particle
diameter, unlike the airborne wave speed. The loss factor
generally increased with increasing diameter, except for the
TPV pellets whose particle shape more closely resembled a
circular cylinder than a sphere. The mechanical properties of
the solid component also influenced the bulk material’s dy-
namic properties. The frame wave speeds of the particles
increased with the dynamic moduli of the raw material.
These dependences of the dynamic properties on the me-
chanical and geometrical properties of the particle can be
applied to the design of granular materials for vibration and
sound transmission controls.13,14

TABLE II. Constants of Eqs. �15� and �16� plotted as straight lines in Figs. 7 and 8.

D ��m� a0 �m/s2� cd �c Pd �P

polyimide
�Teek—H�

400 2.5 33.5 0.086 41 900 0.17
3.5 25.9 0.14 24 500 0.26
4.5 19.3 0.18 13 000 0.37
5.5 15.5 0.21 8000 0.45

polyimide
�Teek—L�

380 3.5 23.8 0.12 26 800 0.25

glass spheres 66 3.5 39.7 0.10 246 0000 0.21
acoustic foam ¯ 3.5 50.4 0.11 94 800 0.23
melamine
foam

¯ 3.5 135.0 0.03 194 000 0.065

fiberglass ¯ 3.5 8.1 0.18 817 0.40

FIG. 9. Dependence of wave speed and its loss factors on the excitation
amplitudes at f =700 Hz for glass spheres and f =300 Hz for other speci-
mens.

FIG. 10. Effects of particle sizes on the wave speed and its loss factor. a0

=3.5 m/s2.
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IV. CONCLUSIONS

In this study, an experimental method for measuring the
frame vibration characteristics of porous and granular mate-
rials was proposed and applied to a wide variety of materials.
These materials included fiberglass, acoustic foams, glass
spheres, and lightweight microspheres. To measure the frame
dynamic characteristics without the effects of the interactions
resulting from tortuosity and inertial coupling, the specimen
thickness should be as small as possible. The measured dy-
namic properties followed the characteristics of typical vis-
coelastic materials: the dynamic moduli increased with fre-
quency and its frequency dependence was influenced by its
loss factor. The dependence of the measured properties on
the vibration amplitude was not significant for fiberglass and
acoustic foams. For granular materials, including glass
spheres and lightweight microspheres, the dynamic proper-
ties depended on the vibration amplitude, bulk material’s dy-
namic properties, and the particle size. The frictional force
between the particles is expected to vary with vibration am-
plitude and has significant impact on the dynamic properties
of the granular material. Consequently, the frame dynamic
moduli of the granular material decreased and its loss factor
increased with increasing vibration amplitude. The particle
size had similar impacts on the dynamic properties as the
vibration amplitude. The frame vibration characteristics mea-
sured in this study are useful in analyzing the acoustic prop-
erties and vibration dissipation capabilities.
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The effect of parametric wave phase conjugation �WPC� in application to ultrasound or acoustic
waves in magnetostrictive solids has been addressed numerically by Ben Khelil et al. �J. Acoust.
Soc. Am. 109, 75–83 �2001�� using 1-D unsteady formulation. Here the numerical method
presented by Voinovich et al. �Shock waves 13�3�, 221–230 �2003�� extends the analysis to the 2-D
effects. The employed model describes universally elastic solids and liquids. A source term similar
to Ben Khelil et al.’s accounts for the coupling between deformation and magnetostriction due to
external periodic magnetic field. The compatibility between the isotropic constitutive law of the
medium and the model of magnetostriction has been considered. Supplementary to the 1-D
simulations, the present model involves longitudinal/transversal mode conversion at the sample
boundaries and separate magnetic field coupling with dilatation and shear stress. The influence of
those factors in a 2-D geometry on the potential output of a magneto-elastic wave phase conjugator
is analyzed in this paper. The process under study includes propagation of a wave burst of a given
frequency from a point source in a liquid into the active solid, amplification of the waves due to
parametric resonance, and formation of time-reversed waves, their radiation into liquid, and
focusing. The considered subject is particularly important for ultrasonic applications in acoustic
imaging, nondestructive testing, or medical diagnostics and therapy. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2130964�

PACS number�s�: 43.25.Dc, 43.25.Lj �MFH� Pages: 3491–3498

I. INTRODUCTION

This paper presents a logical two-dimensional extension
of the previous numerical analysis of wave phase conjuga-
tion �WPC� in an active solid1 performed using a one-
dimensional model. The subject is particularly important for
ultrasonic applications in acoustic imaging,2,3 nondestructive
testing, or medical diagnostics and therapy.4 The technology
of such active solids is currently under intensive develop-
ment, particularly on the basis of magnetostrictive properties.
The active materials and WPC technique are still in a phase
of research prior to potential applications.5,6

Among many questions and discrepancies between the
theory and experiments that inevitably arise in such a new
field of research, one is particularly important: how to isolate
each factor to analyze its effect separately from the others.
An obvious answer to this question is linked with the devel-
opment of reliable numerical tools where various parameters
can be explored one by one. This is the aim of the work
presented here. The paper is focused on the effects of oblique
reflections of waves at the boundaries of a two-dimensional
sample of magnetostrictive solid. The code has been tested in

terms of numerical dispersion and dissipation and the geo-
metrical effects are analyzed in the case of an isotropic elas-
tic magnetostrictive medium under linear magnetic pumping.

II. THE NUMERICAL MODEL

A. Governing equations

Here we use the following governing equations �see,
e.g., Ref. 7�:

�

�t
�

V

Q dv = �
S

�Fnx + Gny�ds + �
V

H dv , �1�

nx ,ny being Cartesian projections of the outward normal vec-
tor n to the closed surface S bounding volume V, and Q, F,
G, H are given as follows:

Q =�
�U̇x

�U̇y

�xx

�xy

�yy

� , F =�
�xx

�xy

�c1
2U̇x

�c2
2U̇y

�c3
2U̇x

� ,
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G =�
�xy

�yy

�c3
2U̇y

�c2
2U̇x

�c1
2U̇y

� , H =�
0

0

Hxx

Hyy

Hxy

� , �2�

where � is the material density, U̇x and U̇y are Cartesian

projections of the displacement velocity U̇, �xx and �yy are
compression stresses, and �xy is shear stress. Constants c1,
c2, c3 are expressed through the Lamé coefficients as fol-
lows:

c1 =	� + 2�

�
, c2 =	�

�
, c3 =	�

�
. �3�

In an elastic solid, c1 and c2 correspond to the propagation
speeds of longitudinal cL and transversal cT waves, respec-
tively.

The first two equations in �1� and �2� represent Cartesian
projections of the equation of motion. The last three equa-
tions are obtained by differentiating in time and integrating
over an arbitrary volume V bounded by surface S the classi-
cal stress-strain relations, i.e., the generalized Hooke law for
an isotropic elastic material under a small strain. The diver-
gence theorem is applied then to the right-hand side of the
equations, converting them into the surface integrals.

The source term H with nonzero components Hxx, Hyy,
and Hxy in the last three equations is introduced to describe
coupling between the stress and external magnetic field in a
magnetostrictive solid and is specified in Sec. II B below.

The governing equations �1� and �2� represent a set of
hyperbolic conservation laws allowing application of well-
developed numerical technologies from classical gasdynam-
ics.

The Lamé coefficients in Eqs. �3� are evaluated using
the fundamental characteristics of an isotropic elastic body—
the bulk �compression� modulus K and Poisson’s ratio �:

� =
3�K

�1 + ��
, � =

3�1 − 2��K
2�1 + ��

.

This makes the governing equations �1� and �2� valid univer-
sally for elastic solids and liquids, as unlike the Young
modulus E, the bulk modulus K remains finite for liquids.
For a liquid we have

� = 1/2, K = �0c0
2, E = 0,

� = �0c0
2, � = 0,

�xy = 0, �xx = �yy = − p ,

with c0 representing the sound speed in liquid and p the
acoustic pressure. The fourth equation of the system �1� and
�2� degenerates in this case, and the third and fifth equations
become identical.

B. The source term

In the classical formulation of elastic problems, the deri-
vation in time of the Hooke law resulting in the latter three
lines of Eqs. �1� and �2� does not provide any source term
because the Lamé coefficients are constant. In the problem
under study, however, those coefficients are known functions
of time, introducing the additional term

Hij =
1

�

��

�t
���kk�ij� +

1

�

��

�t
�2��ij� ,

where �ij is a component of the strain tensor, �kk is the trace
of this tensor, and �ij is the Kronecker symbol. Using the
Hooke law again, this expression can be written as a function
of the stress tensor itself:

Hij =
�

3� + 2�
�kk
 1

�

��

�t
−

1

�

��

�t
��ij +

1

�

��

�t
�ij .

Applying relations �3�, this can be rewritten in terms of the
sound speeds:

Hij =
cL

2 − 2cT
2

3cL
2 − 4cT

2 �kk
 1

cL
2 − 2cT

2

��cL
2 − 2cT

2�
�t

−
1

cT
2

�cT
2

�t
��ij

+
1

cT
2

�cT
2

�t
�ij .

For realistic parameters of magnetostrictive coupling,1

the effect of a variable magnetic field can be taken into ac-
count as a small perturbation of the sound velocities. In order
to focus on the boundary effects and not on the complex
nonlinear properties of the material, the magnetic pumping is
assumed to be linear �i.e., the modulation depths ML and MT

below are constants�, which means that the following modu-
lation is applied to the sound velocities:

cL
2 = cL0

2 �1 + ML cos��Bt + 	L�� ,

�4�
cT

2 = cT0
2 ��1 + MT cos��Bt + 	T��� .

This leads to an explicit form of the source term:

Hxx�t� = − MT�B sin��Bt + 	T��xx

+
cL

2

2�cL
2 − cT

2�
��xx + �yy��MT − ML��B sin��Bt + 	L� ,

Hyy�t� = − MT�B sin��Bt + 	T��yy

+
cL

2

2�cL
2 − cT

2�
��xx + �yy��MT − ML��B sin��Bt + 	L� ,

�5�

Hxy�t� = − MT�B sin��Bt + 	T��xy .

The question naturally arises as to why this source,
which is a small disturbance, is important for the system
dynamics. It turns out that the source term can be neglected
except when parametric resonance occurs through WPC. In
general, the pumping is just a small disturbance of the inci-
dent wave, but if the pumping frequency �B equals a doubled
frequency from the spectrum of the incident wave, the source
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term becomes secular and the amplitude of this particular
component of the incident wave starts growing
exponentially.1 As this process occurs without any force ap-
plied to the solid, the conservation of momentum infers that
a conjugate wave is created, traveling in the opposite direc-
tion but with the same phase as the direct wave. This is a
way to obtain a time-reversed signal with exponentially
growing amplitude. In a multidimensional problem, the phe-
nomenon becomes much more complicated because reflec-
tions at the boundaries cause energy exchange between the
shear and longitudinal waves and consequent variations in
the way the energy is transmitted. This may become crucial
for applications involving wave focusing and hence is a sub-
ject of the present numerical study.

The coefficients in �2� depending on the sound speeds
are also modulated according to expressions �4�.

C. Isotropy and modulation depth

The problem �1� and �2� is formulated in terms of stress
components and displacement velocities. The displacement
field U is never used explicitly and can be obtained only as a
subproduct by integrating the velocity field. One well-known
consequence of this formulation is the disconnection be-
tween the displacement field and the strain tensor. The latter
can be formally deduced from the stress tensor through the
Hooke law, but nothing in the problem seems to ensure that
this tensor is really the symmetric part of �U. This is only
possible if some integrabillity conditions are fulfilled. Often
referred to as compatibility equations, these conditions can
be expressed by

�� · E + �t
 · E − ��e − �E = 0, �6�

where E is the strain tensor, e= tr�E�, and �t is the trans-
posed nabla operator. Using the Hooke law, Eq. �6� can be
expressed in terms of stress by

�� · � + �t � · � −
1

1 + �
� s +

1

1 + �

sI − 
� = 0, �7�

where � is the stress tensor, s= tr���, and I is the unit
tensor. This equation is often refered to as the Beltrami-
Michell equation.8 Introducing parameter �=c1 /c2, �, s,
and � can be written

� = �c2
2��� − 2�eI + 2E� ,

s = �c2
2�3� − 4�e ,

� =
� − 2

2�� − 1�
,

and Eq. �7� becomes

�� · � + �t � · � −
2�� − 1�
3� − 4

� s +
� − 2

3� − 4

sI − 
� = 0.

�8�

In the present formulation, tensor �t=�� /�t plays the most
important role: it must satisfy the equation obtained by the
time derivation of �8�:

�� · �t + �t � · �t −
2�� − 1�
3� − 4

� st +
� − 2

3� − 4

stI − 
�t

+
2

�3� − 4�2�t���s + 
sI� = 0, �9�

where �t=�� /�t. It is easy to verify that, if � fulfills �8�, Eq.
�9� is fulfilled by

�t = �c2
2��� − 2�etI + 2Et + �terI� + 2

c2t

c2
�

and

st = �c2
2��3� − 4�etI + 3�te� + 2

c2t

c2
s

with c2t the time derivative of c2. Consequently, if a stress
tensor represents a physically realistic solution of problem
�1� and �2� at time t, its time derivative must be a solution of
�9�, but this does not ensure that the incremented stress ten-
sor at time t+dt is a physical solution. For that, ��t+dt�
must fulfill �8�. Developing ��t+dt� in �8� around t for any
dt as

��t + dt� = ��t� + dt�t +
dt

2
�tt + ¯ ,

one would have, for example, for the first term of expansion,

�� · �t + �t � · �t −
2�� − 1�
3� − 4

� st +
� − 2

3� − 4

stI − 
�t = 0,

�10�

and the same for all the derivatives in time.
The preceeding results can be summarized as follows: if

U̇�t�, ��t� is a physical solution of the elastic problem �1�
and �2�, which implies that �9� is fulfilled, then U̇�t+dt�,
��t+dt� is also a physical solution if �8� is fulfilled. It is
clear that both Eqs. �9� and �10� are only compatible if �t

=0. From the definition of � and the expressions of the
modulation of c1=cL and c2=cT �4�, this leads to ML=MT.

The above analysis shows, first, that formulation �1� and
�2� provides a physical solution of any 2-D elasto-dynamical
problem if the initial conditions are physically correct and
the medium isotropic at each time step. This is particularly
true in the case ML=MT=0, which represents the standard
elasto-dynamic problem of a linearly elastic isotropic and
passive medium.

But here the validity of the formulation is extended to
active media under the condition that the modulation depths
of both sound velocities are the same. This assumption does
not mean that magnetostriction must only be an isotropic
phenomenon, but that a magnetostrictive medium that re-
spects the Hooke law when no magnetic field is present re-
mains isotropic under excitation only if the modulation depth
is the same on both sound velocities. In that case the Hooke
law is valid at any time t. On the contrary, if the modulation
depths are independent, the medium becomes anisotropic un-
der excitation, but the present formulation cannot account for
this situation. Effectively, this independent modulation of the
Hooke law does not fit with any constitutive law of physi-
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cally possible anisotropic elastic medium. A correct approach
would be to rewrite �1� and �2� for a general, anisotropic
constituive law assuming that the coefficients coincide with
their values in the isotropic Hooke law when the pumping is
switched off. This is a promising direction to follow in the
future for magnetostrictive simulations and specifically for
WPC.

The nonphysical solution patterns induced by violation
of the equality ML=MT have been observed in our computa-
tions using the described model resulting in stationary re-
sidual stresses inside the solid after the end of the pumping
and evacuation of all the waves. These spurious stresses are
divergence-free and compatible with the steady state, how-
ever they are not linked to the displacement field by the
constitutive law, but are rather an artificial product of the
source term which does not respect the compatibility criteria.

D. A split scheme in a rectangular domain

Our numerical approach is based on the scheme de-
scribed in Ref. 7 for an arbitrary 2-D grid. Here we use an
operator-split implementation of that technique.

The governing equations of the previous sections are
applied to the control volumes of a regular Cartesian grid
with indices i , j and uniform spacings 
x, 
y in each direc-
tion. The scheme is written in a split form with separate
explicit time steps accounting for fluxes F, G, and for the
source term H, so in a symbolic operator form one full time
step can be written as

L�
t� = LF�
t�LG�
t�LH�
t� . �11�

Each quasi-one-dimensional advection operator in �11�
is realized by an explicit second-order Godunov-type finite-
volume scheme. The advection time steps LF�
t� and LG�
t�
are computed in a similar way; for example, the split advec-
tion step in x direction LF�
t� is performed for each grid line
j=const as follows.

First, limited spatial derivatives of primitive variables

U̇x, U̇y, �xx, �xy are computed for each control volume:

�xri
n = minmod� ri+1

n − ri−1
n

2
x
,C

ri
n − ri−1

n


x
,C

ri+1
n − ri

n


x
 ,

where r denotes any variable of U̇x, U̇y, �xx, �xy; C is the
“compression” coefficient �C=2 in our computations�, and
the “minmod” operator is given as follows:

minmod�a,b� = �0, ab � 0

a

�a�
min��a�, �b�� , ab  0 � .

Then, a nonconservative predictor step is performed us-
ing the above spatial derivatives:

Q̃i
n+1 = Qi

n −

t


x

F�Qi

n +
1

2
�xQi

n
x
− F�Qi

n −
1

2
�xQi

n
x� .

Finally, the main conservative �or “corrector”� step is
computed:

Qi
n+1 = Qi

n −

t

Vi
�F�Q̃i+1/2

* �Sxi+1/2 − F�Q̃i−1/2
* �Sxi−1/2� ,

using the following initial data for the Riemann problem

solution Q̃i+1/2
* at the face i+ 1

2 :

Q̃L = 0.5�Qi
n + Q̃i

n+1 + �xQi
n
x� ,

Q̃R = 0.5�Qi+1
n + Q̃i+1

n+1 − �xQi+1
n 
x�

�see Ref. 7 for details�.
The value of �yy after this split advection step is ob-

tained from


�yy =
�

1 − �

�xx,

where � is the Poisson ratio.
According to the long-established operator splitting

technology,9 the order of convective operators LF�
t� and
LG�
t� in �11� is reversed for accuracy reasons at every even
time step.

The effect of external magnetic field on the stress com-
ponents described by the source term �1�, �2�, and �5� is
simulated by a separate split step LH�
t� for each control
volume i , j as follows:

�xx
n+1 = �xx

n + Hxx
n+1/2
t ,

�yy
n+1 = �yy

n + Hyy
n+1/2
t ,

�xy
n+1 = �xy

n + Hxy
n+1/2
t .

III. THE NUMERICAL ANALYSIS

A. Problem setting

Figure 1 presents the computational domain in the x ,y
plane �0�x�4.5h ,0�y�h� containing liquid at 0�x�1
and magnetostrictive solid at 1�x�4.5h. All planar sections
z=const are considered equivalent. The active or pumping
zone, i.e., the zone where the source term �1�, �2�, and �5� is
applied, is sharply limited by 1.5h�x�4h. After Ref. 1, the
following parameters were used for the magnetostrictive ma-
terial: density �=3.3 kg/m3, longitudinal sound speed cL

=7170 m/s, and Poisson ratio �=0.25.
Parameters of water were used for liquid in one-

dimensional simulations1 with the sound speed c0

=1470 m/s and density �=1 kg/m3. Here, to reduce the grid
resolution restrictions imposed by the short wave length in

FIG. 1. Computational domain: S: the primary acoustic signal source; P1,
P2: observation planes of the acoustic energy flux.
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the liquid, the sound speed c0 has been set up equal to the
longitudinal sound speed in the solid cL. The liquid density
was modified accordingly ��=1470/7170 kg/m3� resulting
in the acoustic impedance Z=c0� equal to that of water.

The boundary conditions at the external boundaries of
the computational domain were applied using a double layer
of ghost cells. The symmetry boundary condition has been
set up at y=0. The “absorbing” condition was used at the
boundaries x=0 and 0�x�h, y=h. For that, spatial deriva-
tives of stress components and displacement velocities were
set up to zero across the boundary. The internal boundary
between the liquid and solid at x=h has been treated assum-
ing the inviscid slip condition �see Ref. 7 for details�. The
boundary conditions at the solid boundaries xh, y=h and
x=4.5h were toggled separately in different computations
between the “absorbing” and “stress-free” boundary. The
presented results have been obtained using an equally spaced
grid �
x=
y=0.01h� containing nx�ny =454�104 grid
cells, which includes the double layer of ghost cells sur-
rounding the domain and used to implement boundary con-
ditions.

The initial wave train was generated at a small spot �S in
Fig. 1� in the liquid at the symmetry plane by harmonic
modulation of �xx and �yy at a frequency � with the corre-
sponding period T during a time of three full periods, i.e.,
3T, in four grid cells surrounding point x=0.5h, y=0. The
wavelength of the generated wave train used in the following
results was �=c0T=2�c0 /�=0.205h. The code has been
thoroughly tested and selected grid resolution found suffi-
cient providing relative error by the convection operators
within 5% for a harmonic wave of the given wavelength.

The pumping �actuation of the WPC source term� at
frequency �B=2� has been performed during the time Tp

=95T�19.5h /c0 at a constant intensity characterized by the
modulation depths ML=MT=0.041.

B. The influence of boundaries

Computations have been performed for different bound-
ary conditions at the external boundaries of the solid: the
upper and the right-hand side boundaries were separately
treated as either “stress-free” or “absorbing” ones. The
acoustic pressure histories at the location of original wave

excitation �S in Fig. 1� are presented in Fig. 2. Due to the
high frequency, the principal harmonic component of the sig-
nal cannot be presented in the figure, but rather evolution of
the signal amplitude. The first short pulse i seen in the plots
starting at time t=0 is the initial signal, which is followed by
reflection r of the former from the liquid-solid boundary.
After that, an exponentially growing amplitude indicates ar-
riving at S of the conjugate wave amplified in the solid by
the magnetostrictive effect. The exponential growth finishes
shortly after the pumping terminates. Numerous reflections
at the solid boundaries together with the mismatched acous-
tic impedance at the solid-liquid boundary cause a long-
lasting radiation with gradually decaying ampitude. Com-
parison with the one-dimensional computations from Ref. 1
clearly indicates much more sophisticated signal shape for
our case of diverging initial waves from the source. Varia-
tions in the boundary settings essentially affect both the sig-
nal intensity and its shape. A qualitative analogy to the one-
dimensional case is better observed for reflecting stress-free
conditions at the right-hand side solid boundary and absorb-
ing condition at the upper boundary, though the amplitude
pulsates at higher frequency. The first radiated pulse repre-
senting the amplified conjugate wave is of primary interest
for applications.

Figure 3 shows the evolution of mechanical energy in
the solid for considered cases. Naturally, the highest energy
in the solid is achieved by reflecting stress-free boundaries.
The exponential growth of the acoustic energy terminates
sharply together with the pumping. The highest accumulated
acoustic energy in the case of stress-free boundaries suggests
that nonlinear pumping effects and saturation10 can be more
critical in that case.

To analyze the focusing ability of the radiated conjugate
wave, energy fluxes through planes P1 close to the source
and P2 close to the solid in liquid �see Fig. 1� have been
recorded and compared, as shown in Fig. 4. The flux through
the solid-liquid boundary �plane P2� was computed across
the whole domain 0�y�h. The fluxes through plane P1 are
given separately for three segments: 0�y�0.1h, 0.1h�y
�0.2h, and 0.2h�y�0.3h. Averaged values over the signal
period T have been used for the energy and energy fluxes
presented in the figures.

FIG. 2. Temporal evolution of dimen-
sionless acoustic pressure �signal’s
amplitude� at the point of initial exci-
tation for different boundary condi-
tions at the solid upper and right-hand
side boundaries: �a� stress-free upper
and right-hand side boundaries; �b�
stress-free upper and absorbing right-
hand side boundaries; �c� stress-free
right-hand side and absorbing upper
boundaries; and �d� absorbing upper
and right-hand side boundaries. Initial
signal: i, reflection from liquid-solid
boundary: r, emission from the solid
due to WPS and internal reflection at
the solid boundaries: e.
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A good energy flux concentration �focusing� of the con-
jugate wave �flux maximum following exponential growth�
is observed by stress-free external solid boundaries �Fig.
4�a��. The flux maximum through the first segment of plane
P1 comprises an essential part of the whole radiated flux
�plane P2� with considerably lower flux values through seg-
ments located off the symmetry plane. A similar flux concen-
tration for the conjugate wave is achieved also by the sress-
free upper solid boundary and absorbing right-hand side

boundary �Fig. 4�b��. A remarkable feature of this case is a
rapid decay of the signal right after the conjugate wave
pulse, which can be preferrable for applications. Alterna-
tively, a rather long-lasting radiation and unfocused flux in-
tensity at the initial signal level after conjugate wave focus-
ing can be seen in Fig. 4�c� for absorbing upper and stress-
free right-hand side boundaries. Figure 4�d� corresponds to
absorbing external solid boundaries and demonstrates a good
focusing with no extra signals after the conjugate wave, but
at very low amplitude.

More detailed information on the acoustic energy flux
distribution with its time variations across the pane P1 can be
obtained from the y− t carpet diagrams given in Fig. 5. A
small-amplitude negative flux seen in the figures close to y
=0, t=0 corresponds to the initial signal from the source.
The amplitude of that flux is taken as a reference unit �0.
One can note the best localized conjugate wave signal by the
stress-free solid boundaries �Fig. 5�a��. However, some sig-
nals of relatively high intensity are observed also at locations
far from the expected focusing area and during a rather long
time. A better spatial and temporal localization of radiated
signal corresponds to the stress-free upper solid boundary
and absorbing right-hand side boundary �Fig. 5�b��. Though,
quite intensive side lobes in the flux appear next to the focus
point. An absorbing upper boundary effectively reduces the
angle at which the diverging incident signal receives ampli-
fication in the solid and is radiated back into liquid as a
conjugate wave, resulting in essentially less sharp energy
flux localization �Figs. 5�c� and 5�d��.

FIG. 3. Temporal evolution of dimensionless total energy in the solid. Tp

indicates pumping duration. Different curves display results for different
boundary conditions at the boundaries of the solid corresponding to Fig. 2.

FIG. 4. Temporal evolution of dimen-
sionless acoustic energy flux through
the solid-liquid boundary �solid lines�
and through different segments of the
observation plane P1 �Fig. 1� near the
focusing area �dashed lines�. �a�–�d�
same as in Fig. 2.
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IV. CONCLUDING REMARKS

The main results of the present work can be summarized
as follows.

�a� A mathematical model has been developed to simulate
two-dimensional effects by ultrasonic wave phase con-
jugation �WPC� in magnetostrictive solids. The model is
written in a form of integral conservation equations and
universally includes elastic solids and liquids.

�b� A source term and variable transport coefficients are
introduced in the model to describe coupling between
the acoustic field and external magnetic field through
the modulation of longitudinal and transversal sound
speeds.

�c� A compatibility criterion has been derived ensuring
physical realism of the solution with modulated sound

speeds. It has been shown that for an isotropic magne-
tostrictive solid, only equal modulation of longitudinal
and transversal sound speeds results in a realistic solu-
tion without spurious effects like residual divergence-
free stationary stress in the solid.

�d� The model is implemented in a computer code using an
operator-split modification of a second-order-accurate
quasi-monotone Godunov-type finite-volume numerical
scheme developed earlier by the authors.

�e� The potentialities of the model and code have been
demonstrated on a representative problem of WPC es-
sentially involving two-dimensional effects and studied
earlier in a one-dimensional formulation. Radiation of a
short diverging harmonic acoustic signal from a point
source in liquid, its transmision into a finite sample of
magnetostrictive solid, amplification of the signal and

FIG. 5. Space-resolved temporal evolution of dimensionless acoustic energy flux through the observation plane P1 �Fig. 1� near the focusing area. �a�–�d�
same as in Fig. 2.
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conjugate wave formation under magnetic pumping, ra-
diation back into the liquid, and focusing of the ampli-
fied conjugate wave at the primary signal source—all
these effects have been obtained in simulations and pre-
sented using a range of problem-specific postprocessing
technologies.

�f� A strong sensitivity of the conjugate wave intensity and
focusing ability has been detected relative to the bound-
ary conditions at the external boundaries of the magne-
tostrictive solid.

As an immediate application of the developed tech-
niques, the authors are planning a comprehensive study of
conjugate wave formation and focusing under various condi-
tions, particularly related to the shape and location of the
primary signal source; dimensions of the magnetostrictive
solid; shape, location, and properties of the active zone in the
solid; and more elaborated boundary effects. The earlier un-
structured grid implementation of the elastic model7 used in
this work can be easily upgraded to simulate WPC in curvi-
linear geometries. An axi-symmetric formulation of the prob-
lem represents another natural extension of the study. The
use of massively parallel processing computer platforms is
planned to overcome restrictions imposed by essentially dif-
ferent sound speeds in the liquid and solid under parameters
of the media and signal frequency used in experiments. An
extension to anisotropic media is also a development direc-
tion of substantial interest in order to widen the models of
magnetostriction.

Quantitative verification of the results is a serious aspect
of any numerical analysis and involves various methodologi-
cal approaches, including comparisons with the available ex-
perimental data and/or conduction of verification experi-
ments �which is mostly to validate the model of
magnetostriction used� as well as convergence tests and com-
parisons with analytical solutions �to demonstrate accuracy
of the method�. Extensive data accumulated on the above
subject and related to the numerical techniques used in this

paper must be compared with other numerical approaches
�i.e., spectral�. The emergence of analytical solutions in non-
trivial situations would be a great improvement for the field
and the best way to validate the computational accuracy. An
intensive effort is in progress in this direction.
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We present a model applicable to ultrasound contrast agent bubbles that takes into account the
physical properties of a lipid monolayer coating on a gas microbubble. Three parameters describe
the properties of the shell: a buckling radius, the compressibility of the shell, and a break-up shell
tension. The model presents an original non-linear behavior at large amplitude oscillations, termed
compression-only, induced by the buckling of the lipid monolayer. This prediction is validated by
experimental recordings with the high-speed camera Brandaris 128, operated at several millions of
frames per second. The effect of aging, or the resultant of repeated acoustic pressure pulses on
bubbles, is predicted by the model. It corrects a flaw in the shell elasticity term previously used in
the dynamical equation for coated bubbles. The break-up is modeled by a critical shell tension above
which gas is directly exposed to water. © 2005 Acoustical Society of America.
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I. INTRODUCTION

To enhance ultrasound echographic imaging, micromet-
ric coated bubbles are used as contrast agents. Coating ma-
terials include lipid monolayers, polymer shells, or thick
solid shells. The coating stabilizes the bubbles and prevents
their coalescence. Pulmonary alveoli in the lungs have a li-
pidic coating for the same reason.1 The coating modifies the
effective surface tension. Since surface tension plays a cru-
cial role in the dynamics of small bubbles, when the capillary
pressure term is of the order of the static ambient pressure,
the coating is expected to strongly influence the dynamics.

All current models developed to describe coated bubble
oscillations implicitly assume small deformations of the
bubble surface: however, in practice, insonifying contrast
agent bubbles produces oscillations with large variations in
the surface area. We will present in this article a model de-
signed to incorporate the effect of a coating on the mi-
crobubble response to ultrasound, and to specifically capture
the high-amplitude dynamics.

We focus on phospholipidic monolayer coatings, used in
several contrast agent bubbles.2 The phospholipid molecules

naturally adsorb to the interface3 and shield the water from
the air, reducing the surface tension � to a value lower than
that of pure water �73 mN/m�. Surface tension can be mea-
sured in a flat monolayer with the Langmuir-Blodgett bal-
ance, or on centimetric bubbles,4 showing its dependence on
the surface concentration of molecules.

The compression of the monolayer decreases the area
available per molecule. When this area reaches that covered
by the lipid molecules �typically 0.4 nm2 for phospholipids
in the transconfiguration normal to the interface�, the effec-
tive surface tension decreases sharply, see Fig. 1. The varia-
tion of surface tension with the area A is expressed with the
elastic compression modulus defined by �=A�d� /dA� �of
order 0.2 N/m for a slow compression, as derived from the
steepest slopes of Fig. 1�. Further compression leads to an
unstable situation where the monolayer buckles out of plane,
while the surface tension nearly vanishes. A spectacular dem-
onstration of the buckling is the appearance of wrinkles on
coated bubbles when their gas dissolves out.8 Buckling can
be reversible.9,10 Vanishing surface tensions were revealed by
the microscopic observation of bubbles with a monolayer
lipid coating in a solid state: these bubbles could assume a
steady nonspherical shape11 when deformed with a micropi-
pette, and dissolution was greatly reduced by the absence of
the capillary overpressure.12

In contrast, a slow expansion separates molecules from
each other: surface tension rises. A monolayer made from
pure lipid �one species only� will show phase changes from a

a�Present address: Laboratoire de Spectrométrie Physique, CNRS-Université
Joseph Fourier, Boîte Postale 87, F-38402 Saint Martin d’Hères, France.

b�Present address: Engineering Sciences and Applied Mathematics and De-
partment of Mechanical Engineering, Northwestern University, 2145
Sheridan Road, Evanston, IL 60208.
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two-dimensional �2D� solid state, to a liquid and eventually
gaseous state, where surface tension is close to that of water.
With a mixture of lipid molecules the phase changes are not
necessarily present, and a 2D solid can rupture during expan-
sion, leaving rafts of solid phospholipid molecules separated
by clean interfaces.13

Most previous existing experimental data on phospholi-
pidic monolayers were collected at very slow compression/
expansion rates, when molecules at the interface could
equilibrate. Only a few experiments tackled the high-
frequency and thus out-of-equilibrium trends: the buckling
surface tension comes closer to zero and the elastic modulus
becomes higher �see reported experiments1 with pulmonary
surfactant compressed within 0.2 s�. These findings give
some hint to the extrapolation of surface properties to the
realm of high frequency oscillations, the one we are going to
explore with oscillating contrast agent bubbles.

II. MODEL

A. Effective surface tension of a bubble during its
oscillation

At high frequencies, we propose to model the effective
surface tension � of the lipidic monolayer of a bubble along
three linear regimes inspired from the low frequency obser-
vations. The regimes depend on the bubble area A=4�R2,
with R the bubble radius �see Fig. 2�. This simplified model
is designed to capture the coated bubble dynamics with a
minimum of parameters.

The model has three parameters only to describe the
surface tension: the buckling area of the bubble Abuckling be-
low which the surface buckles, an elastic modulus � that
gives the slope of the elastic regime. The third parameter is
incorporated to describe the moment of rupture: the elastic
regime holds until a critical break-up tension called �break-up.
When this limit has been reached the maximum surface ten-
sion saturates at �water.

We motivate here the modeling of the three states.

• Buckled state, �=0.

Consistent with experimental findings on the fast compres-
sion of pulmonary phospholipid monolayers, we assume a
near vanishing surface tension in the buckled state.1 The
buckling area of the bubble depends on the number n of
lipid molecules at the interface and on the molecular area
at buckling abuckling, with Abuckling=nabuckling, with abuckling

typically of the order of 0.4 nm2, see previous section.
Note that a first compression of the bubble might expel in
bulk some molecules into the bulk,14 decreasing the num-
ber n. After this transient expulsion, and for moderate driv-
ing amplitudes and short exposures, we expect the number
of molecules to remain constant, as phospholipids with
long carbon chains are poorly soluble.

• Elastic state, �=��A /Abuckling−1�.
The shell is elastic only in a narrow area range. The lower
limit is Abuckling for the area, or equivalently Rbuckling for the
radius. The upper limit radius is fixed by the maximum
surface tension, which is �break-up before rupture of the
shell giving Rbreak-up=Rbuckling�1+�break-up/��1/2, or �water

after rupture giving Rruptured=Rbuckling�1+�water /��1/2. The
elastic regime holds only in a narrow range of radii, since
� is usually large compared to �break-up or �water. The value
of the elastic modulus can also incorporate the presence of
any solid-like shell material that sustains tensile stress
�such as the polyethyleneglycol polymer in SonoVue® con-
trast agent bubbles5�. We assign a constant elastic modulus
in this state, slightly caricaturing the quasi-static profiles of
Fig. 1, a simplification of the model to facilitate calcula-
tion.
Within this regime the surface tension is a linear function
of the area, or of the square of the radius, and for small
variations around a given radius R0, it can be written as:

��R� = ��R0� + ��R2

R0
2 − 1� � ��R0� + 2�� R

R0
− 1�

when �R − R0� � R0. �1�

The lipid monolayer behaves as if composed of a thin solid

FIG. 1. Effective surface tension versus area per molecule at the interface
for two phopholipids �both present in the contrast agent SonoVue®� �see
Ref. 5� under slow compression at a few percent per minute: distearoylphos-
phatidylcholine, solid line; and dipalmytoylphosphatidylglycerol, broken
line. Curves redrawn from Ref. 6 and 7.

FIG. 2. Model for the dynamic surface tension of a monolayer coated
bubble �continuous line�. The coating has a fixed number of lipid molecules,
which corresponds to a monolayer at equilibrium �when area is A0�. The
tension saturates to the water value �water �broken line� after the break-up
tension has been reached ��break-up��water�.
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and elastic material, see the appendix for the derivation of
the tension of a thin elastic shell.

• Ruptured state, �=�water.
A fast expansion, such as the one triggered on a bubble by
an ultrasonic pressure pulse, does not allow much time for
any phase change and the monolayer is likely to break at a
critical tension �break-up, exposing bare gas interfaces to the
liquid. The bare interface has a tension value of �water. The
break-up tension can be higher than �water, since any poly-
mer component confers more cohesion to the shell, and
shifts the break-up to higher tensions. The introduction of
a high tension break-up was motivated by the observation
of resistant bubbles, as will be exposed further.
After break-up we assume that surface tension relaxes to
�water. Even if the phospholipid monolayer rafts are likely
to display non-isotropic tensions and shear stresses �being
solid�, the expansion is uniform before rupture, and the
stress is likely to remain close to uniformity on average.
The average tension value is settled in this case by the
local mechanical equilibrium between the solid rafts and
the bare interfaces, the latter pulling with the tension
�water.

B. Dynamics of the coated bubble

During the oscillation, the dynamical surface tension
will vary, since it is a function of the bubble area and there-
fore of the bubble radius. We therefore write the effective
surface tension ��R� to emphasize this dependence. In mo-
tion, the balance of normal stresses at the interface reads

Pg�t� − Pl�t� =
2��R�

R
+ 4�

Ṙ

R
+ 4�s

Ṙ

R2 , �2�

with Pg as the gas pressure in the bubble, Pl as the liquid
pressure, � as the surrounding liquid viscosity, and �s as the
surface dilatational viscosity from the monolayer. The first
term on right-hand side is the capillary pressure term, while
the second is the stress arising from the frictions in the liquid
and the third from frictions in the shell. The last term was
initially derived for a layer of finite and constant thickness
� ���R� by Morgan et al.,15 the dilatational viscosity writing
�s=3��lipid, with �lipid as the bulk lipid viscosity. Here we
use only �s to describe the monolayer shell surface vis-
cosity, following Chatterjee and Sarkar.16 In this model �s

does not depend on the surface area, nor does it exhibit
any hysteresis. Note that the shear viscosity of the surface
does not come into play in the present situation, because
of the radial motion of the bubble.

The Laplace capillary pressure term writes 2��R� /R in-
cluding the effective surface tension, without any additional
terms, contrary to a previous statement in an article by
Glazman,17 who expressed the capillary pressure by the er-
roneous expression 2� /R+�� /�R=2/R��+��R0 /R�2�. We
demonstrate here why: the capillary overpressure derives
from the mechanical equilibrium of all forces acting on the
interface �of vanishing mass�, that is the infinitesimal work
	W of the forces cancels out for small bubble radius varia-
tion. By definition, the work associated with a variation dA
of the area is �dA,18 while the pressure work from a varia-

tion dV of the volume is −�Pg− Pl�dV. Owing to the me-
chanical equilibrium of the interface, the sum of these works
vanishes, and we obtain the static capillary term of Eq. �2�.
In the analysis by Glazman, the surface work is expressed
incorrectly by �dA+Ad� �instead of �dA� from the differ-
entiation of a surface potential energy E=�A: actually this
last expression of the surface potential energy �E
=		Wsurface by definition� is valid only when � is constant.

The popular model of Morgan et al.15 for coated mi-
crobubbles improves the description of viscous frictions, but
is based on the analysis of Glazman for the elasticity of the
lipid shell, equivalent to the introduction of an effective sur-
face tension ��R�=�0+��R0 /R�2 that fails to describe a
coated bubble. Physically it would mean that surface tension
always decreases when the bubble is inflated, in contrast
with the behavior of lipid monolayers or elastic solid shells.

The hydrodynamics of the liquid motion around the
bubble is modeled by the �modified� Rayleigh-Plesset equa-

tion 
l
�RR̈+ 3

2 Ṙ2�= Pl�t�− P0− Pac�t�− �R /c��dPg�t� /dt�, with
P0 as the ambient pressure, Pac�t� as the acoustic pressure,
and c as the velocity of sound in the liquid. This equation
proved to be accurate and robust even in the extreme condi-
tions of sonoluminescence.19 We choose an ideal polytropic
ideal gas law Pg�R−3�, with � as the polytropic gas expo-
nent. It is 1 for bubbles behaving isothermally, and equal to
the ratio of specific heats for bubbles behaving
adiabatically20 �close to 1.095 for SF6�. In the following, the
thermal diffusion length in the gas during a period being
small compared to the radius, we use the adiabatic version.

Combining the Rayleigh-Plesset equation and the poly-
tropic gas law with the boundary condition �2� we obtain the
model for the bubble dynamics


l�RR̈ +
3

2
Ṙ2� = 
P0 +

2��R0�
R0

�� R

R0
�−3��1 −

3�

c
Ṙ�

− P0 −
2��R�

R
−

4�Ṙ

R
−

4�sṘ

R2 − Pac�t� ,

�3�

with R0 the equilibrium radius of the bubble. This equation is
identical to a free gas bubble equation, except from the ef-
fective surface tension ��R� term and the shell viscosity
term. The tension expressed in our monolayer model de-
scribed above, and expressed here in terms of the bubble
radius writes:

��R� = �
0 if R � Rbuckling

�� R2

Rbuckling
2 − 1� if Rbuckling � R � Rbreak-up

�water if ruptured and R  Rruptured.

�4�

The third regime appears after rupture of the shell, when
�break-up has been reached �see broken line in Fig. 2�.

For small vibration amplitudes within the tensed elastic
state, the surface tension can be linearized around a constant
value, with ��R����R0�+2��R /R0−1�, from Eq. �1�.
Implemented in the dynamical equation its yields the same
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pressure term −2��R� /R=−2��R0� /R−4��1/R0−1/R� as in
the model proposed by de Jong et al.21 for thin elastic shells.
The shell stiffness coefficient Sp they introduced is simply
related to the present shell elasticity by Sp=2�, while their
shell friction coefficient writes Sf =12��s. We stress here
again that the model by de Jong et al.21 is limited to small
amplitudes of vibration �for effective tensions bounded be-
tween 0 and �water, or for R in between Rbuckling and Rcollapse�,
while the present model extends the oscillation to un-
bounded, large amplitudes.

C. Implications of the model: Bubble compressibility

The effective tension model drastically changes the
compressibility of the bubble. For slow variations of the am-
bient pressure P, at frequencies small compared to the reso-
nance frequency, we can compute the equilibrium radius re-

sponse, see Fig. 3, setting Ṙ=0 in Eqs. �3� and �4�.
From the equilibrium, we also derive the compression

modulus of the bubble, KV, with

KV = − V�dP

dV
�

=�
�P for the buckled state

�P +
4

3

�

R
for the elastic state

�P +
3� − 1

3

2�water

R
for the free bubble/broken

shell state


�5�

with V as the bubble volume, a polytropic exponent � close
to 1 for slow and isothermal compressions, and in the limit
of ���water �usual for phospholipids�. The compression
modulus is much higher when the bubble is in the elastic
state: this is reflected in the much steeper slope of the
curve in Fig. 3. When the pressure is increased enough the
bubble buckles, and becomes very compressible, even
more than an uncoated free gas bubble of the same radius
�whose internal pressure is increased by capillarity�.

The change in compressibility is reflected on the dynam-
ics of small amplitude oscillations as well. The linearization
of the equations, setting R�t�=R0�1+x�t��, provides a
damped oscillator equation ẍ+2�ẋ+�0

2x=−Pac�t� /
lR0
2, with

a damping coefficient �=2� /
lR0
2+2�s /
lR0

3+3��P0

+2��R0� /R0� /2c
lR0, and an eigenfrequency simply writing

�0
2 =

3


lR0
2KV. �6�

In the free bubble state, this equation provides the Minnaert
frequency as expected. It can be concluded that bubbles in
the elastic state have a much higher resonance frequency
than free or buckled bubbles, because their compression
modulus is higher, consistently with the derivation of de
Jong.21

III. RESULTS

A. Compression-only behavior

At small acoustic amplitudes, the model presented ear-
lier provides a linear radius response to the pressure similar
to other Rayleigh-Plesset models with constant surface ten-
sion.

Under large pressure amplitudes, the bubble will expe-
rience an original non-linear response. It will likely buckle in
its compression phase, which cancels out any surface ten-
sion. On the other hand, the surface tension rapidly rises
during the expansion phase, and this asymmetry in surface
tension provides an asymmetry in capillary pressure, espe-
cially strong for small bubbles. The radius response curve
displays this asymmetry by a “compression-only” behavior.

Recent experiments, realized with the high-speed cam-
era Brandaris 128,22 reveal the existence of such asymmetric
oscillations of bubbles. The experiment was conducted as
follows: SonoVue® and BR14 contrast bubbles, supplied by
Bracco Research SA, Geneva, Switzerland, were prepared in
the vial about 24 h prior to the recording of their dynamics.
Both types of bubbles present a phospholipidic coating,
SonoVue® containing SF6 gas,5 while BR14 contains the
even less soluble C4F10 gas.23 The contrast bubbles were led
through a capillary fiber inside a small water-filled container.
An Olympus microscope with a 60� high resolution water
immersed objective and a 2� magnifier produced an image
of the contrast bubbles. The image was then relayed to the
high speed framing camera Brandaris 128. A broadband
single element transducer was mounted at 75 mm from the
capillary. A Tektronix AWG 520 arbitrary waveform genera-
tor provided a signal amplified by an ENI A-500 amplifier.
The bubble response was investigated with sequential ultra-
sound bursts of 8 cycles at frequencies ranging from

FIG. 4. Consecutive images of a contrast agent bubble from the high speed
camera Brandaris operated at 14.3 million frames per second �time intervals
between images are thus 69.8 ns�, during one ultrasound cycle, of frequency
2.6 MHz. The bubble radius is initially 1.95 �m, and frame number 4 shows
the bubble compression.

FIG. 3. Ambient pressure vs equilibrium radius for a coated bubble �con-
tinuous line� and a free gas bubble �dotted line�. At atmospheric pressure,
the bubble radius is R0=2 �m. The coated bubble is initially in the elastic
state �Rbuckling=1.98 �m, �=1 N/m�.
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1.5 to 5 MHz. The camera was operated at a framing rate of
15 million frames per second, resolving the insonified mi-
crobubble dynamics. From the images �see Fig. 4� the radius
versus time curves for each individual bubble were extracted
�Fig. 5�a��, from which the compression-only behavior is ap-
parent.

This phenomenon is very well modeled with our effec-
tive surface tension model, see Fig. 5�b�, assuming the
bubble to be initially in a tension-less state �Rbuckling=R0�,
and allowing the shell to support elevated tensions. Note that
the fitted elastic modulus and shell viscosity of this shell are
of the same order of magnitude than the average ones from
attenuation measurements on bubble populations by Gorce et
al.,24 who deduced an average shell elasticity �=Sp /2
=0.55 N/m and shell friction �s=Sf /12�=7.2�10−9 N.

B. Aging of micro-bubbles: Effect on the oscillation
response

The initial effective tension of the monolayer depends
on the history of the bubble. During their formation in the
vial, lipid molecules are adsorbed at the interface, which re-
duces the effective surface tension, in proportion to the sur-
face concentration n /A of adsorbed lipid molecules. The
bubble is initiated in the tensed elastic state, its area being
above the buckling area, Abuckling=n�abuckling.

Dissolution of the gas in the surrounding liquid will “de-
flate” the bubble and reduce its area towards a tension-less
state �like the deflation of a rubber balloon�, below which the
bubble will buckle. In the tension-less state dissolution is
much slower, since the capillary overpressure �typically an
atmospheric pressure for micrometric bubbles� vanishes and
the rate of radius decrease is proportional to inside pressure
�which determines the dissolution concentration in the liquid

according to Henry’s law�. Bubbles therefore spontaneously
tend to their buckling radius, and then shrink much more
slowly, compared to bubbles of constant surface tension. The
reduction of surface tension is the main mechanism to ac-
count for increased longevity from the coating, since the gas
permeability of 16- and 18-carbons phospholipids coatings is
high.8

Experiments show that asymmetric oscillations become
more pronounced in the course of dissolution, see Fig. 6. Our
interpretation is that the bubble reaches the tension-less state,
where buckling occurs. According to the present model, the
asymmetry is the signature of the variation in surface tension
during each cycle, and this variation is the highest near buck-
ling.

The asymmetry can be monitored by the ratio �R+ /�R−

of the positive and negative radius excursions �defined by
�R+=max�R�−R0 and �R−=R0−min�R�, both materialized
in Fig. 5�b��. Simulations demonstrate indeed that the
compression-only asymmetry ��R+ /�R−�1�, is the more
pronounced when R0 /Rbuckling�1 �see Fig. 7�, the tension
asymmetry during the oscillation being maximal.

This behavior is to be contrasted with the large ampli-
tude oscillation of bubbles with a constant surface tension,
which tends to produce higher positive excursions. It is seen
in the same figure when the bubble radius is well above
Rbuckling �free bubble state, �=�water� or well below Rbuckling

�tension-less state, �=0�. The response curve slightly de-
pends on frequency: varying the frequency between 1 and
4 MHz changes �R+ /�R− by about 10%.

Repeated pulses on a bubble accelerate the gas dissolu-
tion, as evidenced in Fig. 6 by the sudden decrease after the
first pulse and the subsequent pulses. Two mechanisms could
account for this effect. First, the initial pulses may expel

FIG. 5. �Color online� �a� Experimen-
tal recording of the radius of a
SonoVue® bubble vs time, with the
fast framing camera Brandaris �begin-
ning of a 2.9 MHz pulse with an
acoustic pressure of 130 kPa�. �b�
Simulation. The fitted shell parameters
are Rbuckling=R0=0.975 �m, �
=1 N/m, �s=15�10−9 N and
�break-up�1 N/m �resistant shell�. The
liquid properties are 
l=103 kg/m3,
�=0.001 Pa s, c=1480 m/s, and the
polytropic gas exponent is �=1.095.

FIG. 6. Experimental recordings of repeated acoustic
pulses of 100 kPa on a single bubble, separated by
50 ms �break of time at vertical lines�. The oscillation
asymmetry increases pulse after pulse. �Frequency is
increasing from 1.5 to 4 MHz, inducing amplitude
changes�.
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some lipid molecules and reduce the buckling radius, to
which the bubble will relax. Another explanation would be
an “inverse” rectified-diffusion generated by compression-
only behaviors. The gas pressure increases during the com-
pression phase, while it remains close to the pressure at rest
during expansion �a symmetric oscillation would alternately
compress and expand the gas�. The concentration of gas in
the liquid near the interface being proportional to gas pres-
sure �Henry’s law�, the asymmetry, even small, tends to force
more gas out of the bubble. This “inverted” rectified-
diffusion would be the opposite of the usual rectified-
diffusion effect that counteracts dissolution for free gas
bubbles.25

A quantitative evaluation of this effect follows from the
expression of the rate of dissolution of an oscillating
bubble25,26

d

dt
R�t� =

Dc0


gR�t�2
 c�

c0
−

Pg�t�R�t�4

P0R�t�4 �
���

0

� dh�

�3h� + R�t�3�4/3�−1

, �7�

where the overline is the average over one period, this equa-
tion being valid for an evolution slow at the scale of the
period. The diffusivity of the gas is D, its volumic mass 
g,
its saturation concentration c0, and its concentration far from
the bubble c�. The last factor containing an integration along
the variable h� does not change sign, and tends to R4 for
small amplitude oscillations. A compression-only signal pro-
duces a stronger “averaged” pressure term Pg�t�R�t�4 /R�t�4

�for instance it amounts to 1.2P0 from the simulation in Fig.
5�b��, which accelerates dissolution. Even at Rbuckling,
where the capillary overpressure vanishes, inverted recti-
fied diffusion can force dissolution in a fully saturated
liquid with c� /c0=1.

C. Rupture of the shell

The shell can withstand finite tensions only in its shell:
starting from a compression-only signal and increasing the
acoustic pressure step by step shows that a strong positive
radius excursion suddenly appears above a critical pressure
�see Fig. 8�a��. In this new state, the bubble oscillates as a
free bubble: we interpret this behavior as the effect of the
shell rupture.

To model the rupture, we assume that above a critical
tension, �break-up, the shell breaks up and that part of the
bubble surface is uncovered. Once this threshold has been
reached, the surface tension upper bound will be the surface
tension of water, �water. We can therefore simulate the effect
of an increasing acoustic pressure on a bubble �see Fig. 8�b��.

The compression-only behavior ��R+ /�R−�1� is inter-
rupted by the break-up of the shell: the non-linear behavior
then favors positive excursions of the radius, as seen in ex-
periment, as for standard large pressure Rayleigh-Plesset dy-
namics �see Fig. 9�.

IV. CONCLUSIONS

We presented a simple model for the dynamical proper-
ties of coated contrast agents bubbles, with three parameters:

FIG. 7. Simulated asymmetry of the oscillation for varying starting radii.
Acoustic pulse and shell properties: same as Fig. 5.

FIG. 8. �a� Experimental recordings of a BR14 bubble
response to repeated 2 MHz pulses separated by 60 ms,
with an increasing acoustic pressure. �b� Simulation
with the same acoustic pressures. The fitted shell pa-
rameters are Rbuckling=R0=0.82 �m, �=1 N/m, �s

=7.2�10−9 N, while the critical break-up is �break-up

=0.13 N/m.

FIG. 9. Effect of an increasing acoustic pressure on the asymmetry of the
response �same parameters as in Fig. 8�b��.
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a buckling surface radius, a shell compressibility, and a
break-up shell tension. It predicts a compression-only behav-
ior of the bubble, a highly non-linear response. It occurs
when its radius is close to the buckling radius, a state that
naturally occurs with dissolution of gas, or that can be accel-
erated by repeated pulses. High-frequency image recordings
with lipid coated microbubbles reveal the existence of such
asymmetric oscillations, and validate the model. The
break-up of the shell is modeled by a third parameter, a finite
tension of the bubble shell above which bare interfaces are
created, with a corresponding change in bubble dynamics.

Possible applications of the model include: the charac-
terization of coated microbubbles, the description of acoustic
echoes and their use in non-linear or pulse-inversion imag-
ing, and the prediction of the effect of repeated pulses or of
long-term experiments.
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APPENDIX: COMPARISON WITH THE ELASTICITY OF
A SOLID SHELL LAYER

Like monolayer coatings, the elasticity of a thin solid
shell of thickness ��R is characterized by a two-
dimensional compression modulus �=A�d� /dA�, where � is
the isotropic in-plane tension �shear of the surface does not
occur with a radial expansion, and bending is neglected as-
suming an initial curvature close to the spontaneous curva-
ture�. Additionally, the solid shell has two interfaces, with a
surface tension �1 for the inner interface and �2 for the outer
interface. The mechanical equilibrium balance for any small
change in bubble area around the tensionless shell area A0

reads 	W=��A /A0−1�dA+�1dA+�2dA− �Pg− Pl�dV=0,
from which we obtain the pressure jump at the liquid-gas
interface Pg− Pl=2��1+�2+��A /A0−1�� /R. The effective
surface tension of the shell thus reads

� = �1 + �2 + ��R2

R0
2 − 1� , �A1�

it is a linear function of the bubble area, like in the lipid
monolayer coated bubble model �Eq. �1� for the elastic state,
with ��R0�=�1+�2�.

The model for a thick elastic shell by Church27 provides
the same effective surface tension law when the shell thick-
ness � tends to be small compared to the radius. In this model
the shell has a bulk shear modulus Gs and is incompressible
in volume �the thickness thus varies around its equilibrium
value during the oscillation�. From the Church model at
small thicknesses we find that the shell contribution can be
expressed with an effective tension law as in Eq. �A1�, using
a two-dimensional elastic modulus �=3Gs�, which is a clas-
sical result of the elasticity of thin plates.28
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An analytical and experimental investigation is made of the effect of a 2-D ventilated gas cavity on
the spectrum of turbulent boundary layer wall pressure fluctuations upstream of a gas cavity on a
plane rigid surface. The analytical model predicts the ratio of the wall pressure spectrum in the
presence of the cavity to the blocked wall pressure spectrum that would exist if the cavity were
absent. The ratio is found to oscillate in amplitude with upstream distance �−x� from the edge of the
cavity. It approaches unity as −�x /Uc→�, where � is the radian frequency and Uc is the upstream
turbulence convection velocity. To validate these predictions an experiment was performed in a
water tunnel over a range of mean flow velocities. Dynamic wall pressure sensors were flush
mounted to a flat plate at various distances upstream from a backward facing step. The cavity was
formed downstream of the step by injecting carbon dioxide gas. The water tunnel measurements
confirm the predicted oscillatory behavior of the spectral ratio, as well as its relaxation to unity as
−�x /Uc→�. For −�x /Uc�7 the cavity has a negligible influence on the upstream wall pressure
fluctuations. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2109367�
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I. INTRODUCTION

The application of supercavitation technology to under-
sea vehicles has made possible order-of-magnitude increases
in speed compared to the speeds achieved with fully wetted
vehicles. The technology employs a wetted upstream cavita-
tor to generate a separated flow that is ventilated with gas to
envelope the entire vehicle downstream from the cavitator.
The gas/water interface may be viewed as a pressure release
surface originating at the cavitator edge. Therefore, any un-
steady pressures that develop on the cavitator surface must
decay to zero as they approach and convect across the edge
and onto the gas/water interface. This decay must occur in
practice starting at some finite, frequency-dependent distance
upstream from the cavitator edge and could reduce the need
for techniques to minimize turbulence effects on sensors
placed within this distance. With turbulence or near-field
noise sources sufficiently suppressed, attention can be fo-
cused on suppressing the acoustic field stemming from
cavity-related sources such as �i� turbulence quadrupoles ad-
jacent to the nominally pressure release interface; �ii� surface
normal velocity fluctuations produced by the impinging jet
of gas from the gas source maintaining the cavity; �iii� the
unsteady volume velocity of gas input from the gas jet; and
�iv� the break-up of the interface into spray. It is the objective
of this work to identify the distances from the cavitator edge

and frequencies associated with the decay in the spectra of
the turbulent boundary layer wall pressure fluctuations. An
analytical model is developed to predict the trends, which is
then validated experimentally.

II. ANALYTICAL MODEL

Figure 1 displays a schematic of the configuration mod-
eled. Water flows in the x direction where the upstream sur-
face �x�0,y=0� supports a fully developed turbulent
boundary layer �TBL�. The TBL separates from the back-
ward facing step at x=0. The separated flow encounters a
stream of gas entering from a 2-D side branch that inhibits
contact between the water and the wall downstream of the
side branch. Wall pressure fluctuations are generated by the
TBL for x�0. These fluctuations interact with both the edge
and the gas stream interface, causing the wall pressures up-
stream of the edge to differ from those generated beneath a
nonseparating TBL. The edge diffraction interaction is mod-
eled in terms of the blocked wall pressure fluctuation spectra
for a 2-D TBL in a manner similar to that of Chase1 and
Chandiramani2 for calculating trailing edge noise.

Let pI�x� , t� be the fluctuating pressure that would be pro-
duced by the boundary layer turbulence if the rigid wall were
absent and water alone filled all of space, where t denotes
time and x� is position. The pressure p��x� , t� is then defined to
be the additional, scattered pressure produced by the interac-
tion of the turbulence with the solid surface and edge. The
pressures pI and p� are required to satisfy the condition that

a�Portions of this work were presented in “Effect of a downstream ventilated
gas cavity on the spectrum of turbulent boundary layer wall pressure fluc-
tuations,” Proceedings of the 2004 ASME International Mechanical Engi-
neering Conference and RD&D Expo, Anaheim, CA, November 2004.

b�Also with the Graduate Program in Acoustics.

3506 J. Acoust. Soc. Am. 118 �6�, December 2005 © 2005 Acoustical Society of America0001-4966/2005/118�6�/3506/7/$22.50



the normal velocity component must be zero on the wall y
=0 upstream of the cavity. At high Reynolds numbers this
means that

�pI

�y
+

�p�

�y
= 0, x � 0, y = 0. �1�

In turbulence-free regions, and at very low Mach numbers,
radian frequency-dependent pressure fluctuations, p�x� ,��,
satisfy the Helmholtz equation:

��2 + k0
2�p = 0, y � 0, �2�

where k0=� /c0 is the acoustic wavenumber, c0 being the
sound speed. The concept of a turbulence-free region in-
volves the assumption1–3 that the turbulence may be ignored
except as a source that generates the pressure pI.

The interface between the gas and water is modeled as a
free streamline parallel to the undisturbed mean flow and,
therefore, coincides with the positive x axis. This should be
an adequate first approximation, at least close to the separa-
tion point O, where the dominant interactions occur. The
very large density differential across the free streamline per-
mits the interface to be regarded as a pressure release surface
expressed by the condition

pI + p� = 0, x � 0, y = 0. �3�

The error incurred in modeling the interface as a pressure
release boundary is of the order of the gas-to-water density
ratio. The edge-generated pressure fluctuations in the water
are assumed to be independent of the side branch geometry
due to either the large density differential between the gas
and the water, intrinsic damping of the cavity’s gas, or the
natural leakage of acoustic energy due to the waveguide’s
open, effectively infinite shape.

The pressure pI�x� ,�� is an outgoing solution of Eq. �2�
just “below” the boundary layer sources. The incident pres-
sure is set equal to half the boundary layer blocked pressure,
ps�x ,z , t�, that the same turbulence would exert on an infi-
nite, rigid plane wall coinciding with y=0. This “halving”
assumption is used only to calculate the diffracted field at the

edge and is based on the hypothesis that the turbulence may
be regarded as frozen as it passes over the edge. Therefore,
just above y=0, the incident pressure can be written as

pI�x�,�� =
1

2
�

−�

�

ps�k�,��ei�k1x+k3z−��k1,k3�y� dk1dk3,

�4�
k� = �k1,�,k3� ,

where z or subscript “3” denotes the cross-stream coordinate

direction, ps�k� ,�� is the wavevector-frequency representa-
tion of the blocked pressure, and ��k1 ,k3�=�k0

2−k3
2−k1

2.
Equations �1�–�3� are then used to determine the scattered
pressure p� produced by each Fourier component
1
2 ps�k� ,��ei�k1x+k3z−��k1,k3�y� of pI. With both pI and p� written

in terms of ps�k� ,��, the equations may be manipulated and
combined to express the wall pressure as

pw�x,z,t� = �
−�

� �
−�

�

ps�k�,��erf�e−i�/4�x�1/2��k0
2 − k3

2�1/2 + k1�

�ei�k1x+k3z−�t� dk1dk3 d� . �5�

Here the error function is defined by

erf�x� =
2

��
�

0

x

e−�2
d� . �6�

The argument of the error function has a positive real part for
all real values of k1, so that the error function is approxi-
mately unity as x→�. Thus, pw→ps far upstream of the
edge, at distances exceeding the characteristic eddy dimen-
sion. On the other hand, the error function vanishes as x
→0, where the net surface pressure fluctuations vanish, in
accordance with the pressure release condition. Note that the
error function’s complex argument, whose phase is −� /4,
may be replaced using an alternate combination of real-
valued Fresnel integrals.4

Equation �5� can be transformed to supply the frequency
pressure spectrum in the form

	pp��,x� = �
−�

� �
−�

�


�k1,k3,���E�k1,k3,k0,x��2 dk1 dk3,

�7�

�E�k1,k3,k0,x��2 = �erf�e−i�/4�x�1/2��k0
2 − k3

2�1/2 + k1��2. �8�

The parameter 
�k1 ,k3 ,�� is the wavevector-frequency
spectrum of the TBL blocked wall pressure fluctuations. If a
finite size sensor is used in the measurement of 	pp�� ,x�,
then 
�k1 ,k3 ,�� must be weighted by the sensor’s wavevec-

tor response function, �H�k1 ,k3 ,����2, say, where the param-

eter �� depends on the geometry of the pressure transducer.
The point pressure spectrum measured by such a transducer
is then determined by

FIG. 1. Schematic of the two-phase flow problem that is investigated theo-
retically and experimentally. Gas is injected into the separated flow region
downstream of a backward facing step �x=0� to form a ventilated cavity.
The cavity interface is modeled as a free streamline with pressure release
surface for x�0 at y=0.
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	pp��,x� = �
−�

� �
−�

�


�k1,k3,��

��H�k1,k3,����2�E�k1,k3,k0,x��2 dk1 dk3. �9�

For a circular transducer of radius R with a uniform sensi-
tivity distribution over the face of the sensing element,

�H�k1,k3,R��2 = �2J1�kR�
kR

�2

, �10�

where J1�kR� is the Bessel function of the first kind and k
=�k1

2+k3
2.

Note that far upstream of the step edge, the blocked
point TBL wall pressure fluctuation frequency spectrum will
correspond to the actual wall pressure frequency spectrum.
Thus, the ratio of the point spectrum of the TBL wall pres-
sure fluctuations at a given distance upstream from the step
edge, 	pp�� ,x�, to the blocked point pressure spectrum,
	pp

0 ���, can be evaluated numerically from

	pp��,x�
	pp

0 ���

=
	−�

� 	−�
� 
�k1,k3,���H�k1,k3,R��2�E�k1,k3,k0,x��2 dk1 dk3

	−�
� 	−�

� 
�k1,k3,���H�k1,k3,R��2 dk1 dk3

.

�11�

Figure 2 shows the spectral ratio computed from Eq.
�11�, using the Chase model3 of 
�k1 ,k3 ,�� and an assumed
circular sensor diameter of 2R=2.54 mm. The spectral ratio
exhibits a decaying oscillation that approaches unity with
increasing −�x /Uc, indicating that, at constant frequency, the
TBL wall pressure fluctuations become independent of the
effects of the ventilated cavity as the distance upstream of
the step increases. Furthermore, as a result of contributions
from cross-stream and nonconvective streamwise wavevec-
tor components retained in the integrand of �11�, the spectral
ratio converges to −1.6 dB as −�x /Uc approaches zero. The
transducer wavevector response function, �H�k1 ,k3 ,R��2, was
found to have a negligible effect on the spectral ratio deter-
mined by �11�, either when evaluated numerically or when
replaced by unity. Thus, the spectral ratio shown in Fig. 2
may be considered as “universal.”

III. EXPERIMENTAL SETUP

The experiments were performed in the rectangular test
section of the 304.8-mm-diam water tunnel at ARL Penn
State.5 This tunnel is shown schematically in Fig. 3. A 152
by 318-mm plate assembly, shown schematically in Fig. 4,
was mounted to the tunnel wall in place of one of the test
section’s standard windows. The plate assembly consisted of
a 7.9-mm-high backward facing step located 102 mm down-
stream of the leading edge. Three cover plates were fastened
downstream from the step. The axial positions of the cover
plates were adjustable and created slots for gas injection into
the water. Compressed carbon dioxide �CO2� was injected to
form the ventilated cavity behind the step. The CO2 passed
through manifolds beneath the cover plates and then into the
water through two slots. An additional cover plate could be
placed over the recessed area downstream from the step to
form a flat surface, flush with the tunnel wall �i.e., a canoni-
cal flat plate arrangement�.

Eight PCB Model 105M147 piezoelectric pressure trans-
ducers with 2.52-mm-diam sensing elements were flush-
mounted into the plate assembly as shown in Fig. 4. Six of
the eight pressure sensors were paired axially along the plate,
each pair separated by 63.5 mm and located 3.2 mm �sensors
P5 and P6�, 6.4 mm �sensors P2 and P3�, and 9.5 mm �sen-
sors P1 and P4� upstream from the step. Two additional pres-
sure sensors were located 22.2 mm �sensor P7� and 41.3 mm
�sensor P8� upstream from the step. A Zonic System 7000

FIG. 2. Model prediction of the ratio of the point spectrum of the TBL wall
pressure fluctuations upstream of the step edge to the blocked point pressure
spectrum. Equation �11� is a numerical integration over all wavenumbers.

FIG. 3. Schematic of the ARL Penn
State 304.8-mm-diam water tunnel fa-
cility with rectangular test section.
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digital signal processor was used for acquiring and process-
ing the transducer signals into frequency spectra. The fre-
quency spectra were acquired out to 20 kHz at 6.25 Hz reso-
lution and linearly averaged over 256 data records for all
wall pressure fluctuation measurements. The normalized ran-
dom error for an autospectrum, �r, is given as6

�r�	pp��,x�� =
1

�nd

, �12�

where nd is the number of realizations. Equation �12� gives a
value of 0.063 for 256 averages and corresponds to a spectral
estimate, with a 95% confidence interval, of ±12.5%. In-
creasing the number of averages taken during cavity ven-
tilation was not feasible due to gas build-up inside the
water tunnel.

Frequency and time domain signal processing tech-
niques were used to reduce the effect of low-frequency
acoustic plane wave propagation in the tunnel on the mea-
sured TBL wall pressure fluctuation spectra. The time do-
main technique relied on the subtraction of the signals from
two amplitude- and phase-matched pressure sensors that
were flush-mounted at the same axial location in the tunnel.
The spectrum of the difference signal is a measurement of
the TBL wall pressure spectrum signal with the coherent
acoustic noise components removed.7 The frequency domain
technique applied the coherence function measured between
the two cross-stream pressure sensors to the autospectrum of
each sensor in the pair according to7

	pp−11
O = 	̂pp−11

O �1 − ��12
2 � . �13�

Here 	pp−11
O is the spectrum of the TBL wall pressure fluc-

tuations free from tunnel acoustic plane wave contamina-
tion. The quantity 	̂pp−11

O is the spectrum measured by the
pressure sensor mounted flush to the plate containing con-

tributions from both the turbulence-induced pressures and
tunnel acoustic plane waves, and �12

2 is the coherence
measured between the two pressure sensors mounted at a
common axial location on the plate. An advantage of the
frequency domain noise cancellation technique is that it
does not require any additional signal processing for the
subtraction of the two time domain signals or the use of
phase- and amplitude-matched sensors. The time and fre-
quency domain noise cancellation techniques were effec-
tive at removing up to 24 and 29 dB, respectively, of noise
contamination from the measured spectral levels at fre-
quencies below 200 Hz. The reduced effectiveness of the
time domain noise cancellation technique, compared to
the frequency domain technique, stemmed from slight
phase and amplitude mismatching between the sensors.7

Pressures induced by tunnel vibration at the sensor mea-
surement location are not cancelled with either of these
techniques.

Initial spectral measurements were performed with all
the cover plates in place which eliminated the step and
formed a flat surface. This allowed for measurements of the
blocked wall pressure fluctuation spectra beneath a canonical
TBL whose velocity statistics are well established8 and serve
as a baseline for comparison to the spectra measured with a
downstream ventilated cavity. It was anticipated that the as-
sumptions inherent to Eq. �11� would be met reasonably well
with the experimental setup in the water tunnel, given the
small thickness of the boundary layer ��*=0.932 mm� rela-
tive to both the distance separating the tunnel’s surfaces from
the measurement locations of interest �114 mm� and the
thickness of the ventilated gas cavity �7.9 mm�. The tunnel
velocity ranged from approximately 4.6 to 18.3 m/s for the
subject experiments. Gas injection rates varied from
4.0 to 7.5 m3/h, depending on the tunnel velocity.

IV. CANONICAL TBL WALL PRESSURE FLUCTUATION
SPECTRA

Figure 5 shows a typical TBL wall pressure fluctuation
spectrum for the equilibrium TBL configuration �P5 at
12.2 m/s�, nondimensionalized with mixed flow variables

FIG. 4. Schematic of the instrumented plate assembly used in the experi-
mental investigation. Measurements of the TBL wall pressure fluctuation
spectra were made upstream of the backward facing step using eight flush-
mounted pressure transducers �labeled P1–P8�. Carbon dioxide gas was in-
jected into the separated flow region downstream of the step through the
plate manifolds to form the ventilated cavity. A cover plate was inserted into
the recessed area downstream of the step for the canonical TBL wall pres-
sure fluctuation measurements.

FIG. 5. Comparison of the water tunnel-measured TBL wall pressure fluc-
tuation spectrum with archival spectra.9 Collapse is expected10 over the
nondimensional frequency range 0.03��* /U�0.6.
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and compared to the archival wall pressure fluctuation spec-
tra compiled by Keith et al.9 According to Farabee and
Casarella,10 the TBL wall pressure fluctuation spectra should
collapse over the nondimensional frequency range of 0.03
��* /U�0.6 when mixed flow variables are used. Here
�* is the TBL displacement thickness at the measurement
point, and mixed flow variables means that both inner and
outer flow variables are used in spectral normalization. At
sensor P5 and a 12.2 m/s tunnel velocity, �*=0.932 mm and
adheres to the �*�U−1/5x4/5 power law given by
Schlichting11 for other streamwise locations and tunnel ve-
locities.

Transducer spatial averaging effects must be considered
in assessing how well the spectra collapse in Fig. 5. Accord-
ing to Corcos,12 the water tunnel-measured wall pressure
fluctuation spectrum shown in Fig. 5 is attenuated by more
than 1 dB for ��* /U��0.17. For 0.03��* /U�0.17, the
water-tunnel-measured spectrum is attenuated by less than
1 dB and is observed to fall within the ±2-dB scatter of the
archival spectra presented by Keith et al.9 For 0.17
��* /U�0.6 the measured spectrum is attenuated by
more than 1 dB. Nevertheless, the water tunnel-measured
wall pressure fluctuation spectrum is within the ±3-dB scat-
ter of the archival spectra.

Figure 6 compares the spectrum of TBL wall pressure
fluctuations measured with sensor P5 at 12.2 m/s to spectra
predicted using Eq. �9� with the error function term set equal
to unity. Here Eq. �9� uses the Chase model3 of 
�k1 ,k3 ,��,
and the predictions are computed with �H�k1 ,k3 ,R��2 both
evaluated numerically to account for spatial averaging ef-
fects and set to unity. When an assumed circular sensor di-
ameter of 2R=2.54 mm is used in �H�k1 ,k3 ,R��2, this opera-
tion effectively accounts for transducer spatial averaging
effects in the point pressure spectrum prediction. See Refs. 7
and 13 for additional details regarding Eq. �9�.

The predicted TBL wall pressure fluctuation spectrum
that includes the spatial averaging effects is within 2 dB of
the measured spectrum for frequencies below 6 kHz. At fre-

quencies above 6 kHz, the measured spectrum is 
5 dB
above the predicted spectrum, which may be an effect of
background noise �possibly due to bubble-related noise� in
the water tunnel. The notch in both spectra at approximately
4 kHz has been identified as the first zero of the transducer
wavevector response function, Eq. �10�.

V. PERTURBED FLOW TBL WALL PRESSURE
FLUCTUATION SPECTRA

The cover plate downstream of the step, used to generate
the canonical TBL, was removed and spectra of the TBL
wall pressure fluctuations were measured just upstream of
the backward facing step with and without the ventilated gas
cavity. Differences in the wall pressure fluctuation spectral
levels for the perturbed TBL with ventilation and the equi-
librium TBL are expected to follow the expression given in
Eq. �11�. Figures 7–10 show the measured spectra for the
equilibrium TBL �i.e., no step�, the perturbed TBL with
backward facing step but without ventilation, and the per-
turbed TBL with backward facing step and ventilated cavity.
In addition, the measured spectral ratios of the perturbed
TBL with and without the ventilated cavity to the equilib-
rium TBL �i.e., step/cavity and step-only� are compared to

FIG. 6. Comparison of the measured and predicted spectra of the TBL wall
pressure fluctuations for the canonical flat plate arrangement at 12.2 m/s.
For the equilibrium TBL, the error function in the theoretical prediction �Eq.
�9�� is set to unity. In addition, Eq. �9� predictions are computed with the
transducer spatial averaging effects included and with �H�k1 ,k3 ,R��2 set
equal to unity.

FIG. 7. �a� Comparison of the measured wall pressure fluctuation spectra for
the equilibrium TBL �i.e., no step�, the TBL with the backward facing step,
and the TBL with the backward facing step and ventilated gas cavity for x
=−3.2 mm and U�=6.1 m/s. �b� Comparison of the measured step/cavity
and step-only wall pressure fluctuation spectral ratio with that predicted by
Eq. �11� for x=−3.2 mm and U�=6.1 m/s.
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the Eq. �11� prediction. Due to plate vibration from the gas
injection system, the spectral ratio comparisons are only
shown for frequencies where the coherence between the wall
pressure sensor and an accelerometer mounted beneath the
plate was below 0.05.

Figure 7 considers U�=6.1 m/s and x=−3.2 mm. The
difference in measured spectral level between the TBL wall
pressure fluctuations perturbed with the step/cavity and the
equilibrium varies, on average, between ±1.4 dB. This lies
within 0.3 dB of the ±1.1 dB variations predicted by Eq. �11�
over the nondimensional frequency range corresponding to
the measurements. Equation �11� reaches its positive peak of
1.1 dB at −�x /Uc=2.4, whereas the measured levels peak at
approximately 1.4 dB at −�x /Uc=3.1. The positive peak is
followed by a valley for both the step/cavity measurements
and the prediction. The average measured minimum of
−0.7 dB is consistent with the −0.5 dB minimum predicted
by Eq. �11�. Note that the step/cavity measured spectral ratio
exhibits a sinusoidal behavior similar to the prediction
whereas the step-only ratio clearly does not. The measured
spectral ratios are only shown out to −�x /Uc=8.5 because of
the deviation in the measured spectral levels due to vibration
from the gas injection system.

Figure 8 shows additional comparisons between experi-
ment and model prediction at x=−3.2 mm, but at the higher
speed U�=12.2 m/s. The sinusoidal character of the step/
cavity spectral ratio remains, and the nondimensional fre-
quency at which the primary peak occurs has decreased in
accordance to the prediction. Again, the step-only spectral
ratio does not display the same sinusoidal character as the
step/cavity ratio.

Figures 9 and 10 compare the prediction with data mea-
sured 22.2 and 41.3 mm upstream of the step for U�

=12.2 m/s. At x=−22.2 mm �Fig. 9�, the step/cavity spectral
ratio remains relatively constant over the range 7�−�x /Uc

�50. In addition, the step-only spectral ratio shows no evi-
dence of the primary oscillation that was measured at the
3.2 mm upstream location near −�x /Uc=2.4. Similarly at x
=−41.3 mm �Fig. 10�, the step/cavity spectral ratio remains
relatively constant over the range 8�−�x /Uc�100. Thus,
the average step/cavity spectral results fall within ±0.5 dB
over the range 7�−�x /Uc�100, indicating the effect of the
ventilated cavity on the upstream TBL wall pressure fluctua-
tions diminishes rapidly with increasing −�x /Uc.

FIG. 8. �a� Comparison of the measured wall pressure fluctuation spectra for
the equilibrium TBL �i.e., no step�, the TBL with the backward facing step,
and the TBL with the backward facing step and ventilated gas cavity for x
=−3.2 mm and U�=12.2 m/s. �b� Comparison of the measured step/cavity
and step-only wall pressure fluctuation spectral ratio with that predicted by
Eq. �11� for x=−3.2 mm and U�=12.2 m/s.

FIG. 9. �a� Comparison of the measured wall pressure fluctuation spectra for
the equilibrium TBL �i.e., no step�, the TBL with the backward facing step,
and the TBL with the backward facing step and ventilated gas cavity for x
=−22.2 mm and U�=12.2 m/s. �b� Comparison of the measured step/cavity
and step-only wall pressure fluctuation spectral ratio with that predicted by
Eq. �11� for x=−22.2 mm and U�=12.2 m/s.
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VI. CONCLUSIONS

The frequency spectrum of the TBL wall pressure fluc-
tuations upstream of a gas ventilated separated flow over a
backward facing step has been investigated analytically and
experimentally. Our predictions of the ratio of the TBL wall
pressure spectrum upstream of the edge of the cavity to the

corresponding blocked pressure spectrum in the absence of
the cavity are in general accord with measurements per-
formed in the water tunnel using a two-dimensional flat plate
geometry equipped with the means to produce a ventilated
gas cavity. This ratio is found to oscillate with the parameter
−�x /Uc, but the oscillations damp out as −�x /Uc→�. The
principal conclusion of this investigation is that the venti-
lated cavity has a negligible effect on the upstream TBL wall
pressure fluctuations when −�x /Uc�7.
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Effect of wind-generated bubbles on fixed range acoustic
attenuation in shallow water at 1–4 kHz

Michael A. Ainslie
Underwater Technology Department, TNO Defence, Security and Safety, Oude Waalsdorperweg 63,
2509 JG The Hague, The Netherlands

�Received 7 February 2005; revised 13 September 2005; accepted 13 September 2005�

Long-range acoustic propagation in isothermal conditions is considered, involving multiple
reflections from the sea surface. If the sea is calm there is almost perfect reflection and hence little
loss of acoustic energy or coherence. The effect of wind is to increase propagation loss due to rough
surface scattering and the interaction with near-surface bubble clouds. Previously published
measurements of wind-related attenuation in shallow water, at a fixed range of 23 km, are converted
to surface reflection loss by dividing the total attenuation by the expected number of surface
interactions. Theoretical predictions of coherent reflection loss are compared with these
measurements in the frequency range 0.9–4.0 kHz and wind speeds up to 13 m/s. Apart from an
unexplained seasonal dependence, it is shown that the magnitude of the predicted rough surface
scattering loss is sufficient to explain the measurements if the effect of bubbles is included, and not
otherwise. The bubbles are found to play an important catalytic role, not by scattering or absorbing
sound, but by refracting it up towards the sea surface and thus enhancing the scattering loss
associated with the rough air–sea boundary. Possible explanations for the apparent seasonal
variations in the measurements are explored. © 2005 Acoustical Society of America.
�DOI: 10.1121/1.2114527�

PACS number�s�: 43.30.Hw, 43.30.Cq, 43.30.Es �AJS� Pages: 3513–3523

I. INTRODUCTION

The coherent reflection loss due to scattering of sound
from a rough sea surface is well understood theoretically.1

However, reported reflection loss measurements, though of
the same functional form as expected from rough surface
scattering theory, are a factor of 3 or so higher in magnitude
than theoretical predictions.2 Specifically, while both pre-
dicted and observed losses, for acoustic frequency f and
wind speed v, are proportional to the product f3/2v4, mea-
sured values of the constant of proportionality for two differ-
ent observation periods, 8 months apart, are shown by
Weston and Ching2 �hereafter abbreviated as WC89� to be
2.3 and 4.5 times larger than theoretical values. The two
periods are September–October 1968, and May–June 1969.
The discrepancy between theory and observation is partially
explained by Norton and Novarini3 �hereafter abbreviated as
NN01�, who attribute the extra losses to scattering from ag-
gregations of bubbles in the form of vertical protrusions
�plumes�. Their model predicts losses of magnitude in ap-
proximate agreement with observation at frequencies of 2
and 4 kHz and for one of the two measurement periods, but
provides no explanation for the observed frequency, wind
speed, or seasonal dependence.

The agreement in functional form between theory and
measurement makes one reluctant to abandon the notion of
rough surface scattering as the main loss mechanism, with
the magnitude somehow enhanced. At the same time, the
magnitude of the effects predicted by the detailed modeling
work of NN01 makes it foolhardy to ignore the influence of
bubbles. The hypothesis investigated here is that the bubbles
may act primarily as a catalyst, enhancing the rough surface

scattering loss by refracting the sound up towards the sea
surface. Such an enhancement was suggested originally by
Christian4 and considered further by Tielbürger.5 Here, the
hypothesis is tested by a quantitative comparison with the
measurements of WC89.

Section II of the present article summarizes the measure-
ments of WC89, and this is followed in Sec. III by a descrip-
tion of the acoustical environment pertinent to the interaction
with the sea surface, namely the sea surface roughness spec-
trum and the near-surface bubble population. Theoretical
predictions of the coherent reflection coefficient are pre-
sented in Sec. IV, with and without the effect of bubbles,
followed by comparisons with the WC89 measurements in
Sec. V, including a discussion of the seasonal dependence.
Conclusions are listed in Sec. VI.

II. WESTON-CHING MEASUREMENTS

The measurements of WC89 were made in the Bristol
Channel, near Perranporth �UK�, during two observation pe-
riods in Sept.–Oct. 1968 and May–June 1969. Propagation
loss data for frequencies 0.87–4.0 kHz were collected for a
fixed range of 23 km �see Fig. 1�. The source and receiver
are described by WC89 as a “type 14” projector and “hydro-
phone unit K.” They are indicated on the map, respectively,
by the number “14” and letter “K.” The bathymetry data
used to derive water depth contours are from Refs. 6 and 7.
Both source and receiver were mounted on the seabed, which
is described by WC89 as “a sand and shell bottom.” The
water depth along the K-14 track is mostly about 30 m, in-
creasing to slightly more than 50 m at the receiver. In order
to facilitate comparison with related work,2,3 a nominal water
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depth of 39 m is used here for subsequent theoretical calcu-
lations. For both measurement periods the conditions were
approximately isothermal, with “never more than 0.5 °C
variation through the water column” �WC89� and predomi-
nantly westerly winds of up to 26 knots �13.4 m/s� in 1968
and up to 22 knots �11.3 m/s� in 1969. The wind-speed mea-
surements were made on land at a nearby Royal Navy Air
Station �RNAS Culdrose�. Further details of the experiment
can be found in Refs. 2 and 8.

The wind-induced reflection loss in shallow water is
found by WC89 to vary according to a simple empirical for-
mula, relating the magnitude of the reflection coefficient �R�
to frequency f and wind speed v. It is convenient to write
this relationship in the form

− ln�R� = �� f

1 kHz
�3/2� v10

10 m/s
�4

, �1�

where the coefficient � is the reflection loss at a frequency of
1 kHz and wind speed of 10 m/s, and the subscript “10”
for the wind speed indicates that this parameter is mea-
sured at a nominal height of 10 m �WC89�. The measured
value of � appears to depend on the time of year. Assum-
ing a cycle distance of 5.34 km �the limiting ray cycle
distance for isothermal and isohaline water of depth
39 m�, it is numerically equal to2

� = �0.0677 Sept. – Oct. 1968

0.132 May – June 1969
	 . �2�

Although the language of ray theory is used here for conve-
nience, it should not be taken too seriously. For the frequen-
cies used in this experiment there are never more than three
water-borne modes excited. For a complete understanding a

mode interpretation is necessary. In particular, if any one
mode contributes to the acoustic field at a given range on the
seabed, say that of a limiting eigenray after N cycles, it will
do so also after N+1 cycles and at all intermediate ranges.
Thus, the concept of an eigenray is not a useful one, and
there is no need for the number of ray cycles to be an integer.
The value used to derive the quoted numerical values of � is
4.31.

Although � is dimensionless, it can be assigned units of
nepers per cycle or per surface reflection. One neper is
equivalent to 20 log10 e decibels �8.686 dB�.

III. ACOUSTICAL ENVIRONMENT

The purpose of this section is to establish a scenario for
the theoretical calculations of Sec. IV. It is assumed that
conditions are isothermal, and that all energy arriving at the
23-km receiver does so via the resulting surface duct. With
this assumption there is no need to describe the seabed. It is
justified by the observation that, even in calm conditions,
only one third of the energy arrives via bottom-interacting
paths.8 This proportion is expected to decrease with increas-
ing wind speed. The main parameters controlling the surface
interaction are the surface roughness spectrum and the near-
surface bubble population. The properties of these, as as-
sumed for the purpose of Sec. IV, are described in Secs. III A
and III B below.

Acoustic effects of bubbles include refraction, absorp-
tion, and scattering of sound.9 At the frequencies of interest
here, the combined extinction effect on surface reflection
loss of absorption and scattering due to bubbles is believed
to be small.3,10–12 For simplicity, it is assumed that the bubble
population density can be characterized by a function of
depth only �i.e., independent of horizontal range�, meaning
that scattering from bubble plumes3,13 is excluded from the
present study. In reality, there will be regions of locally
higher concentration �e.g., near whitecaps�, but it is hoped
that long-range propagation will average out the effects of
these. Neglecting absorption and scattering, the main acous-
tic effect of the bubbles is refraction, resulting from the in-
creased compressibility �and hence reduced sound speed�.
The effect of the refraction is to increase the near-surface
grazing angle, decreasing the coherence of the reflected wave
because of the increased spread in phase differences at the
sea surface, and thus increasing the scattering loss.

A. Surface waves

1. Surface wave spectra

Two different surface wave spectra F��� are of interest:
the Neumann–Pierson �NP� spectrum14,15 and the Pierson–
Moskowitz �PM� spectrum.16 Both are applicable to a fully
developed sea and both are of the form �for surface wave
frequency ��

F��� =
A

�n exp
− B� g

�v
�m� �� � 0� , �3�

where g is the acceleration due to gravity. The remaining
four parameters A, B, n, and m are empirical constants. Nu-
merical values associated with the NP and PM spectra are

FIG. 1. Map of the measurement area. The symbols “14” and “K” mark the
transmitter and receiver, respectively. The horizontal distance between them
is 23 km. The contours denote water depths in meters.
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given by Table I. Of the two spectra, NP was in use for early
research on sea surface scattering,1,17 whereas PM is preva-
lent in more recent work.3,18–21

The wind-speed measurement height for the PM spec-
trum is 19.5 m. The measurement height for the NP spectrum
is not specified explicitly, but a height close to 18 ft �5.5 m�
is implied.14 For the present purpose, rounded values of 20
and 5 m are assumed, and the corresponding wind speeds are
denoted v20 and v5, respectively.

Wave height spectra of the general form of Eq. �3� are
referred to henceforth as generalized Pierson spectra �GPS�.
This form is used wherever possible to maintain generality,
specializing to NP and PM cases where necessary.

2. rms roughness

The rms roughness � follows from the spectral density
according to

�2 � 
0

�

F���d� = AXn−1,m�v
g
�n−1

, �4�

where Xn,m is defined as

Xn,m � 
0

�

xn−1 exp�− Bxm�dx ,

and therefore �Ref. 22, p. 342�

Xn,m =
��n/m�
mBn/m , �5�

where ��x� is the gamma function.23 For the NP and PM
spectra, respectively, it follows that

�NP
2 = SNPv5

5, �6�

and

�PM
2 = SPMv20

4 �7�

where, using g=9.807 m/s2, the coefficients are SNP

�3.11�10−6 m−3 s5 and SPM�2.85�10−5 m−2 s4, consis-
tent with Eq. �19� of Ref. 1 and Eq. �28� of Ref. 18,
respectively. Equations �6� and �7� are special cases of the
more general Eq. �4�.

B. Bubbles

An important acoustical property of the near-surface
bubble population is the volume gas fraction of air close to
the sea surface, abbreviated henceforth as “air fraction” or
“gas fraction.” This parameter is estimated here using Hall’s

bubble population model,24 as modified by Novarini �see
Ref. 25�, henceforth referred to as the “Hall–Novarini”
model.

1. Bubble population model

Here, the near-surface Hall–Novarini �HN� bubble popu-
lation is described. The HN model assumes that no bubbles
exist with a radius less than amin=10 �m, or greater than
amax=1000 �m. Between these limits, the bubble population
distribution �i.e., the population density per unit increment in
bubble radius� close to the sea surface, correcting some ty-
pographical errors in Eq. �10� of Ref. 25, is

n�a� = �1.6 � 1010 m−4�G�a,z�� v10

13 m/s
�3

�exp
−
z

L�v10�
� , �8�

where

L�v� = � 0.4 m v 	 7.5 m/s

0.4 m + 0.115 s�v − 7.5 m/s� v � 7.5 m/s
	 ,

G�a,z� = � �aref�z�/a�4 amin 	 a 	 aref�z�
�aref�z�/a�x�z� aref�z� 
 a 	 amax

	 ,

aref�z� = 54.4 �m + 1.984 � 10−6z , �9�

and

x�z� = 4.37 + � z

2.55 m
�2

.

2. Air fraction

It follows from Eq. �8� that the surface air fraction can
be written

U�0� = U10� v10

10 m/s
�3

, �10�

where the dimensionless parameter U10 �the near-surface air
fraction for a wind speed of 10 m/s� is equal to 9.29
�10−7.

3. Effect of bubbles on sound speed

The main acoustic effect of the air fraction is to reduce
the sound speed of the air–water mixture �denoted cm� to a
value significantly below that of bubble-free water �cw�. Ex-
tinction effects are thought to be small on theoretical
grounds,26 and this is confirmed for frequencies of up to
4 kHz by numerical demonstrations.3,11,12

If the gas fraction is small �U10 is of order 10−6� and
neglecting extinction, cm is related to cw by24

cm
2 =

cw
2

1 + �wcw
2 �K

, �11�

where �w is the density of water and �K is the contribution
to the compressibility of water due to the gas fraction, given
by Hall’s Eq. �A7�. Neglecting also the effect of surface

TABLE I. Numerical constants associated with the Neuman–Pierson �NP�
and Pierson–Moskowitz �PM� spectra.

Symbol NP spectrum PM spectrum

n 6 5
m 2 4
A 2.4 m2 s−5 0.0081 g2

B 2 0.74
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tension, and assuming that the frequency is below the reso-
nance frequency of the largest bubbles, it follows that

�K�f� �
1

P


amin

amax V�a�n�a�
Re �a, f�

da , �12�

where �a , f� is the polytropic index,9 V�a� is the volume of
a single spherical bubble of radius a, and P is the hydrostatic
pressure. Defining 0 as

0 �
U

P�K
, �13�

it follows that

�K�f� =
U

0�f�P
,

and therefore �making the near-surface depth dependence ex-
plicit�

cw
2

cm�z�2 = 1 +
�wcw

2

0�z�P�z�
U�z� . �14�

The value of Re  varies between unity for small bubbles
and the specific heat ratio for large ones, so 0 is expected
to vary between 1.0 and 1.4, depending on the acoustic
frequency. By a small �large� bubble we mean one whose
radius is small �large� compared with the thermal diffu-
sion length �D /�f�1/2, where D is the thermal diffusivity
of air,27 and whose behavior is thus isothermal �adiabatic�.
For a frequency of 2 kHz, the diffusion length is about
60 �m.

Numerical values used in the following for sound speed
and density of bubble-free seawater are cw=1490 m/s and
�w=1027 kg/m3. For example, evaluation of Eq. �14� at the
sea surface �z=0�, assuming a hydrostatic pressure P equal
to 101.3 kPa, results in

cw
2

cm�0�2 = 1 +
2.25 � 104

0�0�
U�0� . �15�

Figure 2 shows the variation of the sound speed c and ex-
tinction coefficient � �i.e., the combined decay constant due
to both absorption and scattering effects� with depth for a
frequency of 2 kHz and wind speeds up to 12 m/s as
marked, calculated from the complex variable cm using the
algorithm of Hall24 for the HN bubble population. The
assumed temperature and salinity values for this and sub-
sequent calculations are 10 °C and 35 psu. The main fea-
ture of interest is the large sound-speed defect at the sea
surface for the higher wind speeds. Notice also that the
predicted extinction coefficient at this frequency exceeds

FIG. 3. Predicted variation of sound speed and extinction coefficient with
frequency for z=0. Wind speeds are as Fig. 2. The horizontal gray lines in
the upper graph are calculated using Eq. �15� with the values of 0 as
marked �12 m/s only�.

FIG. 2. Predicted variation of sound speed and extinc-
tion coefficient with depth from the sea surface for fre-
quency 2 kHz. Wind speeds �at 10-m height� are
0 to 12 m/s as marked.
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0.05 dB/m only for the highest wind speed considered,
and then only in the uppermost 10 cm.

The frequency dependence of c and � at the sea surface
is illustrated by Fig. 3, calculated in the same way as for Fig.
2. For the highest wind speed only �12 m/s�, the isothermal
and adiabatic predictions of Eq. �15� are also shown, and
from these it is clear that the isothermal limit �0=1� pro-
vides a reasonable approximation to the sound speed for fre-
quencies less than about 4 kHz. The kink at 3.2 kHz results
from the onset of resonance for the largest bubbles at this
frequency, illustrating a transition between one regime that
includes some resonant bubbles �f �3.2 kHz� and another
that does not �f 
3.2 kHz�. Above this transition frequency,
the predicted extinction coefficient increases rapidly with in-
creasing frequency. The transition frequency is inversely pro-
portional to the choice of amax, equal to 1 mm for the HN
model.

A convenient approximation to the sound-speed profile
�at low frequency� is obtained by substituting the depth-
dependent air fraction into Eq. �14� with 0=1. The air frac-
tion corresponding to the HN bubble model can be found by
integrating Eq. �8�. The result, assuming aref
amax, is

U�z� =
U�0�
J�0�

e−z/LJ�z� , �16�

where

J�z� � 
amin

amax

V�a�G�a,z�da =
4

3
�aref

4 �z��ln
aref�z�
amin

+
1 − �aref�z�/amax�x�z�−4

x�z� − 4
	 , �17�

and

J�0� = 1.275 � 10−16 m4.

IV. THEORETICAL REFLECTION COEFFICIENT

For the modeling of long-range propagation at low fre-
quency, it is often assumed that the incoherent field contrib-
utes little to the total, and recent studies have provided some
justification for this assumption.21,28 In this situation it is
useful to define a “coherent” reflection coefficient �R� as the
ratio of the mean reflected pressure amplitude to the incident
amplitude. The average is usually over an ensemble of dif-
ferent realizations of a randomly rough surface, but it can
also be thought of as an average in time over a randomly
varying rough surface. Following Brekhovskikh and
Lysanov,29 the coherent reflection coefficient is calculated
below for the case of large-scale roughness, both with and
without effects of near-surface bubbles.

A. Large-scale roughness reflection coefficient in
bubble-free water

For an isotropic wave number spectrum, the coherent
reflection coefficient for large-scale roughness, and near-
grazing incidence, can be written as a function of grazing
angle � and acoustic wave number k

�R�2 = 1 − 4E�2k3

g
�1/2

I sin � , �18�

where

E = � 8

�
�1/2��3/4�

��1/4�
� 0.3814,

and I is the integral

I = 
0

�

�F���d� .

For the GPS this reduces to

I = AXn−2,m�v
g
�n−2

, �19�

so that the reflection coefficient can be written

�R�2 = 1 − Df3/2vn−2 sin � , �20�

where

D =
16E����

mB�

A

gn��g

cw
�3/2

,

and

� =
n − 2

m
.

It follows from Eq. �20� that

�RNP�2 = 1 − DNPf3/2v5
4 sin � , �21�

and

�RPM�2 = 1 − DPMf3/2v20
3 sin � , �22�

where DNP�6.12�10−9 Hz−3/2 s4 m−4 and DPM�5.98
�10−8 Hz−3/2 s3 m−3. Equation �21� is consistent with Eq.
9.6.7 from Ref. 29.

For comparison with measurements �i.e., Eq. �1�� it is
convenient to rewrite Eqs. �21� and �22� using the approxi-
mation, valid for �R��1

− 2 ln�R� � 1 − �R�2. �23�

With this approximation, and converting to a common refer-
ence height of 10 m using30 v10/v20=0.94 and v10/v5

=1.07, it follows that

− ln�RPM� � 1.14� f

1 kHz
�3/2� v10

10 m/s
�3

sin � , �24�

and

− ln�RNP� � 0.74� f

1 kHz
�3/2� v10

10 m/s
�4

sin � . �25�

Notice that the scattering theory naturally gives an f3/2 de-
pendence on frequency, in agreement with observation. If
one insists on reproducing the observed v4 wind-speed de-
pendence from Eq. �20�, this restricts possible spectra to
those satisfying n=6 only, consistent with the NP spectrum,
but not with PM. However, the predicted value of � is 0.022,
significantly lower than the measured values of Eq. �2�.
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B. Influence of bubbles on scattering theory

The effect of a near-surface bubble layer on the above
theoretical results is considered in this section, for a nominal
wind speed �v10� of 10 m/s. The two effects of the bubble
cloud considered are sound extinction and refraction. It is
shown above that, for frequencies up to 4 kHz, the sound
speed in bubbly water can be estimated using the isothermal
limit of Eq. �14�. Figure 4 shows the coherent reflection loss
calculated for the sound-speed profile thus calculated, which
features a sound-speed deficit at the sea surface of 15.3 m/s.
The bubbles are assumed to behave isothermally �i.e., 0

=1 is used in Eq. �14��, here and throughout the remainder of
this article. The corresponding extinction profile is estimated
using a surface value of 0.1 dB/� �equivalent to approxi-
mately 0.2 dB/m at 3 kHz� and assuming that the extinction
coefficient varies with depth in proportion with the local air
fraction.

The top left graph of Fig. 4 shows the result for the
theoretical reflection loss for the sound-speed and extinction
profiles described above. The remaining three graphs dem-
onstrate the effects of switching off either extinction �top
right�, refraction �bottom left�, or both �bottom right�. The
effect of the extinction coefficient � becomes important at
frequencies above 2 kHz, but only if refraction is excluded

�lower graphs�. When the full sound-speed profile is taken
into account �upper graphs�, the effect of extinction is
swamped by the much larger refraction effects. The low sen-
sitivity to � in the latter case is consistent with the findings
of Refs. 3, 11, and 12 that extinction has a small effect on
propagation loss in the frequency range 1–4 kHz.

The predictions of Fig. 4 are made using the recursive
method of Jensen et al. �Ref. 31, p. 53�. A total of 100 sub-
layers was used to represent the bubbly medium, each of
equal thickness and spanning a total depth of 10 m from the
sea surface. Beneath this depth the properties of uniform,
bubble-free water are assumed. All boundaries between sub-
layers are perfectly smooth except the top one, between the
atmosphere and the uppermost sublayer of bubbly water,
which is attributed a roughness ��PM� of 0.60 m, determined
by Eq. �7�. The effect of this roughness is modeled by scaling
the reflection coefficient of the uppermost boundary by the
factor �RPM� from Eq. �24�, taking account of Snell’s law for
the angle �. The recursive method described above, includ-
ing Eq. �24� for the effect of scattering, is abbreviated hence-
forth as RELAY, the name of the computer program in which
it is implemented.

Figure 4 can be compared with the simpler approxima-

FIG. 4. Theoretical reflection loss in nepers �−ln�R��, vs grazing angle and frequency, evaluated using RELAY for a wind speed �v10� of 10 m/s; Top left:
refraction+extinction; top right: refraction only; bottom left: extinction only; bottom right: no refraction+no extinction.
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tion of Eq. �24�, which is insensitive to the layering. The
result without refraction is not shown because it is identical
to the bottom right graph of Fig. 4, as expected. The result
including refraction, shown in Fig. 5, resembles the upper
two graphs of Fig. 4 for angles 5–10°, but, by comparison
with RELAY, Eq. �24� overestimates reflection loss at angles
less than about 5°.

V. ANALYSIS OF WC89 MEASUREMENTS

A. Comparison with theory

The WC89 measurements for a wind speed of 10.3 m/s
�i.e., 20 knots� are plotted in Fig. 6 vs frequency as a series
of circles �1968 measurements� and squares �1969�. The gray
reference curves are calculated using Eq. �24� �i.e., using the
PM spectrum� and Eq. �25� �NP spectrum�, without any ef-

fects due to bubbles. Both spectra predict losses that are
significantly lower than the measured values, as expected
from the findings of WC89. When refraction is included
�black solid and dashed curves�, PM is close to 1969 and NP
is between the two data sets—both exhibit the correct �f3/2�
frequency dependence. The remaining �dash-dot� curve in
Fig. 6 is evaluated using RELAY, predicting a reflection loss
magnitude that is intermediate between the 1968 and 1969
measurements. However, the frequency dependence is too
steep, similar to that of the OASES predictions of Fig. 3
from Ref. 12. Closer inspection of the predictions of RELAY

used to produce the present Fig. 4 reveal a deep interference
null close to grazing incidence, at a frequency close to
3 kHz, suggesting that the rapid increase in loss with fre-
quency predicted by RELAY may be an interference effect as
this null is approached. Such a null is unlikely to manifest
itself in the measured attenuation, due to the averaging effect
resulting from multiple sea surface interactions.

The dependence on wind speed is also of interest. Figure
7 shows WC89 measurements and theoretical predictions vs
wind speed for a frequency of 2 kHz. As for Fig. 6 above,
PM agrees well for 1969 if bubbles are included, and over-
estimates the 1968 data. The behavior of the NP prediction is
similar. RELAY also predicts the correct magnitude, but the
scattering loss increases too steeply with increasing wind
speed compared with the measurements.

Regardless of the precise explanation, it is clear from
Figs. 6 and 7 that Eq. �24� does a better job than RELAY in
predicting both the frequency and wind-speed dependence of
the WC89 measurements, even though it is believed to over-
estimate the theoretical reflection loss in the angle region
0–5°, where it is being used. This success of Eq. �24� is
especially surprising considering the small loss assumption
made in its derivation.

Figure 8 shows all of the measurements from Tables III
and IV from WC89 in a similar format to that of their Figs. 6
and 7. Specifically, what is plotted here is the quantity
�−ln R� / f3/2 as a function of v10

4 . It is remarkable that �as
Weston and Ching point out themselves� when presented in

FIG. 5. Theoretical reflection loss in nepers �−ln�RPM��, vs grazing angle and
frequency, evaluated using Eq. �24� for a wind speed �v10� of 10 m/s. Equa-
tion �24� is evaluated using the angle at the sea surface calculated according
to Snell’s law. The x-axis variable is the grazing angle in bubble-free water.

FIG. 6. Measured �symbols� and predicted �curves� reflection loss vs fre-
quency for a wind speed �v10� of 10.3 m/s. Predictions are for a grazing
angle of 1.67°.

FIG. 7. Measured �symbols� and predicted �curves� reflection loss vs wind
speed for a frequency of 2 kHz. Predictions are for a grazing angle of 1.67°.
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this way the measurements collapse to something approach-
ing a straight line. Also plotted in Fig. 8, for comparison, are
the theoretical predictions of Eqs. �24� and �25� with and
without bubbles. The main justifications for using these
simple approximate equations in preference to RELAY are that
they appear to work and are free from artifacts caused by
interference associated with a single range-averaged �and
hence deterministic� realization of the bubble population.
This approach also has the attraction of simplicity of presen-
tation: the division by f3/2 results in a theoretical prediction
that depends only on wind speed, so that measurements at all
frequencies can be compared with a single line in the graphs.
From this line an estimate of the parameter � can be made by
reading off the value from each curve at v10=10 m/s,
namely about 0.16 �0.11� for the PM �NP� spectrum, roughly
consistent with the measured values between 0.07 and 0.13.

The conversion from total along-track attenuation to re-
flection loss per cycle requires a well cut-on duct and so may
not be applicable to low-frequency data points, which are
shaded gray in Fig. 8 to reflect this. �The cutoff frequencies
of the first two modes are about 0.7 and 1.7 kHz�. Also
shaded, bearing in mind the perturbational nature of the
theory, are those points whose loss per cycle exceeds an
arbitrarily chosen threshold of 0.5 Np.

The theoretical predictions of Figs. 6–8 are calculated
with the parameter U10 equal to 9.29�10−7, the air fraction
corresponding to the HN bubble population model. In fact,
the value of this parameter is subject to considerable uncer-
tainty. For example, Trevorrow’s32 Fig. 10 shows an order of
magnitude spread in the near-surface bubble population den-
sity for the same wind speed. If U10 is treated as a free
parameter, an improved fit using Eq. �24� can be obtained for
1968, again for isothermal conditions, with U10=1.3�10−7.
However, bearing in mind the tendency of Eq. �24� to over-
estimate the theoretical scattering loss for small grazing

angles, it seems likely that the true U10 values during the
WC89 measurements are higher than those discussed here.

B. Seasonal dependence

An outstanding puzzle is the cause of the seasonal de-
pendence in the measured data. According to WC89, be-
tween August and October there is a period of relatively low
wind-induced losses, exemplified by the measurements of
Sept–Oct 1968. Conversely, between November and June,
these losses, characterized by the May–June 1969 data, are
significantly higher.

The theoretical predictions of Sec. IV B above are sen-
sitive to the air fraction U at the sea surface, and in particular
to the parameter U10. The relation between U and v is subject
to considerable uncertainty,32 and a potential seasonal varia-
tion in U10 is considered a strong candidate for explaining
the seasonal dependence in wind-related propagation loss.
Possible explanations of the observed seasonal dependence
are described below. The first three mechanisms all affect the
value of U10.

1. Stability in air column

Stable atmospheric conditions �caused by the air tem-
perature Ta exceeding the water temperature Tw� lead to
lower values of near-surface wind speed, and hence fewer
bubbles in the water, for fixed v10. A reduction in the bubble

population has been proposed33,34 as an explanation for
anomalously low underwater wind noise associated with
stable atmospheric conditions. It follows from Ref. 20 that
the effect could be modeled empirically by the introduction
of an effective wind speed

veff = � v10 �T 	 1 ° C

v1010−0.0116��T − 1�2
�T � 1 ° C	 ,

where

�T � Ta − Tw.

The ratio veff /v10 is equal to 0.79 and 0.65 for �T of 4 °C
and 5 °C, respectively, implying factors of 0.38 and 0.18
in v4, and hence a large reduction in surface loss for sum-
mer conditions. Thus, the effect is of the correct order of
magnitude, and is also in the right direction to explain the
higher loss measured in the winter months. Unfortunately,
the timing of the summer months is off by about
2 months.2 In principle, air stability might also affect the
surface roughness, but Pierson and Moskowitz16 find no
evidence of a correlation between the surface wave spec-
trum and air–sea temperature difference.

2. Stability in water column

Acoustic effects of the bubble population are determined
primarily by the gas fraction U at the sea surface, which
depends on the depth distribution of the bubbles, depending
in turn on the dynamics of the upper ocean and hence on the
stability of the top few meters of water. So, there exists a
potential connection between water column stability and U10.
While there is some anecdotal evidence to support the idea

FIG. 8. Measured and predicted surface reflection loss, divided by f3/2:
symbols are WC89 measurements, with selected points shaded in gray as
described in the text; the black lines are theoretical predictions with 0=1
using the HN bubble population �U10=9.29�10−7�; the gray lines are for
the reference case without bubbles �U=0�. For details, see the legends of
Figs. 6 and 7. Symbols that are drawn in both black and gray �e.g., squares�
appear in the legend only in black.
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that bubbles might be transported away from the surface in
unstable conditions,35 it predicts highest instability, lowest
U10, and therefore lowest scattering loss throughout the win-
ter months, opposite to what is observed.

3. Gas saturation

It is known that a seasonal dependence can exist in gas
saturation,36 and that the supersaturation of seawater can
have a significant impact on the bubble population37,38 for
otherwise unchanged conditions. However, higher bubble
concentrations would then be expected in the late spring,
when the sea is warming up, which does not explain the high
losses throughout the winter months.2

4. Patchiness in bubble population

The acknowledged presence of patchiness in the bubble
distribution raises the possibility of scattering by discrete
aggregations of bubbles as considered by NN01. This is the
first mechanism discussed here that does not influence the
value of U10.

Thus, the columnar clouds observed in unstable condi-
tions by Thorpe35 can also be used to explain the higher loss
observed in winter, although the timing of the summer
months is again problematic.2 Furthermore, the success of
surface scattering theory in predicting the functional form of
the measurement makes alternative explanations seem less
attractive, unless they can be shown to predict the same f and
v dependence.

5. Surface tension

Leighton9 points out that the surface tension of seawater
can vary by a factor of 2 or so. A seasonal variation in this
parameter would result in a corresponding change in the
compressibility of small bubbles, and hence in the sound
speed. This effect is considered unlikely to be large enough
to explain the observed changes in the apparent gas fraction,
primarily because it only affects the smallest bubbles.

6. Variations in sound-speed profile

The sound-speed profile in the ocean is prone to varia-
tion with season. If any changes to the profile are not cor-
rectly accounted for, artifacts will result. The assumption is
made here that the profile is approximately isothermal for all
of the measurements.2 The main justification for this is that
the measurements of most interest are those associated with
moderate to high wind speeds, i.e., the ones most likely to
correspond to a well-mixed layer.

A related effect of surface warming is to increase the
surface sound speed and hence reduce the resulting scattering
loss. However, the effect of temperature changes on the
sound speed is minor compared with that of a typical bubble
population.

7. Variations in wind or wave direction

If there are seasonal variations in the wave direction
�possibly but not necessarily caused by changes in wind di-
rection�, this would affect the correlation length of the sur-

face wave spectrum in the sound propagation direction,39,40

and hence also the scattering loss.41 Another potential conse-
quence of changing wind direction arises from the land-
based nature of the wind-speed measurements reported in
WC89. A land-based anemometer is expected to “underesti-
mate marine winds during periods of offshore winds.”42 This
might manifest itself as an apparent seasonal dependence in
scattering loss, when actually the only change was in the
Culdrose measurement for essentially unchanged conditions
at sea. However, RNAS Culdrose is at an exposed location,
most of the measurements are for a westerly wind, and there
is no obvious direction dependence in the WC89 loss mea-
surements. Therefore, this effect is considered minor.

VI. CONCLUSIONS

A. Dependence of reflection loss on frequency and
wind speed

Measured wind-related attenuation of the form f3/2v4,
converted to reflection loss by dividing by the number of
cycles, can be explained heuristically �through Eq. �24�� by
means of scattering from a Pierson–Moskowitz �PM� rough
surface, enhanced by the presence of a layer of near-surface
bubbles. First-order perturbation theory applied to rough sur-
face scattering has a built-in f3/2 frequency dependence, in-
dependent of the assumed surface wave spectrum. Perturba-
tion theory, in combination with the Hall–Novarini �HN�
surface gas fraction and PM surface wave spectrum, predicts
the correct order of magnitude for the wind-related reflection
loss, with a dependence on wind speed that is very close to
the observed v4. The behavior with the Neumann–Pierson
�NP� spectrum is similar, with a slightly stronger dependence
on wind speed.

A more complete theoretical calculation �referred to in
this article as “RELAY”�, taking account of the full depth
dependence of the HN model, while still of the correct mag-
nitude predicts a different dependence on frequency and
wind speed that does not agree with the measurements, as
illustrated by Figs. 6 and 7. A possible explanation for the
discrepancy is the presence of a deep interference null in the
RELAY prediction.

B. Main mechanism of wind-related attenuation

From the available evidence, it seems likely that refrac-
tion due to bubbles and rough surface scattering are both
essential ingredients for a complete explanation of long-
range wind-induced attenuation in the frequency range
1–4 kHz. The bubbly layer is thought to act as a catalyst by
refracting the sound upwards, and thus multiplying the the-
oretical scattering loss by a factor of order 3. It follows that
surface loss models that neglect the effect of bubbles are
likely to underestimate wind-related attenuation by a similar
amount. The magnitude of the Perranporth measurements
can be explained without the need to invoke bubble absorp-
tion, scattering from individual bubbles, or scattering from
aggregations of bubbles. A related effect is the enhancement
to back-scattering strength predicted by Keiffer et al.,25,43

also due to upward refraction in the bubble layer.
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Thus, rough surface scattering, enhanced by refraction
due to near-surface bubbles, is offered as an alternative ex-
planation for wind-related attenuation to that of scattering
from discrete bubble plumes suggested by NN01. There are
several important differences between the present work and
that of NN01 that may be partly responsible for the differ-
ences between the present conclusions and theirs. The mod-
eling of NN01 generally pays more attention to environmen-
tal detail, including the effects of scattering from bubble
plumes, multiple reflections from the seabed, and an en-
semble average over multiple deterministic realizations of a
randomly rough sea surface; they compromise only on the
sound-speed profile in the water which they assume to be
isovelocity �apart from refraction in the bubble layer—
included automatically with their approach�. By comparison,
in the present article this level of realism is deliberately sac-
rificed in exchange for the simplicity required to gain insight
into the minimal set of physical effects required to explain
the observations.

C. Seasonal effects

While a convincing explanation for the significant sea-
sonal variation apparent in the WC89 measurements is not
yet available, the main candidates involve a seasonal change
in U10. The most plausible explanation is through a seasonal
dependence in wind stress for a fixed wind speed �at 10 m�,
although there is a problem with the timing of the summer
months. Perhaps the only way to identify the cause of the
seasonal change unambiguously is to repeat the experiment
at a fixed location and different seasons, with in situ bubble,
wind, temperature, and acoustic measurements.
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Emergence rate of the time-domain Green’s function
from the ambient noise cross-correlation function
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It has been demonstrated experimentally and theoretically that an estimate of the Green’s function
between two receivers can be obtained from the time derivative of the long-time average ambient
noise function cross-correlation function between these two receivers. The emergence rate of the
deterministic coherent arrival times of the cross-correlation function, which yield an estimate of the
Green’s function, from the recordings of an isotropic distribution of random noise sources is studied
by evaluating the amplitude of the variance of the cross-correlation function. The leading term in the
expression of the variance depends on the recorded energy by both receivers and the time-bandwidth
product of the recordings. The variance of the time derivative of the correlation function has a
similar dependency. These simple analytic formulas show a good agreement with the variance
determined experimentally for the correlation of ocean ambient noise for averaging time varying
from 1 to 33 min. The data were recorded in shallow water at a depth of 21-m water depth in the
frequency band �300–530 Hz� for receivers separation up to 28 m. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2109059�

PACS number�s�: 43.30.Nb, 43.50.Rq, 43.60.Tj �RLW� Pages: 3524–3531

I. INTRODUCTION

Experimental and theoretical analysis have shown that
the arrival-time structure of the time-domain Green’s func-
tion �TDGF� can be estimated from the time derivative of the
time-averaged ambient noise cross-correlation function
�NCF� in various environments and frequency ranges of in-
terest: helioseismology,1 ultrasonics,2–6 underwater
acoustics,7–9 and seismology.10–14 The physical process un-
derlying this noise cross-correlation technique is similar for
all these environments. Initially, the small coherent compo-
nent of the noise field at each receiver is buried in the spa-
tially and temporally incoherent field produced by the distri-
bution of noise sources. The coherent wavefronts emerge
from a correlation process that accumulates contributions
over time from noise sources whose propagation path passes
through both receivers.

Based on theoretical and experimental results,6,8,11,12,15

the following relationship between the TDGF between two
receivers a and b, located respectively at r�a and r�b, and the
time derivative of the expected value of the NCF �Ca,b����
can be stated:

d�Ca,b����
d�

� − G�r�a,r�b;�� + G�r�b,r�a;− �� . �1�

In Eq. �1�, the terms on the rhs are respectively �1� the
TDGF, which comes from noise events that propagate from
receiver a to b and yields a positive correlation time-delay �,
and �2� the time-reversed TDGF, which comes from noise
events that propagate from receiver b to a and yields a nega-
tive correlation time delay −�. Thus, for a uniform noise
source distribution or a fully diffuse noise field, the deriva-

tive of the NCF is an antisymmetric function with respect to
time, the NCF itself being a symmetric function. The exact
relationship �in amplitude and arrival times� between the
time derivative of the time-averaged NCF and the determin-
istic TDGF generally depends of specific noise source distri-
bution and the environment. For instance, the source direc-
tionality creates shading of the wavefronts of the NCF with
respect to the true TDGF.7,8

Experimental results typically show that a sufficiently
long time-averaging interval �as long as environmental
changes do not modify the acoustic propagation paths� and a
spatially homogeneous noise distribution helps in estimating
the arrival-time structure of the TDGF from this correlation
process.2,7,9 Determining precisely the dependence of the
emergence rate of the coherent wavefronts of the NCF on the
noise recording duration and the various environment param-
eters is essential for practical applications. This emergence
rate �or convergence rate� can be defined based on the vari-
ance of the NCF. Indeed, the variance corresponds to the
fluctuations of the NCF around its expected value whose
time derivative is an estimate of the TDGF.

An upper bound on the variance of the NCF has been
previously derived in the case of a homogeneous medium
with embedded scatterers.11 Furthermore, a formulation of
the variance of the NCF for open systems and closed systems
based on a modal expansion of the Green’s function for the
case of local diffuse fields has also been presented.16 In this
paper, an expression of the variance of the NCF is derived
independently of the particular expression of the Green’s
function �free space, modal or rays expansion,. . .� for the
environment of interest �e.g., ultrasonic experiments, under-
water acoustics, seismology,. . .� and of the shape of the noise
spectrum. This resulting analytic formula variance of the
NCF is derived assuming only �1� an isotropic distribution of
impulsive random noise sources and �2� a finite durationa�Electronic mail: ksabra@mpl.ucsd.edu
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Green’s function, which is true for any physical systems in
the presence of attenuation. Furthermore, this formulation is
readily extended to the variance of the time derivative of the
NCF. In the case of a white noise model and finite bandwidth
recordings, this analytic formula reduces to previous deriva-
tions when using a homogeneous free-space model11 or a
modal expansion of the Green’s function.16,17 The analytic
results are compared to the variance of experimental NCF
obtained from ocean noise recordings of various duration up
to 33 min in the frequency band �300–530 Hz�. The ambient
noise data were recorded on a bottom array in shallow water
during the Adaptive Beach Monitoring �ABM 95�
experiment.9

This article is divided into five sections. Section II pre-
sents a time-domain formulation of the NCF. Section III de-
rives an analytic formula for the variance of the NCF and the
time derivative of the NCF. Section IV provides an overview
of the ABM 95 experiment and discusses the ambient NCFs
obtained. Experimental measures of the variance of the NCF
are then compared to the theoretical predictions of Sec. III.
Section V summarizes the findings and conclusions drawn
from this study.

II. FORMULATION OF THE AMBIENT NOISE
CROSS-CORRELATION FUNCTION „NCF…

The signal recorded at two receivers a and b located
respectively at r�a and r�b from a single random noise source
�located at r�1, broadcasting at a time t1� is fully determined
by the TDGF in the environment of interest, which for in-
stance is noted G�r�1 ,r�a ; t− t1� between this random source
and receiver a.18 Here, the causality requires that the noise
source in �r�1 ; t1� that contributes to the pressure field in a at
a given time t satisfy the condition t� t1. We assumed that
the �impulse� response of both receiver a and b is embedded
in the TDGF. The random impulse noise sources are assumed
to follow a shot-noise model which is appropriate for broad-
band noise sources realizations.8,19 In this model each noise
source broadcasts, at a random time t1, a signal S�r�1 ; t1�. The
resulting noise waveforms are represented by a random pulse
train consisting of similarly shaped pulses randomly distrib-
uted in time. In the case of white noise, the noise sources
have a flat frequency spectrum.19 In the present context, ran-
dom means that the discrete events giving rise to the pulses
are temporally and spatially incoherent in the limit of infinite
recording time and infinite bandwidth �due to the impulsive
nature of the sources� and have the same amplitude Q
�whose unit depends on the variable being measured, e.g.,
pressure or displacement�. The statistical law governing the
distribution of the events in time is the Poisson probability
density function and has a creation rate � �m−3s−1� per unit
time per unit volume. Hence the second-order moment of the
uncorrelated noise sources can be written as8,15

�S�r�1;t1�S�r�2;t2�� = �Q2��r�1 − r�2� · ��t1 − t2� . �2�

In practice, the contribution of the noise sources is limited in
range due to attenuation. The total field at receiver a location
is then

P�r�a;t� = �
−�

+�

dr�1�
−�

t

dt1S�r�1;t1�G�r�1,z1,r�a,za;t − t1� .

�3�

In a stationary medium, the temporal NCF Ca,b��� be-
tween the signals recorded by both receivers is defined as

Ca,b��� = �
−Tr /2

Tr /2

dtP�r�a;t�P�r�b;t + �� . �4�

In practice, the NCF is constructed from ensemble averages,
denoted by � �, over realizations of the noise source signals
S�r�1 ; t1�. The integration over the variable t, i.e., the record-
ing time for receiver a and b, corresponds to an accumula-
tion of noise sources events over time. In practice, the sig-
nals recorded by receivers a and b are correlated only over a
finite interval Tr �including both positive and negative time
delays�.15 For short correlation time � �i.e., ��Tr� with re-
spect to the recording duration at each receiver Tr, the taper-
ing of the NCF which occurs otherwise on the edges of the
finite correlation interval, i.e., for ��Tr, can be neglected.

Assuming a noise statistical model given by Eq. �2�,
using Eq. �3�, and after performing a change of variables u
= t− t1, the ambient noise cross-correlation function defined
in Eq. �4� can be expressed as

�Ca,b���� = �Q2Tr�
−�

+�

dr�1�
0

+�

duG�r�1,r�a;u�G�r�1,r�b;� + u� .

�5�

The TDGF has typically a finite temporal length noted
TGreen, i.e., the time duration after which no more multipath
arrivals can be detected. In practice, the value of the param-
eter TGreen depends on absorption, on the ambient noise level,
and on the receiver dynamics �and sensitivity�. Hence the
relationship between the TDGF between the receivers a and
b and the time derivative of the expected value of the NCF
given by Eq. �1� shows that after sufficient averaging of the
NCF and for time delay ��TGreen, only small residual fluc-
tuations are measured by the NCF. The level of these fluc-
tuations corresponds to the square of the variance �or stan-
dard deviation� of this noise correlation process noted
Var�Ca,b����. A measure of the variance Var�Ca,b���� gives
an estimate of the residual error done when approximating
the TDGF by the time derivative of the NCF and is thus a
key quantity to evaluate. Based on the time-domain formal-
ism developed in this section, a simplified formulation of the
variance of this noise correlation process Var�Ca,b���� is de-
veloped in the following section for an arbitrary TDGF with
a finite temporal length TGreen.

III. VARIANCE OF THE AMBIENT NOISE
CORRELATION FUNCTION. THEORY

A. Variance of the NCF

The variance of the ambient noise cross-correlation pro-
cess, i.e., the square of the mean level of the fluctuations, is
defined as16
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Var�Ca,b���� = �Ca,b
2 ���� − �Ca,b����2, �6�

where the expected value of �Ca,b���� is given by Eq. �5�. By
combining Eqs. �3� and �4�, the expression of Ca,b

2 ��� can be
expanded as

Ca,b
2 ��� = �

−Tr /2

Tr /2

dt�
−Tr /2

Tr /2

dt̃�
−�

+�

dr�1�
−�

+�

dr�2�
−�

+�

dr�3

��
−�

+�

dr�4�
−�

t

dt1�
−�

t

dt2�
−�

t̃

dt3�
−�

t̃

dt4

�S�r�1;t1�S�r�2;t2�S�r�3;t3�S�r�4;t4�

�G�r�1,r�a;t − t1�G�r�2,r�b;� + t − t2�

�G�r�3,r�a; t̃ − t3�G�r�4,r�b;� + t̃ − t4� . �7�

Assuming that the random sources are temporally and
spatially incoherent with Gaussian statistics, the expression
of the fourth-order moment �S�r�1 ; t1�S�r�2 ; t2�S�r�3 ; t3�S�r�4 ; t4��
reduces to

�S�r�1;t1�S�r�2;t2�S�r�3;t3�S�r�4;t4��

= �S�r�1;t1�S�r�2;t2���S�r�3;t3�S�r�4;t4��

+ �S�r�1;t1�S�r�3;t3���S�r�2;t2�S�r�4;t4��

+ �S�r�1;t1�S�r�4;t4���S�r�2;t2�S�r�3;t3�� . �8�

Each of the three terms on the rhs in Eq. �8� can be further
simplified by using Eq. �2� for each of the second-order mo-
ments. By substituting this simplified form Eq. �8� in Eq. �7�
and after performing spatial and temporal integration of the
noise source distribution for the dirac terms ��ti− tj� and
��r�i−r� j� where i , j=1, . . . ,4 are the indices of the source
terms in Eqs. �7� and �8�, the expression of �Ca,b

2 ���� reduces
to three integral terms:

�Ca,b
2 ���� = I��� + J��� + K��� . �9�

The first integral term I��� is obtained after spatial and tem-
poral integration over source indices i=2 and i=4. Its ex-
pression reduces to �Ca,b����2 by comparison with Eq. �5�:

I��� = Q4�2	�
−Tr /2

Tr /2

dt�
−�

+�

dr�1�
−�

t

dt1G�r�1,r�a;t − t1�

�G�r�1,r�b;� + t − t1�

�	�

−Tr /2

Tr /2

dt̃�
−�

+�

dr�3�
−�

t̃

dt3G�r�3,r�a; t̃ − t3�

�G�r�3,r�b;� + t̃ − t3�

= �Ca,b����2. �10�

The second integral term J��� in Eq. �9� is obtained after
spatial and temporal integration over source indices i=3 and
i=4,

J��� = Q4�2�
−Tr /2

Tr /2

dt�
−Tr /2

Tr /2

dt̃	�
−�

+�

dr�1�
−�

t

dt1G�r�1,r�a;t − t1�

�G�r�1,r�a; t̃ − t1�
	�
−�

+�

dr�2�
−�

t

dt2G�r�2,r�b;� + t − t2�

�G�r�2,r�b;� + t̃ − t2�
 . �11�

This expression of the integral term J��� can be simplified by
performing the following change of variables u= t− t1, v= t
− t2 and q= t− t̃:

J��� = Q4�2�
−Tr /2

Tr /2

dt�
−Tr

Tr

dq	�
−�

+�

dr�1�
0

+�

duG�r�1,r�a;u�

�G�r�1,r�a;q + u�
	�
−�

+�

dr�2�
0

−�

dvG�r�2,r�b;� + v�

�G�r�2,r�b;q + � + v�
 . �12�

By identification with the simplified form of �Ca,b���� in Eq.
�5�, J��� further reduces to

J��� =
1

Tr
�

−Tr

Tr

dq�Ca,a�q���Cb,b�q�� , �13�

where the autocorrelation functions of the ambient noise sig-
nals recorded at receivers a and b are noted respectively as
Ca,a�q� and Cb,b�q�.

The third integral term K��� in Eq. �9� is obtained after
spatial and temporal integration over the remaining source
indices i=4 and i=3,

K��� = Q4�2�
−Tr /2

Tr /2

dt�
−Tr/2

Tr/2

dt̃	�
−�

+�

dr�1�
−�

t

dt1

�G�r�1,r�a;t − t1�G�r�1,r�b;� + t̃ − t1�

�	�

−�

+�

dr�2�
−�

t

dt2G�r�2,r�a; t̃ − t2�G�r�2,r�b;� + t − t2�
 .

�14�

In a similar way, we can simplify the expression of the inte-
gral term K��� in Eq. �14� by performing the following
change of variables u= t− t1, v= t̃− t2 and q= t− t̃:

K��� = Q4�2�
−Tr /2

Tr /2

dt�
−Tr

Tr

dq	�
−�

+�

dr�1�
0

+�

du

�G�r�1,r�a;u�G�r�1,r�b;� + q + u�

�	�

−�

+�

dr�2�
0

+�

dvG�r�2,r�a;v�G�r�2,r�b;� − q + v�
 .

�15�

By identification with the simplified form of �Ca,b���� in Eq.
�5� we then get
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K��� =
1

Tr
�

−Tr

Tr

dq�Ca,b�� + q���Ca,b�� − q�� . �16�

Based on Eq. �1�, the arrival-time structure of the NCF
�Ca,b��±q�� is determined by TDGF Ga,b��±q�. Further-
more, the measured TDGF has a finite duration, i.e., has zero
values for running time larger than the temporal length of the
retrived TDGF TGreen �i.e., ��±q � �TGreen�. Hence, using the
following approximation,

�
−Tr

Tr

dq�Ca,b�� + q���Ca,b�� − q�� � Ga,b���2 → 0,

if � � TGreen, �17�

the value of K��� for large correlation time delay ��TGreen

can be neglected compared to the value of J��� �see Eq.
�13��. Thus using Eqs. �9� and �10� and substituting the
result in Eq. �6� and for large correlation time-delay �
�TGreen, the leading term in the expression of the variance
of the NCF is J���:

�Var�Ca,b����TGreen
= J��� + K���

�
�

−�

+�

dq�Ca,a�q���Cb,b�q��

Tr
. �18�

Equation �18� gives a formulation of the variance without
making specific assumptions on the particular expression of
the TDGF nor for the spectral properties of the noise sources.
Indeed, this formulation holds for any linear systems as long
as the corresponding TDGF has a finite temporal response,
which is generally the case due to the presence of attenua-
tion.

Under the assumption of white noise model and finite
bandwidth recordings B�, the expression of the variance of
the NCF given in Eq. �18� can be further reduced. The power
spectral densities of receivers a and b are noted respectively
	a,a��� and 	b,b���. Assuming that the recorded noise has a
white spectrum, or after perfoming an preliminar noise whit-
ening operation in practice �see Sec. IV A�, the noise spec-
trum power densities are then a constant in the frequency
band of interest: 	a,a���=Ca,a�0� /2B� and 	b,b���
=Cb,b�0� /2B�, where B� is the frequency bandwidth of in-
terest. Thus, using the Wiener-Khintchine theorem, and as-
suming that the recording time Tr is sufficiently long so that
�−Tr

Tr exp�i��+���q� dq=���+���, the following approxima-
tion can be made for finite bandwidth recordings:

�
−Tr

Tr

dq�Ca,a�q���Cb,b�q��

= 4�
�c−B� /2

�c+B� /2

d�	a,a����
�c−B� /2

�c+B� /2

d��	b,b������� + ���

=
�Ca,a�0���Cb,b�0��

2B�

, �19�

where �c is the center frequency of the noise recordings.

Hence, for this simplified white noise model, the variance of
the NCF reduces to

�Var�Ca,b����TGreen
�

�Ca,a�0���Cb,b�0��
2B�Tr

=

�
0

Tr

dtP�r�a;t�2 · �
0

Tr

dtP�r�b;t�2

2B�Tr
.

�20�

The simplified expression of the variance �Var�Ca,b����TGreen
given by Eq. �20� is a constant proportional to the product
of the total recorded energy by each receiver �which in-
cludes the receiver response, noise source amplitude, and
potential site effects� and inversely proportional to the
recorded time-bandwidth product TrB� where Tr is the re-
cording time and B� is the frequency bandwidth of inter-
est. A similar dependency of the variance on the recorded
time-bandwidth product has been previously derived for
the case of a finite number of scatterers �or source events�
embedded in a homogeneous medium.11 Furthermore, this
simple formulation in Eq. �20� reduces to previous deri-
vations for the case of modal expansions in local diffuse
fields.16,17 For open systems using finite bandwidth
Gaussian tone bursts, Eq. �20� corresponds to the leading
term in Eq. �41� in Ref. 16. For finite bodies with constant
modal density, Eq. �20� corresponds to Eq. �17� in Ref.
17, which is also the leading term in Eq. �38� of the same
reference article.

B. Variance of the time derivative of the NCF

As shown in Eq. �1�, the arrival-time structure of the
TDGF should be estimated in practice using the time deriva-
tive of the NCF and not the NCF itself. From Eq. �5� we
have

d�Ca,b����
d�

= �Q2Tr�
−�

+�

dr�1�
0

+�

duG�r�1,r�a;u�

�
dG�r�1,r�b;� + u�

d�
. �21�

The variance Var�d�Ca,b��� /d��� of the time derivative of
the NCF is defined similarly as in Eq. �6�,

Var	dCa,b���
d�


 = 	d�Ca,b����
d�


2� −  d�Ca,b����
d�

�2

,

�22�

and can be readily estimated following similar derivations
presented in the previous section. The main difference is the
substitution of terms containing a Green’s function with the
time-delay variable � �e.g., G�r�i ,r�b ;�+u�, i=1, . . . ,4� by
their time derivative �i.e., dG�r�i ,r�b ;�+u� /d��. Hence

Var	dCa,b���
d�


 = DJ��� + DK��� . �23�

The first integral term DJ��� in Eq. �23� reduces to
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DJ��� =
1

Tr
�

−Tr

+Tr

dq�Ca,a�q���DCb,b�q�� , �24�

where �DCb,b�q�� is the autocorrelation of the derivative of
the signals recorded at b, dP�r�b ; t� /dt:

�DCb,b�q�� =�
−�

+�

dt
dP�r�b;t�

dt

dP�r�b;t + q�
dt � . �25�

The second integral term DK��� in Eq. �23� reduces to

DK��� =
1

Tr
�

−Tr

Tr

dq dCa,b�� + q�
d�

dCa,b�� − q�
d�

� . �26�

Based on Eq. �1�, we can use the following approximation

 dCa,b�� + q�
d�

� dCa,b�� − q�
d�

� � Ga,b���2��p� . �27�

Hence using similar arguments to the previous section the
value of DK for large correlation time delay ��TGreen is
negligible compare to the expression DJ �see Eq. �24��.
Thus to first order for large correlation time delay �
�TGreen, the leading term in the expression of the variance
Var�dCa,b��� /d�� is DJ:

�Var	dCa,b���
d�


�
��TGreen

=

�
−�

+�

dq�Ca,a�q���DCb,b�q��

Tr
.

�28�

Note that this expression in Eq. �28� does not seem to be
symmetric with respect to the role of receivers a and b since
only the signal recorded in b is derived. However, if the
ambient noise sources are uniformly distributed in space and
time, have similar statistics, and the receiver responses are
identical, then the signals recorded by receivers a and b have
the same characteristics. Note the requirement on the noise
source statistics to correctly estimate the TDGF from the
NCF. In this case Ca,a�q��Cb,b�q� and DCa,a�q��DCb,b�q�.
Thus the roles of receiver a and b in Eq. �28� are indeed
interchangeable.

Assuming a white noise model and a finite bandwidth
recordings B� and using similar derivations done for Eq.
�19�, the general expression of the variance of the time de-
rivative of the NCF given in Eq. �28� reduces to

�Var	dCa,b���
d�


�
��TGreen

�
�Ca,a�0���DCb,b�0��

2B�Tr
. �29�

The simplified expression of the variance of the time deriva-
tive of the NCF given by Eq. �29� is a constant proportional
to the product of the recorded energy by receiver a and the
energy of the time derivative of the signal recorded by re-
ceiver b �which includes the receiver responses, site effects,
and noise source amplitude� and inversely proportional to the
time bandwidth product Tr B�.

IV. EXPERIMENTAL RESULTS

A. Experimental measure of the NCF

Ambient noise recordings were collected during the
Adaptive Beach Monitoring experiment �ABM 95� near the
southern California coast.9 A bottom horizontal array was
deployed along roughly a north-south direction at an average
depth of 21 m in a range-independent environment �see Fig.
1�. This low frequency �2–750 Hz� hydrophone array had 64
elements with an interelement spacing of Dmax=1.875 m
�equal to half-wavelength spacing at 400 Hz� �see Fig. 2�.
The sampling frequency was fs=1500 Hz and the array ele-
ments had a flat response between approximately 3 and
720 Hz. All array elements were time synchronized. In the

FIG. 1. Model of the range-independent environment in the vicinity of the
NS array during the ABM95 experiment. The two closest CTD casts were
not measured exactly above the location of the arrays but instead in shal-
lower depth �around 15 m, closer to the shoreline� or deeper depth �around
40 m, in the offshore direction from the array�. These up and down CTD
casts �double lines� are from 0 to 21 m �the water depth at the array loca-
tion� only.

FIG. 2. �Color online� Shape of the bottom array obtained from inversion
results.9 Array elements location are indicated by dots. The origin of the axis
coordinates is centered on the middle of the array. The normalized plane
wave beamformer output of the array is superimposed on the array shape.
Dashed lines shows angular direction with increment of 30°. Three dashed
circles indicate the 10-, 20-, and 30-dB level contour levels of the beam-
former output.
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vicinity of the array location, the water sound speed at the
ocean bottom remained nearly constant at approximately
1495 m/s during this experiment. Details of the experimen-
tal setup have been previously presented.9

At night, the underwater acoustic ambient noise field
was dominated by biological sounds over the 50-Hz to 1-kHz
frequency band and the nighttime spectral levels in this band
were raised by as much 30 dB over those measured during
daylight.20 The ambient noise field was generated mainly by
members of the croaker fish �Sciaenidae� family which mi-
grated at night from the surf zone out to the 21-m water
where the bottom hydrophone arrays were located. These
noise power spectra exhibit repeatable features of similar in-
tensity throughout the ABM experiment in the 300–700-Hz
bandwidth dominated by the croaker sounds consisting of a
dominant spectral energy peak between 300 and 530 Hz and
a weaker secondary peak between 600 and 700 Hz.9 Ambient
noise data were filtered in the frequency band �300–530 Hz�
where the recording amplitude was maximal and the noise
field was then created mainly by the distributed croaker
fishes. The filtered data were further equalized in the fre-
quency band �300–530 Hz� and a smoothing window was
also applied �using a Haning window raised to the power
0.25� in order to render the noise spectrum more uniform
before cross correlation. This corresponds to a noise whiten-
ing operation for the recorded noise waveforms in the fre-
quency bandwidth of interest. The noise cross-correlation
technique works best when the noise distribution is uniform
in space and time.4,7,11,10 Hence data clipping is used subse-
quently to reduce eventual influence of episodic energetic
events �e.g., a loud fish sound close to an hydrophone� which
would otherwise dominate the cross correlation. An ampli-
tude threshold of three times the standard deviation of the
filtered and equalized noise data was used instead of using a
simple but rougher one-bit truncation.4,14 Figure 3 shows the
normalized spectrogram of the 30th array element, in the
frequency band 300–530 Hz using 11 min of ambient noise
after time-frequency equalization.

Conventional plane wave beamforming was used to
verify that the spatial distribution of noise sources surround-
ing the array was almost uniform. The beamformer output

from the noise data was normalized by the beamformer out-
put for the case of uniform superposition of plane waves
coming from all directions �i.e., from 0° to 360°� to compen-
sate for the array directivity pattern �or array theoretical re-
sponse� in the case of a perfectly isotropic noise source dis-
tribution. The normalized beamformer output was averaged
incoherently across 70 frequencies spanning the whole fre-
quency band 300–530 Hz with a 3.3-Hz increment. The re-
sulting nearly uniform normalized beamformer output shows
that the directionality of the croaker sounds was nearly iso-
tropic �see Fig. 2�. This confirms previous observations that
the bottom hydrophone array was located in the midst of the
fish schools.20 Based on Figs. 2 and 3, the ambient noise field
appears to be uniform in space and time in this frequency
band. Thus theoretical predictions developed in Sec. II can
be used to estimate the variance of the NCF computed from
this experimental data set.

Figure 4�a� represents the NCF between the 15th and
30th elements of the north-south array which were separated
approximately by 28 m �see Fig. 1�. The NCF was obtained
using 33 min of ambient noise recordings �see Fig. 3�. The
normalized NCF NCa,b��� was computed as the ratio of the
NCF and the square root of the recorded energy of each
receiver so that the autocorrelation is equal to 1:

NCa,b��� =
Ca,b���

Ca,a�0�Cb,b�0�
. �30�

As expected, the time delays obtained from the NCF are
symmetric in time because of the uniform surface noise dis-
tribution around the horizontal array �as shown in Fig. 2�.
Thus, for a pair of receivers i=30 and j=15, the correspond-
ing NCF Ci,j���, for ��0, is a mirror image of the NCF,

FIG. 3. Normalized spectrogram of 11 min of ambient noise recordings
after time-frequency equalization �in the frequency band 300–530 Hz� from
JD160 �starting at 0530 UTC�, recorded by element 30 of the bottom array
�see Fig. 2�.

FIG. 4. �Color online� �a� Ambient noise cross-correlation function �NCF�
Ci,j���, between element i=30 and i=15 of the bottom array �see Fig. 2�.
Thirty-three minutes of ambient noise recordings �in the frequency band
B�=300–530 Hz� were used. The amplitude of the square root of the vari-
ance, measured between 0.5
�
2s, is indicated by the black lines. �b�
Time derivative of the same NCF which can be used to estimate the arrival
time structure of the Green’s function. �c� Zoom around the positive and
negative arrival times to compare the two time series: the negative time
derivative of the NCF −dCi,j��� /d� �solid line� and the NCF itself Ci,j���
�dashed line�. The two time series were resampled at 15 kHz and normalized
to their maxima.
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Ci,j���, for �
0, with respect to the time-delay origin �=0
�see Eq. �1��. Figure 4�b� represents the time derivative of the
NCF displayed in Fig. 4�a�. The derivative of the NCF is an
antisymmetric function with respect to time, the NCF itself
being a symmetric function. The time derivative of the NCF
exhibits a clear double-peak structure associated with direct
arrival of the TDGF.9 The ambient noise recorded on the
hydrophone array has a relatively small bandwidth B�

= �300 Hz, 530 Hz�. Hence at first sight the time series of
the NCF and its time derivative will look nearly identical.
Figure 4�c� compares more closely the two time series
−dCi,j��� /d� �solid line�, which yields the theoretical esti-
mate of the true TDGF, to the NCF Ci,j��� �dashed line�. The
waveforms are similar but with a phase shift �for narrow-
band signals� corresponding here to a small time delay of
0.5 ms, which yields an error estimate in separation distance
of 0.75 m. For a stationary pair separated by large distances
with respect to the wavelength, thus yielding large arrival
times, this small time delay is often insignificant and within
the error bound associated with travel-time measurements.
However, for small distances, e.g., 28 m in this case or
roughly 7.5 wavelengths, this small time delay can cause a
significant error in travel-time measurements. Thus, using
the derivative of the NCF yields a crucial difference for the
precise measurement required for array element localization9

or small-scale tomography.
The time derivative of the NCF clearly shows the direct

arrivals of the TDGF between two array elements; however,
other multipath arrivals of the TDGF do not appear as
clearly. This is most likely due to the multiple interaction
with the moving free surface and the high attenuation bottom
for the coherent components of the noise field propagating
between the receivers along high angle paths. Indeed, in the
presence of environmental fluctuation, the contribution of
these noise components to the time-averaged NCF may not
average coherently over long recording time period, i.e., Tr

in the order of tenths of minutes. Thus the high angle paths
may not emerge as reliably over time from the time-averaged
NCF. Furthermore, even though the dominant noise sources
�croakers� are uniformly distributed around the array, they
may be quite directional since the croakers are typically lo-
cated close to the hard ocean bottom �thus approaching
baffled sources�. Hence the shading introduced by the direc-
tionality of the noise sources may also further reduce the
emergence of the high angle paths in the NCF.7,8

B. Experimental measure of the variance of the NCF

Following the theoretical discussions in Sec. II, the vari-
ance of the NCF was computed for long time-delay 0.5 s
� �� � �2 s, much larger than the maximal travel time be-
tween array elements which is �N−1�Dmax/c0�0.08 s,
where N=64 and Dmax=1.875 m. For instance, the square
root of the variance is indicated by a thick line for respec-
tively the NCF and its time derivative in Figs. 4�a� and 4�b�,
corresponding to a receiver separation distance of 28 m and
a recording time Tr=33 min. To investigate the variations of
the variance of the NCF, the experimental NCF was com-
puted for six receiver pairs spaced from 1.82 to 27.65 m

�using element 30 as the first receiver and by using different
hydrophones as the second receivers� for increasing record-
ing time from 6.6 s to 33 min by increments of 6.6 s.

Since the ambient noise recordings were windowed in
the frequency bandwidth �300–530 Hz�, the effective fre-
quency bandwidth B�

E was indeed smaller: B�
E �180 Hz for

most receiver pairs. Figure 5 compares the ratio of the ex-
perimental measurements of the variance of the NCF and the
theoretical predictions for the variance of the NCF given by
Eq. �20� for increasing recording time Tr and for each of the
six receiver pairs using the effective bandwidth B�

E. The ratio
Var�Ca,b�. �2B�

ETr� / ��Ca,a�0���Cb,b�0��� remains close to one
for all receiver pairs and recording time Tr larger than 1 min.
For this short bandwidth, the amplitudes of the time deriva-
tive of NCF and of the NCF itself were almost identical �see
Fig. 4�. The ratio between the variance of the time derivative
of the NCF and the corresponding theoretical predictions
given by Eq. �29� yielded identical curves as in Fig. 5, all
very close to 1. The theoretical predictions deviate from the
experimental results for a small recording time-window
length Tr �below 1 min here�, which is insufficient for the
time averaging for the ambient noise statistics to converge.
Furthermore, the deviations of the noise source distributions
from the case of an isotropic distribution may also affect the
results.9

V. CONCLUSIONS

Theoretical predictions of the variance of the ambient
noise cross-correlation function �NCF� between two receiv-
ers �and of its time derivative� have been derived and were
simplified assuming a finite temporal length for the Green’s
function and a white noise nodel. The dominant term for
simplified expression of the variance of the NCF is a con-
stant proportional to the product of the recorded energy by
both receivers and inversely proportional to the time-
bandwidth product Tr B� where Tr is the recording time and
B� is the frequency bandwidth of the recordings �see Eq.

FIG. 5. �Color online� Ratio of the experimental measurements of the vari-
ance and the simplified theoretical predictions for the variance of the NCF
given by Eq. �20� for increasing recording time Tr and for six receiver pairs
with increasing separation distance L. This ratio is Var�Ca,b�
��2B�

ETr� / ��Ca,a�0���Cb,b�0��� for two receivers a and b. The effective
bandwidth was set to B�

E �180 Hz.
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�20��. The expression of the recorded energy includes the
receiver responses, site effects, and noise source amplitude.
The variance of the time derivative of the NCF has a similar
dependency but the recorded energy by one of the receivers
is now replaced by the energy of the time derivative of the
recorded signals instead �see Eq. �29��. These simple analytic
formulas provide a way to quantify the signal-to-noise ratio
of the NCF and its time derivative.9,13 A good agreement
with experimental measurement of the variance of the NCF
was found for ocean ambient noise recordings in shallow
water in the frequency band �300–530 Hz� for receiver sepa-
rations up to 28 m.

For such short separation distances between elements
and strong bottom absorption, it was mentioned in Sec. III A
that multipath arrivals of the NCF are not likely to be ob-
served since they should have indeed a weak amplitude. Pro-
vided there is a simple estimate of the amplitude of the mul-
tipath arrivals �e.g., using a ray code18�, the theoretical
predictions given by Eq. �20� can be used to estimate the
minimal duration of the noise recordings for the variance of
the NCF to fall below a certain detection threshold for those
arrivals. For the ABM95 environment and noise statistics the
recording time should amount to several hours in order to
have sufficient averaging time for the weak multipath arriv-
als to emerge from the NCF. However, fluctuations of the
environment �e.g., tides, moving free surface, change of wa-
ter sound speeds� render the acoustic paths nonstationary
over such long durations and thus would prevent the coher-
ent emergence of these multipath arrivals. On the other hand,
for a more stable environment such as the earth crust in
seismology applications, the theoretical predictions given by
Eq. �20� can help to specify the amount of averaging neces-
sary to recover both surface waves as well as body waves
from seismic noise recordings.13,14
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Compact analytic expressions are derived for the mean, mutual intensity, and spatial covariance of
the acoustic field forward propagated though a stratified ocean waveguide containing
three-dimensional random surface and volume inhomogeneities. The inhomogeneities need not obey
a stationary random process in space, can be of arbitrary composition and size relative to the
wavelength, or can have large surface roughness and slope. The form of the mean forward field after
multiple scattering through the random waveguide is similar to that of the incident field, except for
a complex change in the horizontal wave number of each mode. This change describes attenuation
and dispersion induced by the medium’s inhomogeneities, including potential mode coupling along
the propagation path. The spatial covariance of the forward field between two receivers includes the
accumulated effects of both coherent and incoherent multiple forward scattering through the random
waveguide. It is expressed as a sum of modal covariance terms. Each term depends on the medium’s
expected modal extinction densities as well as the covariance of its scattering properties, which
potentially couple each mode to every other mode. Three-dimensional scattering effects can become
important at ranges where the Fresnel width exceeds the cross-range coherence scale of the
medium’s inhomogeneities. © 2005 Acoustical Society of America. �DOI: 10.1121/1.1993087�

PACS number�s�: 43.30.Re �WLS� Pages: 3532–3559

I. INTRODUCTION

Compact analytic expressions are derived for the mean,
mutual intensity, and spatial covariance of the acoustic field
forward propagated through a stratified ocean waveguide
with three-dimensional �3-D� random surface and volume
inhomogeneities. The novelty and advantages of the ap-
proach stem from the fact that 3-D multiple forward scatter-
ing is included in a formulation where received field mo-
ments are analytically expressed in terms of the moments of
the random medium’s spatially varying scatter function1,2

density. This makes it possible to describe volume and sur-
face scatterers of arbitrary composition and size relative to
the wavelength that individually may strongly scatter the
acoustic field. This differs substantially from restrictive per-
turbation theory and Rayleigh3-Born4 approximation meth-
ods, where parameters such as surface roughness, slope, or
changes in medium properties must be small. It also differs
from parabolic equation approaches, where field moments
must be obtained by numerical marching algorithms. Since
the inhomogeneities need not obey a stationary random pro-
cess in space, the formulation accounts for expected range,
cross-range, and depth-dependent variations in the medium’s
scatter function density. It is based upon a modal formulation
for coherent 3-D scattering in an ocean waveguide1,5 and the
waveguide extinction or generalized forward scatter
theorem,6 both of which stem directly from Green’s theorem.

After describing the approach in the context of previous
work, an analytic expression is derived for the acoustic field
forward scattered from a single elemental shell of random
inhomogeneities between a point source and distant receiver

in an ocean waveguide. This is done in Sec. II via a single-
scatter approximation. Difference and integral equations are
then developed to march the mean field and expected power
through a randomly inhomogeneous waveguide in Secs. III
and IV. This includes the accumulated effects of multiple
forward scattering through the medium for both the mean
and covariance of the forward field.

Compact solutions for the mean, variance, and second
moment of the forward propagated field are given in terms of
parameters necessary to describe the incident field as well as
the mean and spatial covariance of the medium’s scatter
function density in Sec. V. Compact solutions for transmitted
power and the signal-to-noise ratio of the forward field are
also presented in Sec. V. They are used to analytically show
that 3-D scattering effects can become important at ranges
between the source and receiver, where the Fresnel width
approaches and exceeds the cross-range coherence scale of
the medium’s inhomogeneities.

The approach is generalized to determine the mutual in-
tensity and spatial covariance of the forward propagated field
in Sec. VI. Compact solutions are given in Sec. VI B. These
can be used to the quantify the effect of randomness in the
ocean medium on ocean acoustic remote sensing with receiv-
ing arrays of arbitrary configuration.

The fundamental assumptions of the present paper are
that �1� in the absence of inhomogeneities, the waveguide is
horizontally stratified; �2� the medium can be described by a
scattering process where single scattering is valid in horizon-
tal range increments large enough for the modal diagonaliza-
tion condition of Eq. �57� to be valid; �3� the medium’s 3-D
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inhomogeneities obey a stationary random process within the
incremental range scales described in �2� and the local
Fresnel width in cross-range, but may not be stationary in the
vertical or across larger horizontal scales; �4� the forward
scattered field is approximated as that which successively
forward scatterers through the inhomogeneous medium by
interactions within the Fresnel width in cross-range from
source to receiver; �5� the field scattered solely from inho-
mogeneities within any single horizontal range increment de-
scribed in �2� must be small compared to the incident field;
�6� to obtain mutual intensity from the power equations,
waveguide modes are assumed to be uncorrelated, as is con-
sistent with the central limit theorem, which is supported by
many observations7 and statistical theories for ocean-
acoustic fluctuations.8,9

A. Approach in the context of previous developments

Some of the basic ideas behind the approach were in-
spired by the intuitive and physically compelling work of
Rayleigh10 in his explanation for the blue sky and red sunset,
both of which have analogies in acoustic reverberation and
transmission through the ocean. To study forward propaga-
tion in free space with random inhomogeneities, or the red
sunset problem, Rayleigh first analyzed the effect of scatter-
ing by a thin slab of inhomogeneities in what we now call
the mean forward field. He used this result to show that
multiple forward scattering by inhomogeneities leads to an
altered wave number in the mean field, which can be inter-
preted in terms of an effective medium when the scattered
field from any slab is small compared to the incident field.
The expected wave number change, �, is directly propor-
tional to the expected number of inhomogeneities per unit
volume of the medium, nV, multiplied by the forward scatter
function of the inhomogeneities, Sf, and 2� /k2, where k is
the wave number in free space; �= �2� /k2��nVSf�. This wave
number change leads to dispersion and attenuation in the
mean forward field, and causes temporal distortion of the
original signal waveform. A more modern version of Ray-
leigh’s approach is given by van de Hulst,11 where statistical
operations leading to a mean field are again only implicit.
The same results were later obtained by Foldy12 using a sig-
nificantly different multiple scatter series formulation, akin
to Dyson’s later more general formulation,13 with ensemble
averaging concepts but essentially the same physical as-
sumptions as Rayleigh. Rayleigh implicitly, and van de Hulst
explicitly, used a stationary phase approximation14 to arrive
at what we refer to here as the mean direct wave, following
Rayleigh’s intuitive terminology. The direct wave is com-
prised of the incident field and multiply scattered field con-
tributions propagating within the Fresnel angle of forward
from any inhomogeneous slab to the receiver. The latter are
those contributions that travel with and can coherently inter-
fere with the incident field. We refer to scattered field con-
tributions that involve longer propagation paths, where some
or all multiple scattering falls outside the Fresnel angle, to be
coda. Coda is equivalent to reverberation. Many classic con-
tinuum models for optical and laser beam propagation
through the turbulent atmosphere are based on assumptions

similar to those in Rayleigh’s original slab and direct wave
formulation of forward scatter.15

The signal measured at a receiver from a point source in
a waveguide is typically composed of multiple arrivals due
to multimodal propagation effects, even when the medium is
not random. We consider the direct wave in an inhomoge-
neous waveguide to be comprised of the incident and multi-
ply scattered field contributions propagating within the
Fresnel azimuth of forward from any cylindrical shell of in-
homogeneities about the source to the receiver. Arrivals in-
volving wider azimuthal scattering angles tend to form coda.
The direct wave typically contains the most important infor-
mation for signal transmission through the medium. Coda is
important primarily in reverberation studies since it typically
falls below the dynamic range or noise level of measurement
systems designed for direct wave reception.

In a shallow-water waveguide, the effect of scattering by
a single object leads to mode coupling and a redistribution of
mode amplitudes that can be expressed in terms of the scatter
function of the object.1,5 We show that a distribution of vol-
ume or surface inhomogeneities over a sufficiently large
range or depth increment causes the waveguide modes to
decouple in the mean forward field under widely satisfied
conditions. This allows the mean forward field to be analyti-
cally marched through range to include multiple forward
scattering via a single modal sum by an explicit procedure
analogous to Rayleigh’s implicit marching procedure in free
space. The resulting mean field has a form similar to the
incident field, but with a change in the complex horizontal
wave number for each mode due to scattering that leads to
additional attenuation and dispersion. This wave number
change is determined by the medium’s expected scatter func-
tion density, which may vary as a function of range, depth,
and azimuth. By invoking the generalized waveguide extinc-
tion theorem,6 we show that attenuation from forward scat-
tering for each mode can be expressed in terms of the ex-
pected waveguide modal extinction density of the medium.
This provides a convenient method for estimating power
losses after multiple forward scattering, given knowledge of
the intrinsic scattering properties of the random medium.16

We then apply a similar marching approach to derive ana-
lytic expressions for the mutual intensity and covariance of
the forward field between two receivers in a random wave-
guide from a distant point source. We show that the resulting
covariance can be expressed as a sum of modal covariance
terms. Each term depends on the medium’s expected modal
extinction density as well as the covariance of the medium’s
scatter function density, which potentially couples each mode
to all other modes.

While our method for obtaining the second moments of
the forward field requires explicit statistical operations, it is
still consistent with the implicit first moment analysis in
Rayleigh’s original explanation of the red sunset. To see this,
let us follow Rayleigh’s10 notation in this Introduction and
take m to be the dimensionless ratio of the scattered field to
the incident field from a single slab of random inhomogene-
ities with surface normal in the direction of forward propa-
gation. Rayleigh makes no distinction between m and its ex-
pectation �m� in his analysis, although his analysis is
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undoubtedly for the mean field. Let us assume then that m is
a random variable, so that by m, Rayleigh is referring to what
we here call �m�. Rayleigh finds that �m� must be small but
not negligible compared to unity in order to march the field
and obtain his effective medium result. In our second mo-
ment analysis, we follow a similar asymptotic approach and
find that if �m� is small, �m�2 must be negligible, since it is
totally determined by �m�. The second moment �m2�, how-
ever, is not negligible since it contains the variance of m that
need not depend on �m�. So, we take �m2� to be small but not
negligible compared to unity. This enables us to obtain the
forward field’s second moment by an analytic marching pro-
cedure similar to that used to obtain the mean. As Foldy has
noted, the second moment of the field is often more impor-
tant than the first in many experimental scenarios.12

Since Rayleigh, there has been a long history of devel-
opment in the study of wave propagation through random
media, especially in free space for which a number of excel-
lent references exist, including those by Strobehn,15 Tsang,
Kong, and Shin,17 Ishimaru,18 and van de Hulst.11 Rayleigh’s
effective medium approach, however, is still one of the most
widely used since it conveniently expresses effective wave
number changes in terms of the scatter function of medium
inhomogeneities. For the ocean, analytic approaches using
ray theory have been investigated for deep water applications
by a number of authors.19,20 More recently, ray and other
approaches for the ocean, such as the 2-D parabolic equation,
are now widely used to generate statistical realizations of the
acoustic field.21–24 In shallow water it has also become in-
creasingly common to determine field moments via Monte
Carlo simulations using the 2-D parabolic equation.25

Even with the current availability of computing power,
analytic methods and solutions still offer advantages because
they provide insight into the mechanisms that lead to the
observed phenomena. This is one of the primary motivations
for the present paper. Another motivation is that it is still
very difficult to perform 3-D Monte-Carlo simulations of
propagation through a random ocean waveguide. The present
analytic technique is then also valuable because it can be
employed to efficiently solve a wide range of practical 3-D
problems. A modal formulation was selected because modes
are the most clearly identifiable entities that may propagate
with statistical independence in a random waveguide.

A number of modal formulations for propagation
through a waveguide with randomness have been previously
developed. To our knowledge, however, they are all based
upon perturbation theory and either require surface rough-
ness and slope to be small or variations in medium sound
speed and density to be small. For mean field propagation,
Bass, Freulicher, and Fuks26,27 investigated the specific prob-
lem of propagation through a waveguide with small bound-
ary roughness. They expressed the mean field in terms of
complex modal wave number changes by solving Dyson’s
equation with perturbation theory.26 Kuperman and
Ingenito28 later used Bass, Freulicher, and Fuks26 results to
investigate the attenuation of the mean sound field propagat-
ing through a shallow water waveguide with rough bound-
aries, following experimental work by Ingenito.29 Their ap-
proach, however, neglects the effect of dispersion in the

mean field. Kuperman and Schmidt30,31 extended Kuperman
and Ingenito’s28 3-D perturbation theory approach for mean
field attenuation to a more generalized wave number formu-
lation for small amplitude and slope roughness at multiple
layers. Tracey and Schmidt32 used this to develop a 2-D
modal formulation to describe mean field attenuation from
small perturbations in medium sound speed and density or
surface roughness and slope. They later extended this to de-
scribe the effect of small 3-D perturbations in seabed sound
speed and density on mean field modal attenuation for inho-
mogeneities with vertical scales small compared to the
acoustic wavelength.33

A number of purely single scatter approaches for esti-
mating the second moment of the received field in a wave-
guide have been developed, including those by Sutton and
McCoy34 and Tracey and Schmidt.32 While these second mo-
ment approaches include a single scatter contribution from
each inhomogeneity, they ignore the multiple scattering ef-
fects between inhomogeneities along the forward propaga-
tion path. This limits their applicability to relatively short
ranges, as noted by Sutton and McCoy.34

A number of formulations for second moment propaga-
tion in a waveguide that include multiple scattering between
medium inhomogeneities along the propagation path have
been developed. Bass, Freulicher, and Fuks27 again investi-
gated a waveguide with small boundary roughness, but this
time started with the general Bethe-Salpeter equations.35

They obtained approximate transfer equations for modal in-
tensities, but no explicit solution for the field moments. Do-
zier and Tappert,36 and later Creamer,37 derived expressions
for the second moment of the forward field in a 2-D ocean
waveguide with small sound speed perturbations by follow-
ing the perturbed coupled-mode approach of Marcuse38 in
fiber optics. Penland39 addressed 3-D effects neglected by
Dozier and Tappert36 for small sound speed fluctuations that
have slow range variation with respect to the acoustic wave-
length by making a number of adiabatic assumptions, as
noted by Frankenthal and Beran.40 Continuing the small
sound speed perturbation approximation and adopting a slab
formulation, Frankenthal and Beran40 derived difference
equations for the mean and second moment of the field for-
ward propagated through a 3-D random channel with a rigid
bottom and a pressure-release top, but apparently did not
solve these equations. They found, as do we, that energy is
not eventually equipartioned among the modes, as has been
suggested based on analysis of 2-D models such as those of
Dozier and Tappert.36 They also found that Penland’s39 ap-
proximations are inconsistent with their equation for the
propagation of modal power.40

Here we present a formulation for 3-D propagation
through a stratified waveguide with random surface or vol-
ume inhomogenieties of arbitrary size relative to the acoustic
wavelength and arbitrary contrast in compressibility and den-
sity from the pure medium. Since the inhomogenieties may
strongly scatter the incident field individually, this formula-
tion is more general than approaches based on small pertur-
bations in sound speed and density or surface roughness and
slope. Our formulation also describes the accumulated ef-
fects of multiple forward scattering on the mean and cova-
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riance of the forward propagated field. These include coher-
ent, partially coherent, and incoherent interactions with the
incident field that lead to attenuation, dispersion, and expo-
nential coefficients of field variance that describe mode cou-
pling induced by the medium’s inhomogeneities. We obtain
difference equations, integral equations, and analytic solu-
tions to these equations for the mean field, the expected in-
tensity and the mutual intensity, including evanscent effects.
We find in a following paper16 that the present 3-D formula-
tion is consistent with standard 2-D Monte-Carlo simulations
at ranges within which the 2-D simulations should be valid,
i.e., where the Fresnel angle of the incident field is less than
the angle spanned by the cross-range extent of the inhomo-
geneity. This follows the analytic predictions of the present
paper. This work has been presented at numerous meetings
of the Acoustical Society of America,41,42 including applica-
tions involving random internal waves,43–46 random seabed
inhomogeneities,43,44,47 random bubble clouds,43,48 and
source localization in a random ocean waveguide.49

II. SCATTERED FIELD CONTRIBUTION TO THE
DIRECT WAVE FROM A SHELL OF INHOMOGENEITIES

An analytic expression is derived for the scattered field
contribution to the direct wave from an elemental cylindrical
shell of inhomogeneities between the source and receiver.
This is the portion of the field scattered from the shell that
coherently interferes with the incident field, on average.

The origin of the coordinate system is placed at the air-
water interface with the positive z axis pointing downward.
The source is located at the horizontal origin r0= �0,0 ,z0�,
while receiver coordinates are given by r= �x ,y ,z� and those
of inhomogeneity centers by rt= �xt ,yt ,zt�. Spatial cylindrical
�� ,� ,z� and spherical systems �r ,� ,�� are defined by x
=r sin � cos �, y=r sin � sin �, z=r cos �, and �2=x2+y2.
The horizontal and vertical wave number components for the
nth mode are, respectively, �n=k sin �n and �n=k cos �n,
where �n is the elevation angle of the mode measured from
the z axis. Here, 0	�n	� /2 so that the down and upgoing
plane wave components of each mode have elevation angles
�n and �−�n, respectively. The corresponding vertical wave
number of the down- and upgoing components of the nth
mode are �n and −�n, respectively, where R��n�
0. The
azimuth angle of the mode is denoted by �. The wave num-
ber magnitude k equals the angular frequency � divided by
the sound speed c in the object layer, where k2=�n

2+�n
2. The

geometry of spatial and wave number coordinates is shown
in Ref. 50.

The field scattered to r from inhomogeneities within a
cylindrical shell of radius �s and thickness �s is found by
integrating volumetric contributions with a single scatter ap-
proximation,

�s„r	r0,�s��s�… =



Vs

�s�r	r0,rt�dVt, �1�

where Vs is the volume of the cylindrical shell element and
�s�r 	r0 ,rt� is the scattered field per unit volume from inho-

mogeneities centered at rt.
A modal solution for the 3-D bistatic scattered field from

an inhomogeneity of arbitrary size, shape, and material prop-
erties in an ocean waveguide has been derived from Green’s
theorem in Refs. 1, 5, and 51. With this, the scattered field
per unit volume can be written as

�s�r	r0,rt�

= �
m=1

Mmax

�
n=1

Mmax �4��2

k

��Am�r − rt�An�rt − r0�srt
„� − �m,�s��,�t�;�n,�t…

− Bm�r − rt�An�rt − r0�srt
„�m,�s��,�t�;�n,�t…

− Am�r − rt�Bn�rt − r0�srt
„� − �m,�s��,�t�;� − �n,�t…

+ Bm�r − rt�Bn�rt − r0�srt
��m,�s��,�t�;� − �n,�t�� , �2�

where An�rt−r0� and Bn�rt−r0� are the amplitudes of the
down- and upgoing modal plane wave components incident
on the inhomogeneity at rt, Am�r−rt� and Bm�r−rt� are the
amplitudes of the up- and downgoing modal components
scattered from the inhomogeneity,51 srt

�� ,� ;�i ,�i� is the
scatter function2 density of the medium at rt ,�s�� ,�t�=�
−arcsin���t / 	�−�t	�sin��t−��� is the azimuth of the re-
ceiver from the target, �n are the previously defined
modal elevation angles, and Mmax is the mode number at
which the modal summations can be truncated and still
accurately represent the field. We abbreviate the modal
summation notation in subsequent equations with the un-
derstanding that the sum is taken to Mmax modes.

The scatter function density describes scattering from
both discrete and continuously varying inhomogeneities, as
shown in Appendix A. The scattered field must be described
in terms of a double modal sum to account for coupling of
incident and scattered modes by the inhomogeneity. Equation
�2� is applicable when the source and receiver ranges are
sufficiently far from the target that the plane wave scatter
function description is valid.5,52,54

For a single shell, the incident field has modal plane
wave amplitudes given by,1,5,51

An�rt − r0� =
i

d�z0�
1

�8��n�t

un�z0�Nn
�1�ei��n�t+�nzt−�/4�, �3�

Bn�rt − r0� =
i

d�z0�
1

�8��n�t

un�z0�Nn
�2�ei��n�t−�nzt−�/4�, �4�

while the scattered modal plane wave amplitudes in Eq. �2�
are1,5,51

Am�r − rt� =
i

d�zt�
1

�8��m	� − �t	
um�z�Nm

�1�ei��m	�−�t	+�mzt−�/4�,

�5�
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Bm�r − rt� =
i

d�zt�
1

�8��m	� − �t	
um�z�Nm

�2�ei��m	�−�t	−�mzt−�/4�. �6�

Upon substituting Eqs. �3�, �4�, �5�, and �6� into Eq. �2�, and Eq. �2� into Eq. �1�, the scattered field from the shell becomes

�s„r	r0,�s��s�…

= �
m

�
n





Vs

2�

k

i

d�z0�d�zt�
1

��m�n	� − �t	�t

um�z�un�z0�ei��m	�−�t	+�n�t�

��Nm
�1�Nn

�1�ei��m+�n�ztsrt
„� − �m,�s��,�t�;�n,�t…

− Nm
�2�Nn

�1�ei�−�m+�n�ztsrt
„�m,�s��,�t�;�n,�t…

− Nm
�1�Nn

�2�ei��m−�n�ztsrt
„� − �m,�s��,�t�;� − �n,�t…

+ Nm
�2�Nn

�2�ei�−�m−�n�ztsrt
„�m,�s��,�t�;� − �n,�t…��t d�t d�t dzt, �7�

where �m	�−�t	=�m��2+�t
2−2��t cos��t−��.

The integration over shell azimuth �t leads on average to two stationary phase contributions centered at �t=� and �t

=�+� over angular widths �F�� ,�t�=�2���−�t� /�m��t and �B�� ,�t�=�2���+�t� /�m��t, respectively, via approximations of
the form



0

2� 1
�	� − �t	

ei�m	�−�t	srt
„� − �m,�s��,�t�;�n,�t…d�t

= 

0

2� 1

��2 + �t
2 − 2��t cos��t − ����1/4�e

i�m
��2+�t

2−2��t cos��t−��srt
„� − �m,�s��,�t�;�n,�t…d�t

 ei�/4ei�m��−�t�

�� − �t



�−�F/2

�+�F/2

srt
„� − �m,�s��,�t�;�n,�t…e

i�m���t/2��−�t����t − ��2
d�t

+ e−i�/4ei�m��+�t�

�� + �t



�+�−�B/2

�+�+�B/2

srt
„� − �m,�s��,�t�;�n,�t…e

i�m���t/2��+�t����t − � − ��2
d�t. �8�

These define the active region from which dominant contributions to the scattered field are expected to arise. The first term
describes forward scatter through the shell within the Fresnel angle �F, while the second describes backscatter from the rear
of the shell. The backscatter term tends not to contribute significantly to the direct wave because it requires longer propagation
paths and so tends to �1� suffer greater transmission loss and �2� not arrive with the direct wave in pulsed transmissions. The
backscattered contributions also tend to cancel on average since they have phases that oscillate with shell thickness �s.

By applying the type of integral approximations made in Eq. �8� to Eq. �7�, the direct wave portion of the scattered field
from the shell is found to be

�s„r	r0,�s��s�…

= �
m

�
n



0

�

dzt

�s−�s/2

�s+�s/2

d�t

�−�F/2

�+�F/2

�t d�t ei�m���t/2��−�t����t − ��2

�
2�

k

i

d�z0�d�zt�
1

��m�n�� − �t��t

um�z�un�z0�ei�/4ei�m�ei��n−�m��t

� �Nm
�1�Nn

�1�ei��m+�n�ztsrt
„� − �m,�s��,�t�;�n,�t…

− Nm
�2�Nn

�1�ei�−�m+�n�ztsrt
„�m,�s��,�t�;�n,�t…

− Nm
�1�Nn

�2�ei��m−�n�ztsrt
„� − �m,�s��,�t�;� − �n,�t…

+ Nm
�2�Nn

�2�ei�−�m−�n�ztsrt
„�m,�s��,�t�;� − �n,�t…� . �9�
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The active region for forward scattering on the shell then
occurs over a Fresnel width YF�� ,�s�=�s�F�� ,�s�
=�2���−�s��s /�m�, which is a function of the horizontal
wave number of the mth mode. Long-range propagation is
directed near the horizontal in most ocean waveguides, so
that the mode-independent YF�� ,�s�����−�s��s /� is both
a good and practical approximation. The Fresnel width varies
symmetrically between the source and receiver as a conse-
quence of reciprocity. The maximum Fresnel width
YF�� ,� /2�= �� /2��F�� ,� /2�=��� /4 occurs at the midpoint
between source and receiver and increases with the square
root of their separation.

III. DIFFERENCE AND INTEGRAL EQUATIONS TO
MARCH THE MEAN FIELD, POWER, AND EXPECTED
INTENSITY THROUGH A WAVEGUIDE WITH
RANDOM INHOMOGENEITIES

A. Mean forward field

An analytic expression is derived for the mean forward
field propagated from a point source to a distant receiver
through a stratified ocean waveguide containing random vol-
ume or surface inhomogeneities. This is done by first devel-
oping a difference equation that describes the change in the
mean forward field at the receiver due to scattering from an
elemental shell of inhomogeneities between the source and
receiver. The mean field is then analytically marched through
all shells to determine the effect of multiple forward scatter-
ing between the source and the receiver. The derivation of
the mean scattered field from a single elemental shell and
limiting conditions on its validity are given in Sec. IV.

It is first assumed that the inhomogeneities are confined
within a cylinder of radius �s centered at the source so that
there are no inhomogeneities in the medium outside this cyl-
inder. Let ��r 	r0� be the direct wave measured at receiver r
from the source at r0. The thickness of the cylinder contain-
ing inhomogeneities is now augmented by a small amount,
�s. Let �s�r 	r0 ,�s��s�� be the scattered field at the re-
ceiver from inhomogeneities in this new cylindrical shell of
thickness �s. Let the total field at the receiver given the
new cylinder of radius �s+�s be �(r 	r0 ,�s��s�). Then the
difference equation,

�„r	r0,�s��s�… = ��r	r0� + �s„r	r0,�s��s�… , �10�

is obtained where �s(r 	r0 ,�s��s�) is given by Eq. �9�, as
long as the width �s is sufficiently small for the single
scatter approximation to be valid within it.

The mean field can be obtained by taking the expected
value of Eq. �10�,

��„r	r0,�s��s�…� = ���r	r0�� + ��s„r	r0,�s��s�…� .

�11�

The mean field in the absence of the shell can be ex-
pressed as a sum of normal modes,

���r	r0�� = �
n

���n��r	r0�� , �12�

where ���n��r 	r0�� is the contribution to the field by mode n.
Equation �12� is generally valid even when the modes are

coupled by scatterers in the waveguide since another modal
summation can always be embedded within ���n��r 	r0��.

The scattered field contribution to the direct wave was
found using a stationary phase approximation in Sec. II. The
mean of this scattered field is expressible as a single modal
sum,

��s„r	r0,�s��s�…� = �
n

���n��r	r0��i�n��s��s, �13�

under widely applicable conditions, as will be shown in Sec.
IV A, where �n is the horizontal wave number change of the
nth mode due to scattering by inhomogeneities in the me-
dium. An analytic expression for this wave number
change is given in Eq. �60�. It depends on the expected
scattering properties of the inhomogeneities in the forward
azimuth.

Expressing the mean total field at the receiver as a
modal sum,

��„r	r0,�s��s�…� = �
n

���n�
„r	r0,�s��s��� �14�

and substituting Eqs. �12�, �13�, and �14� into Eq. �11�, it
follows that for each mode n,

���n�
„r	r0,�s��s�…� = ���n��r	r0��„1 + i�n��s��s… . �15�

This can be rewritten as the difference equation,

���n��r	r0�� = ���n��r	r0��i�n��s��s, �16�

where ���n��r 	r0��= ����n�(r 	r0 ,�s��s�)�− ���n��r 	r0���
describes the change in the nth mode’s contribution to the
mean field at the receiver as a result of scattering by in-
homogeneities in the shell. From Eqs. �13� and �16�, the
modal sum of these changes equals the forward scattered
field from the shell. Equation �16� can be recast as the
integral equation,



�i

�n�

��T
�n�� d���n��r	r0��

���n��r	r0��
= i


0

�

�n��s�d�s, �17�

which marches the mean forward field for each mode
through the inhomogeneous medium since the inhomogene-
ities in adjacent single-scatter shells are assumed to be un-
correlated with each other. This includes multiple forward
scattering from source to receiver in a manner analogous to
that used by Rayleigh10,11 and others15,18 for free space.

In the absence of inhomogeneities in the medium, the
field measured at the receiver for each mode is simply the
incident field,53

�i
�n��r	r0� = 4�

i

d�z0��8�
e−i�/4un�z�un�z0�

ei�n�

��n�
, �18�

where un�z� is the amplitude of the mode shape and d�z� is
the density at depth z. Within any approximately isovelocity
layer of the waveguide, the mode shape can be expressed as

un�z� = Nn
�1��z�ei�nz − Nn

�2��z�e−i�nz, �19�

integrating Eq. �17�, we have

J. Acoust. Soc. Am., Vol. 118, No. 6, December 2005 P. Ratilal and N. C. Makris: Mean and covariance of forward field 3537



��T
�n��r	r0�� = �i

�n��r	r0�ei�0
��n��s�d�s. �20�

Summing the contribution from all the modes, the total mean
forward field at the receiver in a waveguide containing inho-
mogeneities is then

��T�r	r0�� = �
n

��T
�n��r	r0�� , �21�

=�
n

�i
�n��r	r0�ei�0

��n��s�d�s. �22�

Here �n, given in Eq. �60�, describes the change in the hori-
zontal wave number of mode n as it propagates through the
random inhomogeneous waveguide. It is a complex quantity
that provides a measure of the attenuation and dispersion of
each mode per unit horizontal range due to scattering by
inhomogeneities in the medium. The real part of �n deter-
mines modal dispersion while the imaginary part of �n deter-
mines modal attenuation. If the source is at a null for a par-
ticular mode, that mode may still contribute to the field at a
distant receiver through scattering. This is because the imagi-
nary part of �n includes the effect of mode coupling along
the propagation path through a sum over all modes by the
waveguide extinction theorem.6

For the present formulation to be valid, the change in the
mean forward field at the receiver due to scattering from any
shell increment �s must be small relative to the incident
field, as can be seen from Eqs. �15� and �22�. Here �s must
be small enough for the single scatter approximation to be
valid within it, and large enough for the modal decoupling
conditions derived in Sec. IV to be valid. Any individual
inhomogeneity may have a large scattered field in its vicinity,
on the order of the incident field, as is typical in shadow
formation. In such cases, the present theory is still valid as
long as the separation between inhomogeneities in the for-
ward direction is large enough for the scattered field from the
previous interaction to be small in comparison to the total
incident field of the current interaction.

Both the difference equation �16� and integral equation
�17� account for range-dependent variation in the medium’s
expected scatter function density. If the inhomogeneities are
contained in an evanescent layer, such as in the sea bottom,
Eq. �19� can still be used if the given mode is evanescent. In
this case, we set Nn

�2�=0 and can write Nn
�1�=un�H�eT��n�H,

where H is the water depth, since the vertical wave number
becomes purely imaginary.

B. Power of the forward field

Here we develop a difference equation that describes the
change in the expected depth-integrated second moment of
the forward field due to scattering from an elemental shell of
inhomogeneities between the source and receiver. This is
proportional to the corresponding change in power at a given
range for a receiver of fixed area spanning the water column.
The depth integrated second moment is then marched
through the random waveguide to include multiple forward
scattering between the source and receiver. The derivation of

the expected power transmission through a single elemental
shell of inhomogeneities is given in Sec. IV along with its
validity conditions.

From Eq. �10�, the second moment of the total field at
receiver r from a source at r0 after scattering from a shell of
inhomogeneities of thickness �s at range �s can be ex-
pressed as

�	�„r	r0,�s��s�…	2�

= �	��r	r0�	2� + �	�s„r	r0,�s��s�…	2�

+ ���r	r0��s
*
„r	r0,�s��s�…�

+ ��*�r	r0��s„r	r0,�s��s�…� . �23�

The first term on the right-hand side of Eq. �23� is the second
moment of the received field in the absence of the shell.
Next is the second moment of the field scattered from the
shell. This is followed by two cross-terms arising from co-
herent interaction between incident and scattered fields.

We next integrate Eq. �23� over receiver depth to obtain
the depth-integrated second moment of the field at horizontal
range �. Integrating the first term to the right of Eq. �23�,
leads to the depth-integrated second moment of the field in
the absence of the shell. It can always be expressed as a
single modal sum,



0

� 1

d�z�
�	��r	r0�	2�dz = �

n

�W�n���	r0�� , �24�

even when the modes are coupled due to scattering in the
waveguide, since other modal summations can always be
embedded within W�n��� 	r0�.

The depth integral of the second moment of the scattered
field from the shell is expressible as a single modal sum,



0

� 1

d�z�
�	�s„r	r0,�s��s�…	2�dz

= �
n

�W�n���	r0���n��s��s, �25�

under widely satisfied conditions, as shown in Sec. IV B.
Here �n��s� is what we refer to as the exponential coefficient
of modal field variance. It accounts for the covariance of the
medium’s scatter function density and the potential coupling
of energy from each mode n to every other mode in the
waveguide as a result of the random scattering process. It is
expressible as a single modal sum, as shown in Sec. IV B.

Depth-integration of the last two terms on the right in
Eq. �23� leads to



0

� 1

d�z�
����r	r0��s

*�r	r0,�s��s���

+ ��*�r	r0��s„r	r0,�s��s�…��dz

= − �
n

�W�n���	r0��2T��n��s���s, �26�

which depends on the attenuation coefficient T��n�, as
shown in Sec. IV C. Equation �26� reflects the fact that it is
the coherent interaction between the incident and forward
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scattered fields that leads to extinction of the total forward
field.

Each term on the right-hand side of Eq. �23� is now
expressed as a single modal sum after depth-integration
throughout the waveguide. As before, the depth integral of
the left-hand side of Eq. �23� can always be expressed as a
single modal sum via



0

� 1

d�z�
��„r	r0,�s��s�…�*

„r	r0,�s��s�…�dz

= �
n

�W�n�
„�	r0,�s��s�…� . �27�

Substituting Eqs. �24�, �25�, �26�, and �27� for the vari-
ous terms obtained after integrating Eq. �23� over depth leads
to

�W�n�
„�	r0,�s��s�…�

= �W�n���	r0���1 + „�n��s� − 2T��n��s��…�s� . �28�

This can be rewritten as the difference equation,

�W�n���	r0�� = �W�n���	r0��„�n��s� − 2T��n��s��…�s,

�29�

where �W�n��� 	r0��= ��W�n�(� 	r0 ,�s��s�)�− �W�n��� 	r0���
is the change in the depth-integrated second moment of the
forward field due to scattering from inhomogeneities in the
shell. This change has a component that depends on the in-
terference between the incident and forward scattered fields.

Equation �29� can be recast as an integral equation,



Wi

�n�

�WT
�n�� d�W�n���	r0��

�W�n���	r0��
= 


0

�

„�n��s� − 2T��n��s��…d�s,

�30�

which marches the depth-integrated second moment of the
forward field for each mode through the inhomogeneous me-
dium to include multiple forward scattering along the way.
This approach is based on the assumption that inhomogene-
ities in adjacent single-scatter shells are uncorrelated with
each other. This is related to the classic Markov assumptions
and ladder approximations made to describe optical and laser
beam propagation through the turbulent atmosphere.15

Here the lower limit of the integral occurs in the absence
of inhomogeneities. It is defined in terms of the depth-
integrated second moment of the incident field,

Wi��	r0� = 

0

� 1

d�z�
	�i�r	r0�	2 dz = �

n

Wi
�n���	r0� , �31�

where

Wi
�n���	r0� =

2�

d2�z0�
	un�z0�	2

1

�	�n	
e−2T��n��, �32�

decays as a function of horizontal range as a result of cylin-
drical spreading in the waveguide through the 1/� depen-

dence and absorption loss in the water column and bottom
through e−2T��n��.

Integrating Eq. �30�, we then have

�WT
�n���	r0�� = Wi

�n���	r0�e�0
�
„�n��s�−2T��n��s��…d�s. �33�

Summing the contributions from all modes, the depth-
integrated second moment of the forward field in the ran-
domly inhomogeneous waveguide is

�WT��	r0�� = �
n

�WT
�n���	r0��

= �
n

Wi
�n���	r0�e�0

�
„�n��s�−2T��n��s��…d�s, �34�

which decays with range due to �1� spreading and absorption
loss in the incident field and �2� modal extinction from scat-
tering by inhomogeneities as seen in the argument of the
exponential. It is important to point out that Eq. �34� ac-
counts for possible range-dependent variation in the expected
scattering properties of the inhomogeneities.

C. Second moment and variance of the forward field

Here we develop analytic expressions for the second
moment and variance of the forward field after propagating
through a random inhomogeneous waveguide to a single re-
ceiver.

The forward field �T�r 	r0� received at r after propaga-
tion through a waveguide containing inhomogeneities can be
expressed as a modal sum of the form

�T�r	r0� = �
n

�T
�n���	r0�un�z� , �35�

where the range-dependent part of the field given by
�T

�n��� 	r0� is separated from the depth-dependent part given
by the mode amplitude un�z� at receiver depth z.

The mean forward field from Eq. �35� is

��T�r	r0�� = �
n

��T
�n���	r0��un�z� , �36�

where the expectation is taken over the range-dependent part
of the field. The mean forward field is then expressed in
terms of the modes of the incident field in the medium with-
out random inhomogeneities. This follows from successive
application of Green’s theorem to describe multiple forward
scattering through consecutive single scatter shells, as has
been noted in previous sections and will be discussed again
in Sec. IV. From Eqs. �18�, �22�, and �36�, we observe that
�T

�n��� 	r0� has a mean given by

��T
�n���	r0�� = 4�

i

d�z0��8�
e−i�/4un�z0�

ei�n�

��n�
ei�0

��n��s�d�s.

�37�

The second moment of the forward field at receiver r is
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�	�T�r	r0�	2� = ��T�r	r0��T
*�r	r0��

= �
n

�
m

��T
�n���	r0��T

*�m���	r0��un�z�um
* �z� . �38�

We assume that the modes are statistically independent. This
is a valid assumption beyond several waveguide depths in
range after significant multiple forward scattering. The cross-
modal coherence of the range-dependent part of the forward
field can then be expressed as

��T
�n���	r0��T

*�m���	r0��

= ��T
�n���	r0����T

*�m���	r0�� + �nm Var��T
�n���	r0�� , �39�

where

Var„�T
�n���	r0�… = �	�T

�n���	r0�	2� − 	��T
�n���	r0��	2, �40�

is the variance of the range-dependent part of the forward
field for each mode n. Substituting Eq. �39� into Eq. �38�, the
expected intensity of the forward field becomes

�	�T�r	r0�	2�

= �
n

�
m

��T
�n���	r0����T

*�m���	r0��un�z�um
* �z�,

+ �
n

Var„�T
�n���	r0�…	un�z�	2, �41�

= 	��T�r	r0��	2 + Var„�T�r	r0�… . �42�

The last equality follows from the use of Eq. �36� and the
definition of the variance of the forward field, where

Var„�T�r	r0�… = �	�T�r	r0�	2� − 	��T�r	r0��	2 �43�

=�
n

Var„�T
�n���	r0�…	un�z�	2. �44�

In Eq. �42�, the second moment of the forward field is ex-
pressed as a sum of the square of the mean field
	��T�r 	r0��	2 which is proportional to the coherent direct
wave intensity, and the variance of the forward field
Var(�T�r 	r0�), which is proportional to the incoherent di-
rect wave intensity.

The second moment and variance of the forward field at
a single receiver can be calculated using Eqs. �40�, �41�, and
�44� from knowledge of the mean and second moment of
�T

�n��� 	r0� for each mode n, where the mean is given in Eq.
�37�, and the second moment can be computed from the
depth-integrated second moment of the forward field.

The depth-integrated second moment of the forward
field can be written as

�WT��	r0�� = 

0

� 1

d�z�
�	�T�r	r0�	2�dz �45�

=�
n

�	�T
�n���	r0�	2� , �46�

where modal orthogonality,



0

� 1

d�z�
um�z�un�z�dz = �nm �47�

collapses the double modal sum in Eq. �38� into the final
single sum.

The second moment of �T
�n��� 	r0� for each mode n can

be obtained from the depth-integrated second moment of the
forward field using Eq. �46�. In Sec. III B, we derive analytic
expressions for WT�� 	r0� and hence �	�T

�n��� 	r0�	2�.
Comparing Eq. �34� with Eq. �46�, the second moment

of �T
�n��� 	r0� becomes

�	�T
�n���	r0�	2� = Wi

�n���	r0�e�0
�
„�n��s�−2T��n��s��…d�s. �48�

The variance of the forward field at any receiver depth
in the waveguide can now be analytically expressed as the
single modal sum,

Var„�T�r	r0�…

= �
n

Wi
�n���	r0�	un�z�	2e−�0

�2T��n��s��d�s�e�0
��n��s�d�s − 1� ,

�49�

from Eqs. �37�, �40�, �44�, and �48�.

IV. DERIVATION OF DIRECT WAVE MOMENTS FOR
A SHELL OF INHOMOGENEITIES IN TERMS
OF EXPONENTIAL COEFFICIENTS OF MODAL
ATTENUATION, DISPERSION, AND FIELD VARIANCE

Here we derive the first and second statistical moments
of the direct wave after propagation through an elemental
shell of inhomogeneities within which the single scatter ap-
proximation is valid. These moments are expressed in terms
of exponential coefficients of modal attenuation, dispersion,
and field variance. It is shown that both the first and depth-
integrated second moment can be written as a single sum
over the waveguide modes as long as the shell width within
which the single scatter approximation is valid is sufficiently
large for modal decoupling to occur.

A. Modal attenuation and dispersion coefficients

Here it is shown that the mean scattered field contribu-
tion to the direct wave from a cylindrical shell of inhomoge-
neities is given by the single modal sum of Eq. �13�, which is
a linear function of shell thickness and the horizontal wave
number change �n of mode n, under widely satisfied condi-
tions.

The mean scattered field from any shell that contributes
to the direct wave is found by taking the expected value of
Eq. �9�,
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��s„r	r0,�s��s�…�

= �
m

�
n



0

�

dzt

�s−�s/2

�s+�s/2

d�t

�−�F/2

�+�F/2

�t d�t ei�m���t/2��−�t����t − ��2

�
2�

k

i

d�z0�d�zt�
1

��m�n�� − �t��t

um�z�un�z0�ei�/4ei�m�ei��n−�m��t

��Nm
�1�Nn

�1�ei��m+�n�zt�srt
�� − �m,�s��,�t�;�n,�t�� − Nm

�2�Nn
�1�ei�−�m+�n�zt�srt

��m,�s��,�t�;�n,�t��

− Nm
�1�Nn

�2�ei��m−�n�zt�srt
�� − �m,�s��,�t�;� − �n,�t�� + Nm

�2�Nn
�2�ei�−�m−�n�zt�srt

��m,�s��,�t�;� − �n,�t��� . �50�

So long as the single scatter approximation is valid
within the given inhomogeneous shell, the Green functions
from the source to the shell and from the shell to the receiver
can be treated deterministically. The expectation values then
operate only on the scatter functions of random shell
inhomogeneities, as noted in the derivation of Eq. �8� of
Ref. 5.

We assume that the inhomogeneities only need to obey a
horizontally stationary random process within the Fresnel
width in any given shell, but not over larger separations. The

expected scattering properties of the medium then may be
both range and azimuth dependent in the present formula-
tion. Also, the scattering properties need not be stationary
over depth. This makes it possible to adopt the abbreviated
notation �srt

�� ,� ;�i ,�i��= �s�s,zt
�� ,� ;�i ,�i�� within the

Fresnel width in any given shell.
Given the assumed statistical stationarity of the scatter

function density within the integrand of Eq. �50�, the integral
over azimuth can be evaluated by conventional stationary
phase methods to yield

��s„r	r0,�s��s�…� = �
m

�
n



0

�

dzt

�s−�s/2

�s+�s/2

d�t�2��� − �t�
�m��t

�t
2�

k

i

d�z0�d�zt�
1

��m�n�� − �t��t

um�z�un�z0�ei�/4ei�m�ei��n−�m��t

� �Nm
�1�Nn

�1�ei��m+�n�zt�s�s,zt
�� − �m,�;�n,��� − Nm

�2�Nn
�1�ei�−�m+�n�zt�s�s,zt

��m,�;�n,���

− Nm
�1�Nn

�2�ei��m−�n�zt�s�s,zt
�� − �m,�;� − �n,��� + Nm

�2�Nn
�2�ei�−�m−�n�zt�s�s,zt

��m,�;� − �n,���� . �51�

Equation �51� is then integrated in range �t over the shell width �s about �s. Applying exponential integration of the form



�s−�s/2

�s+�s/2

ei��n−�m��td�t = ei��n−�m��s�s sinc���n − �m�
�s

2
� , �52�

leads to

��s„r	r0,�s��s�…� = �
m

�
n



0

�

dzt
2�

k

i

d�z0�d�zt�

�2�

�m

ei�m�

��n�
um�z�un�z0�ei�/4ei��n−�m��s sinc���n − �m�

�s

2
�

� �Nm
�1�Nn

�1�ei��m+�n�zt�s�s,zt
��m,�;� − �n,��� − Nm

�2�Nn
�1�ei�−�m+�n�zt�s�s,zt

��m,�;�n,���

− Nm
�1�Nn

�2�ei��m−�n�zt�s�s,zt
�� − �m,�;� − �n,��� + Nm

�2�Nn
�2�ei�−�m−�n�zt�s�s,zt

�� − �m,�;�n,�����s. �53�

The field scattered from the shell given in Eq. �53�
reduces to a single modal sum by modal orthogonality
for compact scatterers that obey a stationary random
process in depth throughout the waveguide, as will be

shown in Sec. IV A 1. For general inhomogeneities
with arbitrary depth distribution, a single modal sum is
obtained under the widely satisfied conditions derived in
Sec. IV A 2.
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1. Compact inhomogeneities that obey a stationary
random process in depth

Acoustically compact inhomogeneities, those small
compared to the wavelength, or inhomogeneities following
the sonar equation in a waveguide54 that obey a stationary
random process in depth have expected scatter function den-
sities that are independent of both direction and depth, so
that �s�s,zt

�� ,� ;�i ,�i��= �s0��s��, can be factored from Eq.
�53�.

Equation �53� for the mean scattered field from the shell
then reduces to the single modal sum,

��s„r	r0,�s��s�…�

= �
n

4�
i

d�z0��8�
e−i�/4un�z�un�z0�

�
ei�n�

��n�
i� 2�

k�n
�s0��s����s, �54�

by modal orthogonality, via Eq. �47�.
The mean scattered field from the shell can then be ex-

pressed in terms of the incident field,

��s„r	r0,�s��s�…� = �
n

�i
�n��r	r0�i�n��s��s, �55�

by substituting Eq. �18� into Eq. �54�, where,

�n��s� =
2�

k�n
�s0��s�� . �56�

Equation �56� defines the horizontal wave number
change of each mode due to scattering from 3-D compact
inhomogeneities that obey a stationary random process over
waveguide depth. For mode 1, �1k is an excellent approxi-
mation that makes the corresponding wave number change
approximately equal to that found for propagation through
inhomogeneities in free space.11 Higher-order modes travel

at steeper elevation angles, have longer propagation paths,
interact more with the inhomogeneities, and so experience
greater attenuation and dispersion. This is seen in Eq. �56�,
where modal attenuation and dispersion coefficients are in-
versely proportional to the horizontal wave number of the
given mode.

2. General inhomogeneities with arbitrary depth
dependence

All terms in Eq. �53� are proportional to
sinc���n−�m���s /2��, which is unity for diagonal terms,
where n=m, but becomes negligibly small for off-diagonal
terms, where n�m, when the shell thickness is large enough
that sinc���n−�m���s /2���s=�max

�1 or equivalently the
condition

�max�sin �n − sin �m� � � , �57�

is satisfied.51

The mean forward field then reduces to a single modal
sum when the maximum shell thickness �max for which the
single scatter approximation is valid satisfies condition �57�.
A similar condition has been presented by Frankenthal and
Beran40 for forward propagation and in Ref. 5 for reverbera-
tion.

Condition �57� is most easily interpreted in terms of dif-
fraction theory by considering plane wave propagation
through an aperture of length �max cos�� /2−�n�, which
equals the projected length of �max in the equivalent plane
wave propagation direction of mode n. In the forward azi-
muth, condition �57� requires the difference in projected ap-
ertures between modes n and m for n�m to be much larger
than the wavelength. For typical low-frequency applications,
�max will range in scale from the minumum channel depth,
or water depth in Continental Shelf environments, to at most
one order of magnitude larger.

The mean scattered field from the shell, under condition
�57�, is then the single modal sum

��s„r	r0,�s��s�…�

= �
n

4�
i

d�z0��8�
e−i�/4un�z�un�z0�

ei�n�

��n�

�i
 1

d�zt�
2�

k

1

�n
��Nn

�1��2ei2�nzt�s�s,zt
�� − �n,�;�n,��� − Nn

�2�Nn
�1��s�s,zt

��n,�;�n,���

− Nn
�1�Nn

�2��s�s,zt
�� − �n,�;� − �n,��� + �Nn

�2��2e−i2�nzt�s�s,zt
��n,�;� − �n,����dzt�max. �58�

Substituting Eq. �18� into Eq. �58�, the mean scattered field from the shell is then expressible in terms of the incident field
via

��s„r	r0,�s��s�…� = �
n

�i
�n��r	r0�i�n��s��max, �59�

where

3542 J. Acoust. Soc. Am., Vol. 118, No. 6, December 2005 P. Ratilal and N. C. Makris: Mean and covariance of forward field



�n��s� = 

0

� 2�

k

1

�n

1

d�zt�
��Nn

�1��2ei2�nzt�s�s,zt
�� − �n,�;�n,���

− Nn
�2�Nn

�1��s�s,zt
��n,�;�n,���

− Nn
�1�Nn

�2��s�s,zt
�� − �n,�;� − �n,���

+ �Nn
�2��2e−i2�nzt�s�s,zt

��n,�;� − �n,����dzt. �60a�

Equation �60� defines the horizontal wave number change of
the nth mode due to scattering in a waveguide with general
inhomogeneities arbitrarily distributed in depth. For compact
scatterers that follow a stationary random process in depth,
Eq. �60� reduces to Eq. �56�.

By applying the generalized waveguide extinction theo-
rem, Eq. �20� of Ref. 6 with x=0, the attenuation coefficient
due to scattering for each mode n can be expressed in terms
of the waveguide extinction cross-section �n of the medium
inhomogeneities as,

I��n��s�� =
1

Vc



0

� 1

2

1

d�zt�
1

	un�zt�	2
��n�dzt. �60b�

Equation �60b� is convenient because it can be used to com-
pute attenuation due to scattering in the randomly inhomo-
geneous waveguide directly from a knowledge of the ex-
pected waveguide extinction cross-section density of the
medium’s inhomogeneities.

B. Coefficient of modal field variance

We now derive an analytic expression for the exponen-
tial coefficient of modal field variance �n for a random in-
homogeneous waveguide. Here, we show that Eq. �25� is
valid for scattering from a cylindrical shell element contain-
ing inhomogeneities under widely applicable conditions.

Again employing the single scatter approximation
within a shell of inhomogeneities of thickness �s at range
�s, from Eq. �9�, the second moment of the direct-wave com-
ponent of the scattered field from the shell is found to be

�	�s„r	r0,�s��s�…	2�

= ��
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�
n

�
m�

�
n�
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*

1
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1
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+ Nm
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− Nm�
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− Nm�
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+ Nm�
*�2��zt��Nn�

*�2��zt��e
iR��m�+�n��zt�srt�

„�m�,�s��,�t��;� − �n�,�t�…�

� eiR��m��−�t�−�m���−�t���eiR��n�t−�n��t��

�e−T��m+�m����−�t�e−T��n+�n���te−T���m+�n�zt+��m�+�n��zt��� , �61�

where the expectation values only operate on scatter function
density products following the assumed statistical decorrela-
tion between inhomogenieties in adjacent shells, as discussed
previously.

Equation �61� can only be further evaluated if the cross-

correlation of the scatter function density of the medium at rt

and rt� is known. We will assume that the inhomogeneities
obey a stationary random process within the Fresnel width in
each single scatter shell. The second moment of the scattered
field contribution to the direct wave from a given shell then
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depends on whether the cross-range coherence length ly of
the random process, defined in Appendix A, is greater or less
than the Fresnel width YF at the given shell range �s. Scat-
terers are fully correlated across the active region or Fresnel
width of the shell when ly �YF, but are uncorrelated in range
and possibly depth. When, ly �YF, fluctuations arise from
scatterers uncorrelated in both range, cross-range, and possi-
bly depth.

1. Fully correlated scatterers within the Fresnel width

Inhomogeneities within the shell at range �s are
now assumed to satisfy ly �YF�� ,�s� or 	�s−� /2	
� �� /2��1−4ly

2 /��. Their scatter function densities are then
taken to be fully correlated in cross-range within the active
region of the shell, but become uncorrelated when their sepa-
ration in range exceeds the coherence length lx��s ,zt ,zt��,
defined in Appendix A, so that

�srt
�� − �m,�s��,�t�;�n,�t�srt�

* �� − �m�,�s��,�t��;�n�,�t���
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*
„� − �m�,�s��,�t��;�n�,�t�…� . �62�

The second moment of the scattered field, obtained by substituting Eq. �62� into Eq. �61�, has 16 similar terms, the first
of which is
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where 	��s(r 	r0 ,�s��s�)�1	2 is the first term of the square of
the mean scattered field from the shell given by Eq. �13�.

Since one of our fundamental assumptions is that the
mean scattered field from a shell must be small in compari-
son to the incident field, as discussed in the Introduction and
Sec. III A, the square of the mean scattered field from the
shell must be negligible in the second moment. Since the
variance of the scattered field, which is comprised of the
remaining terms to the right in Eq. �63�, is a statistical quan-

tity that need not depend on the mean, it is not necessarily
negligible and must be retained in the second moment, where
it is assumed to simply be small compared to the squared
magnitude of the incident field. This leads to a consistent
asymptotic analysis of the field moments, as we will see in
Sec. V A 2.

Since the inhomogeneities are fully correlated over the
Fresnel width of the shell, the integral over azimuth in Eq.
�63� can be evaluated by stationary phase methods to yield
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We next integrate over the shell thickness �s. Applying exponential integration of the form
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to Eq. �64�, we find
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2
� . �66�

We next integrate Eq. �66� over receiver depth to obtain the depth-integrated second moment of the scattered field from
the shell. Applying modal orthogonality, Eq. �47�, to Eq. �66�, leads to,
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� eiR��n−�n���se−2I��m��e−I���n+�n��−2�m��s

� eiR���m+�n�zt−��m+�n��zt��e−I���m+�n�zt+��m+�n��zt��

� �ssinc�R��n − �n��
�s

2
� , �67�

which has a triple modal sum.
In Eq. �67�, terms with n�n� have fluctuating phases proportional to eiR��n−�n���s. These terms are negligibly small

compared to terms for which n=n� when the shell thickness is large enough that

sinc�R��n − �n��
�s

2
� � 1. �68�

This leads to a condition that is identical to Eq. �57� when we let m=n� in Eq. �57�.
Under condition �57�, the triple sum over the modes in Eq. �67� for the depth-integrated second moment of the scattered

field from the shell reduces to a double modal sum,
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where,
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Combining all sixteen terms leads to the depth-integrated second moment of the scattered field from the shell,
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where,

Cs,s��s,zt,zt�,m,n� = �Nm
�1��zt�Nn

�1��zt�Nm
*�1��zt��Nn

*�1��zt��e
iR���m+�n�zt−��m+�n�zt��Cov�s�s,zt

�mu;nd�,s�s,zt�
�mu;nd��

− Nm
�1��zt�Nn

�1��zt�Nm
*�2��zt��Nn

*�1��zt��e
iR���m+�n�zt−�−�m+�n�zt��Cov�s�s,zt

�mu;nd�,s�s,zt�
�md;nd��

− Nm
�1��zt�Nn

�1��zt�Nm
*�1��zt��Nn

*�2��zt��e
iR���m+�n�zt−��m−�n�zt��Cov�s�s,zt

�mu;nd�,s�s,zt�
�mu;nu��

+ Nm
�1��zt�Nn

�1��zt�Nm
*�2��zt��Nn

*�2��zt��e
iR���m+�n�zt−�−�m−�n�zt��Cov�s�s,zt

�mu;nd�,s�s,zt�
�md;nu��

− Nm
�2��zt�Nn

�1��zt�Nm
*�1��zt��Nn

*�1��zt��e
iR��−�m+�n�zt−��m+�n�zt��Cov�s�s,zt

�md;nd�,s�s,zt�
�mu;nd��

+ Nm
�2��zt�Nn

�1��zt�Nm
*�2��zt��Nn

*�1��zt��e
iR��−�m+�n�zt−�−�m+�n�zt��Cov�s�s,zt

�md;nd�,s�s,zt�
�md;nd��

+ Nm
�2��zt�Nn

�1��zt�Nm
*�1��zt��Nn

*�2��zt��e
iR��−�m+�n�zt−��m−�n�zt��Cov�s�s,zt

�md;nd�,s�s,zt
�mu;nu��

− Nm
�2��zt�Nn

�1��zt�Nm
*�2��zt��Nn

*�2��zt��e
iR��−�m+�n�zt−�−�m−�n�zt��Cov�s�s,zt

�md;nd�,s�s,zt�
�md;nu��

− Nm
�1��zt�Nn

�2��zt�Nm
*�1��zt��Nn

*�1��zt��e
iR���m−�n�zt−��m+�n�zt��Cov�s�s,zt

�mu;nu�,s�s,zt�
�mu;nd��

+ Nm
�1��zt�Nn

�2��zt�Nm
*�2��zt��Nn

*�1��zt��e
iR���m−�n�zt−�−�m+�n�zt��Cov�s�s,zt

�mu;nu�,s�s,zt�
�md;nd��

+ Nm
�1��zt�Nn

�2��zt�Nm
*�1��zt��Nn

*�2��zt��e
iR���m−�n�zt−��m−�n�zt��Cov�s�s,zt

�mu;nu�,s�s,zt�
�mu;nu��

− Nm
�1��zt�Nn

�2��zt�Nm
*�2��zt��Nn

*�2��zt��e
iR���m−�n�zt−�−�m−�n�zt��Cov�s�s,zt

�mu;nu�,s�s,zt�
�md;nu��

3546 J. Acoust. Soc. Am., Vol. 118, No. 6, December 2005 P. Ratilal and N. C. Makris: Mean and covariance of forward field



+ Nm
�2��zt�Nn

�2��zt�Nm
*�1��zt��Nn

*�1��zt��e
iR��−�m−�n�zt−��m+�n�zt��Cov�s�s,zt

�md;nu�,s�s,zt�
�mu;nd��

− Nm
�2��zt�Nn

�2��zt�Nm
*�2��zt��Nn

*�1��zt��e
iR��−�m−�n�zt−�−�m+�n�zt��Cov�s�s,zt

�md;nu�,s�s,zt�
�md;nd��

− Nm
�2��zt�Nn

�2��zt�Nm
*�1��zt��Nn

*�2��zt��e
iR��−�m−�n�zt−��m−�n�zt��Cov�s�s,zt

�md;nu�,s�s,zt�
�mu;nu��

+ Nm
�2��zt�Nn

�2��zt�Nm
*�2��zt��Nn

*�2��zt��e
iR��−�m−�n�zt−�−�m−�n�zt��Cov�s�s,zt

�md;nu�,s�s,zt
�md;nu���
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depends on the covariances of the scatter function density in
the forward azimuth that couple incident mode n to scattered
mode m.

When Eq. �71� is expressed in terms of the depth-
integrated second moment of the incident field in the absence
of the shell using Eq. �32�, it is found that
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which is the desired form of general Eq. �25�, where
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is the exponential coefficient of modal field variance. It con-
tains a modal sum that accounts for coupling between the nth
mode and every other mode in the waveguide due to the
random scattering process. If the scattering process is not
random, the covariance of the scatter function density is zero
and, consequently, �n is also zero.

Attenuation due to deterministic absorption in the me-
dium is already included in the incident field through Wi

�n� of
Eq. �32� in Eq. �73�. The effect of scattering must be deter-
mined separately to conserve energy in the current marching
formulation. This requires −2J��n−�m� to be set to zero in
going from Eq. �71� to Eqs. �73� and �74�, following an
approach similar to that described in deriving the waveguide
extinction theorem.6 An equivalent route with much histori-
cal precedence would be to derive the total field moments
without absorption and then include it in the incident field at
the final stage.

It is noteworthy that �n may depend on shell range �s

since it describes the potentially range-dependent variations
of the medium’s inhomogeneities. When the inhomogeneities
obey a stationary random process in range, �n is a constant,
independent of shell range �s.

2. Uncorrelated scatterers within the Fresnel width

Here inhomogeneities within the shell at range �s satisfy
ly �YF�� ,�s� or 	�s−� /2	� �� /2��1−4ly

2 /��. Their scatter
function densities then decorrelate in both range and cross-
range within the Fresnel width. For scatter function density
separations greater than that which can fall within the coher-
ence area Ac��s ,zt ,zt��, defined in Appendix A, scatter func-
tion densities are assumed to be uncorrelated, so that

�srt
�� − �m,�s��,�t�;�n,�t�srt�

* �� − �m�,�s��,�t��;�n�,�t���

 Ac��s,zt,zt����s�s,zt
„� − �m,�s��,�t�;�n,�t…s�s,zt�

*
„� − �m�,�s��,�t�;�n�,�t…� − �s�s,zt

„� − �m,�s��,�t�;�n,�t…�

��s�s,zt�

*
„� − �m�,�s��,�t�;�n�,�t…�����t − �t�� + �s�s,zt

„� − �m,�s��,�t�;�n,�t…��s�s,zt�

*
„� − �m�,�s��,�t��;�n�,�t�…� .

�75�

Substituting Eq. �75� into Eq. �61�, leads to the second moment of the direct wave portion of the scattered field from the
shell, which has 16 terms of similar form. The first of these is

�	�s„r	r0,�s��s�…	2�1

= �
m

�
n

�
m�

�
n�



0

�

dzt

0

�

dzt�

�s−�s/2

�s+�s/2

d�t

�−�F/2

�+�F/2

�t d�t ei��m−�m�����t/2��−�t����t − ��2

� Ac��s,zt,zt��
4�2

k�zt�k�zt��d�zt�d�zt��
1

d2�z0�
1

��m�m�
*

1

��n�n�
*

1

�� − �t��t

�um�z�um�
* �z�un�z0�un�

* �z0�Nm
�1��zt�Nn

�1��zt�Nm�
*�1��zt��Nn�

*�1��zt��

J. Acoust. Soc. Am., Vol. 118, No. 6, December 2005 P. Ratilal and N. C. Makris: Mean and covariance of forward field 3547



���s�s,zt
�� − �m,�s��,�t�;�n,�t�s�s,zt�

* �� − �m�,�s��,�t�;�n�,�t��

− �s�s,zt
�� − �m,�s��,�t�;�n,�t���s�s,zt�

* �� − �m�,�s��,�t�;�n�,�t���

� eiR��m−�m����−�t�eiR��n−�n���te−T��m+�m����−�t�e−T��n+�n���t

� eiR���m+�n�zt−��m�+�n��zt��e−T���m+�n�zt+��m�+�n��zt��

+ 	��s„r	r0,�s��s�…�1	2. �76�

Here 	��s(r 	r0 ,�s��s�)�1	2 is the first term of the square of
the mean scattered field from the shell, from Eq. �13�. It is
negligible, as noted in previous sections.

Following on analysis analogous to that in Sec. IV B 1,
the exponential coefficient of modal field variance is found
to be

�n
uncor��s� = �

m

� �

2��m�s�� − �s�
1

	�m	

� 

0

�

dzt

0

�

dzt� Ac��s,zt,zt��

�
4�2

k�zt�k�zt��d�zt�d�zt��
Cs,s��s,zt,zt�,m,n� ,

�77�

which strongly depends on shell range �s.

C. Coherent second moment interference between
incident and scattered fields

We now derive Eq. �26� for the depth-integrated cross
terms between the incident and scattered field from the iso-
lated shell. One of the two cross-terms can be approximated
as
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*
„r	r0,�s��s�…�

= ��i�r	r0��s
*�r	r0,�s��s�…�

= �
n

�i
�n��r	r0��

m

�i
*�m��r	r0��− i�m

* ��s �78�

=�
n

�
m

2�

d2�z0�
un�z�um

* �z�un�z0�um
* �z0�

eiR��n−�m��

���n�m
*

�e−T��n+�m���− i�m
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by application of Eq. �59� with the same single scatter ap-
proximation as before. A similar expression can be obtained
for the other cross-term.

Integrating Eq. �79� over the receiver depth, invoking
modal orthogonality Eq. �47�, and applying Eq. �32� leads to
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Similarly, it can be shown that
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Summing Eqs. �80� and �81�, we find
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Wi
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which depends on the modal attenuation coefficient T��n�.
This is a consequence of the extinction or forward scatter
theorem that states that it is the coherent interference be-
tween the incident and scattered fields that leads to shadow
formation and the eventual attenuation of the forward field.

The modal power equation �28� and the corresponding
difference equation �29� for scattering from a single shell
follow directly from the derivation for Eq. �26� and the fact
that the depth-integrated intensity at the receiver in the ab-
sence of inhomogeneities is described by Eq. �32�.

V. SOLUTIONS FOR THE MEAN, VARIANCE,
INTENSITY, POWER, AND SIGNAL-TO-NOISE RATIO
OF THE FORWARD FIELD

Within the framework of the present formulation, we
now provide general solutions for the mean, second moment,
variance, and power of the forward field in terms of the
parameters needed to describe the incident field and the first
two statistical moments of the random medium’s scatter
function density, which obeys a spatial random process that
need not be stationary. These solutions include the accumu-
lated effects of multiple forward scatter from source to re-
ceiver through range integrals of the horizontal wave number
change �n and the coefficient of field variance �n for the nth
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mode. We then evaluate these integrals analytically for the
special case when the inhomogeneities obey a stationary ran-
dom process along the forward propagation path from source
to receiver.

A. Field moments at a single receiver, power, and
signal-to-noise ratio

1. Mean forward field

The mean of the forward field received at r from a
source at r0 after propagation through a random inhomoge-
neous waveguide can be expressed as a sum of modal con-
tributions,

��T�r	r0�� = �
n=1

Mmax

4�
i

d�z0��8�
e−i�/4un�z�un�z0�

�
ei�n�

��n�
ei�0

��n��s�d�s, �83�

from Eqs. �18� and �22�. Here the wave number change
�n��s� defined in Eq. �60� depends on the expected scattering
properties of the random medium, which may be spatially
nonstationary.

2. Variance of the forward field

The variance of the forward field received at r from the
source at r0 can be expressed as a sum of modal variance
terms,

Var„�T�r	r0�… = �
n=1

Mmax 2�
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1

	�n	�
	un�z0�	2	un�z�	2

� e−2T��n�+�0
��n��s�d�s��e�0

��n��s�d�s − 1� , �84�

from Eq. �49�, with the use of Eq. �32�. For each mode n, the

forward field variance depends on the expected modal ex-
tinction cross section of medium inhomogeneities through
T��n�, and the covariance of the scatter function density of
these inhomogeneities through �n. Both coefficients account
for coupling of each mode n to every other mode in the
random waveguide. Both coefficients may vary with range to
account for nonstationarity in the inhomogeneous medium
and variation of the medium’s cross-range coherence length
with respect to the local Fresnel width. The exponential co-
efficient of field variance �n��s� is given in Eq. �74� for the
case when scatterers are correlated, and in Eq. �77� uncorre-
lated, within the local Fresnel width. The integral of �n��s�
over range �s is evaluated in Sec. V B for the important
special case, where the medium’s inhomogeneities obey a
stationary random process between the source and the re-
ceiver.

This theory is consistent with the fact that in the limiting
case of a nonrandom waveguide, the variance of the forward
field must be zero. For example, in a waveguide with a static
and uniform distribution of nonrandom inhomogeneities, the
covariance of the scatter function density is zero. This then
makes the exponential coefficient of field variance �n��s�
zero for each mode from Eq. �74� or �77�. The variance of
the forward field in Eq. �84� is then zero, as it should be for
a completely deterministic and coherent field.

3. Second moment of the forward field

The second moment of the forward field received at r
from a source at r0 in the random inhomogeneous waveguide
is found to be
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* �

un�z0�um
* �z0�un�z�um

* �z�eiR���n−�m��+�0
�
„�n��s�−�m��s�…d�s�

� e−T���n+�m��+�0
�
„�n��s�+�m��s�…d�s� �85�

by inserting Eqs. �36�, �37�, and �84� into Eq. �42�. The first
term in Eq. �85� corresponds to the field variance and the
second to the mean field squared. When the mean field
dominates, the expected total intensity will fluctuate as a
function of range due to coherent interference between wave-
guide modes. This interference is maintained even in the
presence of inhomogeneities but may be significantly differ-
ent from that of the incident field due to dispersion induced
by the inhomogeneities. When the variance dominates, the
modal interference patterns become insignificant, and the ex-

pected total intensity decays monotonically as the range be-
comes large.16

4. Forward field power

The second moment of the forward field integrated over
the receiver depth is directly proportional to the net power
propagated to range � in the waveguide. With the use of Eqs.
�32� and �34�, it can be expressed as
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�WT�r	r0�� = �
n=1

Mmax 2�

d2�z0�
1

	�n	�
	un�z0�	2e−2T��n�+�0

��n��s�d�s�

� e�0
��n��s�d�s, �86�

which decays both monotonically with range, by the wave-
guide extinction theorem,6 and uniformly since depth inte-
gration eliminates modal interference. This decay reflects the
total power loss in the waveguide due to both scattering and
absorption in the present formulation.

5. Signal to noise ratio

Here we define the signal to noise ratio SNRn��� for the
nth mode of the forward field as the ratio of the depth-
integrated square of the mean forward field to the depth-
integrated variance. It is found to be

SNRn��� = 1/�e�0
��n��s�d�s − 1� , �87�

by integrating Eqs. �83� and �84� over receiver depth. We
observe that the signal to noise ratio for each mode only
depends on the coefficient of modal field variance �n, is
independent of the wave number change �n, and decreases
with increasing receiver range �.

B. Special solutions when inhomogeneities obey a
stationary random process along the path
from source to receiver

The mean, second moment, and variance of the forward
field can be readily obtained from Eqs. �83�, �84�, and �85�,
respectively, if statistical properties of the medium’s inhomo-
geneities are known. The horizontal wave number change �n

and the coefficient of modal field variance �n can then be
determined as a function of range from source to receiver for
each mode n.

Here we will assume that the scatter function density of
the inhomogeneities follows the same stationary random pro-
cess across all active regions from source to receiver. We can
then analytically integrate �n and �n across range to obtain
closed form expressions for the field moments. In this case,
from Eq. �60�, �n is simply a constant independent of shell
range �s so that �0

��n d�s=�n�. Since �n depends on the rela-
tive size of the cross-range coherence length ly to the Fresnel
width at the given shell range, however, three forms of solu-
tion are possible and must be considered.

1. The Fresnel width exceeds the cross-range
coherence length of the scatter function density over
part of the propagation path

This is the most general situation. The Fresnel
width exceeds the cross-range coherence length ly of the
medium’s scatter function density over the middle
segment ��s

cor��s��−�s
cor� of the propagation path, but not

at the beginning ��s��s
cor� or end ��s��−�s

cor�, where
�s

cor=� /2�1−�1−4ly
2 /���. Cross-range decorrelation of the

scatter function density then only occurs over the middle
segment. The exponential coefficient for field variance then
takes on a different form for each of these segments in the
marching solution from source to receiver,



0

�

�n��s�d�s = 

0

�s
cor

�n
cor��s�d�s + 


�s
cor

�−�s
cor

�n
uncor��s�d�s

+ 

�−�s

cor

�

�n
cor��s�d�s. �88�

If the coherence scales, ly and Ac are independent of
depth, substituting Eqs. �74� and �77� for �n

cor��s� and
�n

uncor��s�, respectively, into Eq. �88�, leads to



0

�

�n��s�d�s = �
m
� lx

�m



0

�s
cor

d�s + Ac

�s

cor

�−�s
cor� �

2��m�s�� − �s�
d�s +

lx

�m



�−�s
cor

�

d�s� 1

	�m	

�

0

�

dzt

0

�

dzt�
4�2

k�zt�k�zt��d�zt�d�zt��
Cs,s�zt,zt�,m,n� . �89�

Evaluting the integrals over the three segments then leads to the solution

FIG. 1. �a� The maximum Fresnel width YF�� ,� /2� is smaller than the
cross-range coherence length ly of the local inhomogeneities for the given
source-receiver separation �. �b� The maximum Fresnel width YF�� ,� /2� is
larger than the cross-range coherence length ly of the local inhomogeneities
for the given source receiver separation �. Local inhomogeneities are fully
correlated in cross-range within the Fresnel width for all single scatter shells
in �a�, while in �b� the active region within the Fresnel width contains
inhomogeneities uncorrelated in cross-range for single scatter shells located
at �s that satisfy �−�s

cor��s��+�s
cor. Figure not to scale.
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�

�n��s�d�s = �
m

2� lx

�m
�s

cor + Ac� �

2��m
�sin−1�1 −

�s
cor

�
− sin−1��s

cor

�
�� 1

	�m	

�

0

�

dzt

0

�

dzt�
4�2

k�zt�k�zt��d�zt�d�zt��
Cs,s�zt,zt�,m,n� . �90�

2. The cross-range coherence length of the scatter
function density exceeds the Fresnel width
over the entire propagation path

Here the scatterers are assumed to be fully correlated in
cross-range across the entire propagation path. This is valid
when ly �YF�� ,� /2� or ��4ly

2 /�, since the maximum
Fresnel width falls midway between the source and the re-
ceiver. This case is illustrated in Fig. 1�a�. Integrating Eq.
�74� leads to the solution



0

�

�n��s�d�s = 

0

�

�n
cor��s�d�s = �n

cor� , �91�

since �n
cor is range independent here.

The signal to noise ratio for each incident mode n is then
approximately

SNRn��� = 1/�e�n
cor� − 1� , �92�

which becomes SNRn���1/�n
cor� for sufficiently small

ranges and SNRn���e−�n
cor

� for sufficiently large ranges
as long as Eq. �92� remains valid.

3. Fresnel length exceeds the cross-range coherence
length and waveguide depth exceeds the vertical
coherence length over the entire propagation path

Here it is assumed that scatterers may be uncorrelated in
all three dimensions within the active region of any shell
along the propagation path. This case is illustrated in Fig.
1�b�. This is particularly applicable to propagation through
bubble clouds, schools of fish, or fine-scale turbulence in the
ocean. It can be described by taking the scatter function den-
sities at rt and rt� to be uncorrelated when their separation is
greater than that which can fall within a coherence volume
Vc�zt�, so that

�srt
�� − �m,�s��,�t�;�n,�t�srt�

* �� − �m�,�s��,�t��;�n�,�t���

= Vc�zt���szt
�� − �m,�s��,�t�;�n,�t�szt

* �� − �m�,�s��,�t�;�n�,�t��

− �szt
�� − �m,�s��,�t�;�n,�t���szt

* �� − �m�,�s��,�t�;�n�,�t�����rt − rt��

+ �szt
�� − �m,�s��,�t�;�n,�t���szt�

* �� − �m�,�s��,�t��;�n�,�t��� . �93�

Following the analysis of Sec. IV B, but instead using Eq. �93� for the correlation of the scatter function density in Eq. �61�,
the coefficient of modal field variance becomes

�n
uncor,3-D��s� = �

m

� �

2��m�s�� − �s�
1

	�m	
0

�

dzt Vc�zt�
4�2

k2�zt�d2�zt�
Cs,s�zt,zt,m,n� . �94a�

Integrating Eq. �94a� leads to the solution



0

�

�n��s�d�s = 

0

�

�n
uncor,3-D��s�d�s = �

m

� ��

2�m

1

	�m	
0

�

dzt Vc�zt�
4�2

k2�zt�d2�zt�
Cs,s�zt,zt,m,n� . �94b�

The signal to noise ratio for each incident mode n is

SNRn��� = 1/�eMn
uncor,3-D�� − 1� , �95�

where

Mn
uncor,3-D = �

m

� �

2�m

1

	�m	
0

�

dzt Vc�zt�
4�2

k2�zt�d2�zt�
Cs,s�zt,zt,m,n� . �96�
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The signal to noise ratio becomes SNRn���
1/Mn

uncor,3-D�� for sufficiently small ranges, and

SNRn���e−Mn
uncor,3-D�� for sufficiently large ranges as

long as Eq. �95� is valid.
By comparing Eqs. �92� and �95�, it is observed that the

direct wave for each mode is more coherent when decorre-
lation occurs in depth and azimuth as well as in range within
the active region. This analytically shows that 3-D scattering
effects become important as the Fresnel width exceeds the
medium’s local cross-range coherence length.

In the present scenario of three-dimensional decorrela-
tion within the active region, the modal attenuation coeffi-
cient, from Eq. �60�, can be expressed as

T��n� = 

0

� 1

2
	un�zt�	2

1

d�zt�
1

Vc�zt�
��n�0,zt��dzt. �97�

This follows from Eq. �20� of Ref. 6 for the modal extinction
cross-section �n of an inhomogeneity and Eq. �A5�, which
relates its scatter function to a corresponding scatter function
density. Equation �97� is convenient because it can be used
to calculate the attenuation due to scattering of each mode.

VI. MUTUAL INTENSITY AND THE SPATIAL
COVARIANCE OF THE FORWARD FIELD

Here we provide analytic expressions for the mutual in-
tensity and covariance of the forward field for two receivers
at r1= ��1 ,�1 ,z1� and r2= ��2 ,�2 ,z2� in a random inhomoge-

neous ocean waveguide. This analysis is applicable to any
two receivers in an arbitrary array configuration.

A. Difference and integral equations

Following an analysis similar to that in Sec. III B, it can
be shown that by considering scattering from an elemental
cylindrical shell of inhomogeneities, the change in the depth-
integrated cross-moment, or the depth-integrated mutual in-
tensity, of the forward field W�n���1 ,�2 	r0� at �1 and �2 for
each mode m satisfies

�W�n���1,�2	r0�� = �W�n���1,�2	r0��„�n,1,2��s�

+ iR��n,1��s� − �n,2��s��

− T��n,1��s� + �n,2��s��…�s. �98�

Here �W�n���1 ,�2 	r0�� is defined in



0

� 1

d�z�
���r1	r0��*�r2	r0��dz = �

n

�W�n���1,�2	r0�� ,

�99�

and �n,1 and �n,2 are the modal horizontal wave number
changes given in Eq. �60� with scatter functions evaluated at
the forward azimuths �=�1 and �=�2, respectively, and
�n,1,2 is the exponential coefficient of modal field covari-
ance, which will be derived in Sec. VI C.

If the receivers are within a single-scatter shell width in
horizontal range, their depth-integrated mutual coherence
can be approximated by marching Eq. �98� to a range at the
midpoint between the two receivers,



Wi

�n�

WT
�n� dW�n���1,�2	r0�

W�n���1,�2	r0�

= 

0

�1+�/2

„�n,1,2��s� + iR��n,1��s� − �n,2��s�� − T��n,1��s� + �n,2��s��…d�s, �100�

where

Wi
�n���1,�2	r0� =

2�

d2�z0�
1

	�n	��1�2

	un�z0�	2eiR��n���1−�2�e−T��n���1+�2� �101�

is the depth-integrated mutual intensity of the incident field for mode n at receiver ranges �1 and �2.
The resulting contribution to the depth-integrated mutual intensity of the forward field for the nth mode is then

WT
�n���1,�2	r0�

= Wi
�n���1,�2	r0�exp�


0

�1+�/2

„�n,1,2��s� + iR��n,1��s� − �n,2��s�� − T��n,1��s� + �n,2��s��…d�s� , �102�

which is valid when ��n,1,2−T��n,1+�n,2��� /2�1. This condition is satisfied when the effect of scattering over the horizontal
range separation � between the two receivers is small. It is consistent with our basic assumption that the scattered field from
any individual single-scatter shell must be small compared to the incident field at the receiver. The condition is only necessary
for receivers that are separated in range. It is not required for receivers at different azimuths with the same horizontal range.
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B. Solutions

1. Spatial covariance of the forward field

The covariance of the forward fields received at r1 and r2 can be expressed as the single modal sum

Cov„�T�r1	r0�,�T�r2	r0�…

= ��T�r1	r0��T
*�r2	r0�� − ��T�r1	r0����T

*�r2	r0��

= �
n

Wi
�n���1,�2	r0�un�z1�un

*�z2�exp�

0

�1+�/2

„iR��n,1��s� − �n,2��s�� − T��n,1��s� + �n,2��s��…d�s�
� �e�0

�1+�/2�n,1,2��s�d�s − 1� �103�

=�
n

2�

d2�z0�
1

	�n	��1�2

	un�z0�	2un�z1�un
*�z2�eiR��n���1−�2�e−T��n���1+�2�

� exp�

0

�1+�/2

„iR��n,1��s� − �n,2��s�� − T��n,1��s� + �n,2��s��…d�s��e�0
�1+�/2

�n,1,2��s�d�s − 1� , �104�

using Eqs. �22�, �101�, and �102�.
2. Mutual intensity of forward field

The spatial cross-correlation of the forward fields received at r1 and r2 is given by

��T�r1	r0��T
*�r2	r0�� = �

n

2�

d2�z0�
1

	�n	��1�2

	un�z0�	2un�z1�un
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� exp�
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+ �
n

�
m
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1

��n�m
* �1�2
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� exp�

0

�1+�/2

„iR��n,1��s� − �m,2��s�� − T��n,1��s� + �m,2��s��…d�s,� �105�

from Eqs. �22� and �104�. This spatial cross-correlation is proportional to the mutual intensity of the two receivers.
C. Exponential coefficient of modal covariance

Here we derive an analytic expression for the exponential coefficient of modal covariance �m,1,2. The spatial cross-
correlation of the scattered fields received at r1 and r2 from an elemental shell of inhomogeneities obtained from Eq. �9� is
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J. Acoust. Soc. Am., Vol. 118, No. 6, December 2005 P. Ratilal and N. C. Makris: Mean and covariance of forward field 3553



− Nm�
*�2��zt��Nn�

*�1��zt��e
iR��m�−�n��zt�srt�

„�m�,�s��2,�t��;�n�,�t�…

− Nm�
*�1��zt��Nn�

*�2��zt��e
iR�−�m�+�n��zt�srt�
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+ Nm�
*�2��zt��Nn�

*�2��zt��e
iR��m�+�n��zt�srt�

„�m�,�s��2,�t��;� − �n�,�t�…�

� eiR��m��1−�t�−�m���2−�t���eiR��n�t−�n��t��

� e−T��m��1−�t�+�m���2−�t���e−T��n+�n���te−T���m+�n�zt+��m�+�n��zt��� . �106�

Equation �106� cannot be further evaluated unless the cross-correlation of the scatter function densities at rt and rt� is
known. As before, we examine the two cases. The first is when inhomogeneities are fully correlated and the second is when
they are uncorrelated within the Fresnel width for both receivers.

1. Scatterers fully correlated within Fresnel width

This analysis is applicable to shells where ly �YF��p ,�s� or 	�s−�p /2	� ��p /2��1−4ly
2 /�� for p=1,2. The exponential

coefficient of field covariance for the two receiver azimuths is found to be

�n,1,2
cor ��s� = �

m

1

	�m	
0

�

dzt

0

�

dzt�

lx��s,zt,zt��

�m

4�2

k�zt�k�zt��d�zt�d�zt��
Cs,s��s,zt,zt�,m,n� , �107�

by setting �1=�2=� in Eq. �106� and following an approach similar to that in Sec. IV B 1. Here Cs,s��s ,zt ,zt� ,m ,n� is given by
Eq. �72�, but with the covariance of the scatter function density defined as

Cov„s�s,zt
�mu;nd�,s�s,zt�

�mu;nd�…

= �s�s,zt
�� − �m,�1;�n,�1�s�s,zt�

* �� − �m,�2;�n,�2�� − �s�s,zt
�� − �m,�1;�n,�1���s�s,zt�

* �� − �m,�2;�n,�2�� . �108�

The solutions for receivers at different ranges and azimuths are then obtained by substituting Eq. �107� into Eqs. �104� and
�105�.

2. Uncorrelated scatterers within the Fresnel width

This analysis is applicable to shells where ly �YF��p ,�s� or 	�s−�p /2	� ��p /2��1−4ly
2 /��p for p=1,2. The scatter func-

tion densities centered at rt as well as rt� are assumed to be fully correlated if they fall within both a coherence area Ac of each
other and the overlapping active regions of the given shell for the two receivers. Let Woverlap��t� be an azimuthal window
function that describes this overlap region,

Woverlap��t� = �1, if ��1 − �F/2 � �t � �1 + �F/2�&��2 − �F/2 � �t � �2 + �F/2� ,

0, otherwise.
� �109�

The coefficient of modal field variance for the two receiver azimuths becomes
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�110�

by setting �1=�2=� in Eq. �106� and following an analysis similar to that in Sec. IV B 2. Here,

B��,�s,�1,�2� = ei�m���s/2��−�s����1
2−�2

2�� �m�

2��s�� − �s�



0

2�

Woverlap��t�ei�m�s�t��/2��−�s����2−�1��s d�t, �111�

and Czt,zt�
�n ,m� is given by Eq. �72�, but with the covariance of the scatter function defined by
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�112�

The solutions for receivers at different ranges and azi-
muths are then obtained by substituting Eq. �110� into Eqs.
�104� and �105�. For two receivers that are colocated so that
�1=�2=� , B�� ,�s ,� ,��=1 and Eq. �110� reduces to Eq.
�77� for a single receiver.

VII. CONCLUSION

Compact analytic expressions are derived for the mean,
mutual intensity, and spatial covariance of the acoustic field
foward propagated through a stratified ocean waveguide con-
taining 3-D random surface or volume inhomogeneities.
They include the accumulated effect of multiple forward
scattering through the random inhomogeneous waveguide.
They are given as a modal solution in terms of the param-
eters necessary to describe the incident field as well as the
mean and spatial covariance of the medium’s inhomogene-
ities. They are applicable to a broad range of remote sensing
and communication problems in the ocean. This includes
propagation through bubble clouds, fish schools, internal
waves, turbulence, and seabed anomalies in waveguides with
rough boundaries.

Multiple scattering through the randomly inhomoge-
neous medium leads to a mean field where each mode propa-
gates with a new horizontal wave number that depends on
the expected scatter function density of the random medium.
The new wave number describes attenuation and dispersion
induced by the medium’s randomness, including potential
mode coupling along the propagation path. Expressions for
the mutual intensity and spatial covariance of the forward
field depend on both the random medium’s expected modal
extinction density as well as the covariance of its scatter
function density, which couples each mode to all other

modes due to multiple forward scattering. These are used to
analytically show that 3-D scattering effects can become im-
portant for scatterers at ranges where the Fresnel width ex-
ceeds the medium’s local cross-range coherence length. The
expressions can also be applied to determine how the coher-
ence of an acoustic signal received by an array of arbitrary
configuration is degraded by random multiple forward scat-
tering through the fluctuating ocean.

APPENDIX A: SCATTER FUNCTION DENSITY

Discretion must be used in choosing a parametrization
for the scatter function density that properly describes the
random characteristics of the medium and their relationship
to the scattering process, which must conserve energy. Here
we present representations of the scatter function density
srt

�� ,� ;�i ,�i� for both continuous and discrete random scat-
terers.

1. Continuous random inhomogeneities

Random inhomogeneitites in the acoustic medium are in
essence stochastic spatial variations in density and compress-
ibility. Continuous random inhomogeneities in ocean
waveguides include turbulence, internal waves, sea-surface
and seabed roughness, as well as anomalies in the seabed.

a. Local 3-D stationary random process, potentially
nonisotropic

If the inhomogeneities obey a 3-D stationary random
process within the single scatter shell, the coherence volume
can be defined as

Vc��s,zt� =



0

2� 

0

� 

0

Rmax

	CFF�R,�1,�2,�s,zt�	2R2 sin �1 dR d�1 d�2

	CFF�0,0,0,�s,zt�	2
, �A1�

where the scattering density F of an elemental volume of the
randomly inhomogeneous medium can be defined by the
Rayleigh-Born single scatter approximation as

R�F��,�,�i,�i�� =
k3

4�
„���rt� + ��k,ki��d�rt�… , �A2�

where �� is the fractional change in compressibility and �d is
the fractional change in density of the local inhomogeneity

with respect to the original homogeneous medium,4 and

��k,ki� =
ki · k

k2 �A3�

is the cosine of the angle between the incident and scattered
plane wave directions. When density changes are important
to acoustic scattering, perturbation expansions in sound
speed and density alone are typically not sufficient to de-
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scribe even first-order effects. To include all necessary ef-
fects, expansions in compressibility and density must be
made.3

Here the covariance of the elemental scattering
density Cov�Frt

,Frt�

* �=CFF�R ,�1 ,�2 ,�s ,zt� depends only

on the separation R= �R ,�1 ,�2�=rt−rt�, where R
=��xt−xt��

2+ �yt−yt��
2+ �zt−zt��

2. The coherence radius for
any direction specified by the elevation angle �1 and azi-
muth angle �2 is given by

lc
3��1,�2,�s,zt� =

3

0

Rmax

	CFF�R,�1,�2,�s,zt�	2 dR

	CFF�0,0,0,�s,zt�	2
.

�A4�

The coherence lengths for the random process in the x, y, and
z directions are then given by lx��s ,zt�= lc��1=� /2 ,�2

=0 ,�s ,zt�+ lc��1=� /2 ,�2=� ,�s ,zt�, ly��s ,zt�= lc��1

=� /2 ,�2=� /2 ,�s ,zt�+ lc��1=� /2 ,�2=3� /2 ,�s ,zt�, and
lz��s ,zt�= lc��1=0 ,�2=0 ,�s ,zt�+ lc��1=� ,�2=0 ,�s ,zt�. In
Eq. �A1�, Rmax should be larger than lc.

The 3-D delta-function covariance assumed in Eq. �93�
is consistent with the interpretion that

s�s,zt
��,�,�i,�i� =

1

Vc





Vc

Frt+u��,�,�i,�i�ei�ki−ks�·ud3u ,

�A5�

be used on the right-hand side of Eq. �93�, given continuous
inhomogeneities. Here ki and ks are the incident and scat-
tered wave number vectors, and u= �ux ,uy ,uz� are locations
within the coherence volume relative to rt. The correspond-
ing free-space plane wave scatter function Szt

for the coher-
ence volume is then obtained by multiplying Eq. �A5� by Vc.

b. Local 2-D stationary random process, potentially
nonisotropic

Given the 2-D delta-function covariance assumed in Eq.
�75�, the interpretation,

s�s,zt
��,�,�i,�i� =

1

Ac




Ac

Frt+u��,�,�i,�i�ei��i−�s�·ud2u

�A6�

can be made on the right-hand side of Eq. �75� for continu-
ous inhomogeneities. Here �i and �s are the incident and
scattered horizontal wave number vectors and u= �ux ,uy� are
horizontal locations within the coherence area relative to �t.

Here the horizontal coherence area Ac is defined under
the assumption that the inhomogeneities obey a stationary
random process in the horizontal within the Fresnel width in
each single scatter shell. The horizontal covariance of their
scattering densities can then be expressed as Cov�Frt

,Frt�

* �
=CFF�P ,� ,�s ,zt ,zt��, which depends on the separation be-
tween their horizontal coordinates, P=��xt−xt��

2+ �yt−yt��
2,

and �=tan−1��yt−yt�� / �xt−xt��� but not on their absolute po-
sition within the shell.

The generalized parametric coherence area for the ran-
dom process in the horizontal is then defined as55

Ac��s,zt,zt�� =



0

2� 

0

Pmax

	CFF�P,�,�s,zt,zt��	
2P dP d�

	CFF�0,0,�s,zt,zt��	
2 ,

�A7�

with coherence radius lc�� ,�s ,zt ,zt�� for any direction �,
given by

lc
2��,�s,zt,zt�� =

2

0

Pmax

	CFF�P,�,�s,zt,zt��	
2P dP

	CFF�0,0,�s,zt,zt��	
2 .

�A8�

The coherence lengths for the random process in the x and y
directions are then given by lx��s ,zt ,zt��= lc��=0,�s ,zt ,zt��
+ lc��=� ,�s ,zt ,zt�� and ly��s ,zt ,zt��= lc��=� /2 ,�s ,zt ,zt��
+ lc��=3� /2 ,�s ,zt ,zt��, where Pmax in Eq. �A7� is larger
than lc.

2. Discrete inhomogeneities or particles

Consider a volume of space V centered at location rt

containing discrete inhomogeneities or particles. Each par-
ticle may be large compared to the waveglength and have
arbitrary shape and material properties. Examples of such
discrete scatterers include fish, marine mammals, bubbles,
and underwater vehicles. The location of the qth particle in
this volume is rt,q=rt+uq, where uq is its displacement from
the volume center rt. The scatter function of the qth particle
relative to the volume center is Sq�rt�ei�ki−ks�·uq, where Sq�rt�
is its scatter function, ki and ks are the incident and scattered
plane wave vectors, respectively. For discussions in this sec-
tion, we suppress the angular dependence of the scatter func-
tion to abbreviate the notation.

When the single scatter approximation is valid, the ex-
pected total scatter function �ST�rt�� of the volume V is then

�ST�rt��

=
 
 
 �
q

N

Sq�rt�ei�ki−ks�·uqp�uq,Sq	N�

� p�N�d3uq dSq dN , �A9�

where p�uq ,Sq 	N� is the probability density of finding the
qth particle at location uq with scatter function amplitude
Sq given that there are N particles in the volume, and p�N�
is the probability density of finding N particles in this
volume.

If the particles in V are each identically distributed in
space and their spatial distribution is uniform and indepen-
dent of the scatter function amplitude and the number of
particles in the volume, then p�uq ,Sq 	N�= p�uq�p�Sq 	N�, and
p�uq�=1/V. Equation �A9� then becomes
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�ST�rt�� = U
 
 �
q

N

Sq�rt�p�Sq	N�p�N�dSq dN , �A10�

where

U =
 1

V
ei�ki−ks�·uqd3uq �A11�

is an elementary integral over V that is a function of ki and
ks. For forward scatter in free space, U=1, since ki and ks

are identical in the forward direction. This point was essen-
tially made long ago by Rayleigh.10 In a multimodal wave-
guide, however, U will not necessarily be unity, even for
scattering in the forward azimuth due to variations in modal
elevation angles. It is always approximately unity when the
dimensions of V can be made small compared to the acoustic
wavelength, assuming due attention is paid to the actual size
of the particles.

If the particles are also identically distributed in their
scatter function amplitude, and N is large, the total scatter
function of the volume from Eq. �A10� then reduces to

�ST�rt�� = U
 NS�rt	N�p�N�dN , �A12�

=U�NS�rt	N�� , �A13�

where S�rt 	N�=�Sq�rt�p�Sq 	N�dSq is the expected scatter
function amplitude of each of the identically distributed par-
ticles, given that there are a total of N particles in the vol-
ume.

The expected scatter function density at location rt is
then given by

�srt
� =

�ST�rt��
V

= U�nVS�rt	nV�� , �A14�

where nV=N /V is the number of particles per unit volume.
The second moment of the scatter function of the par-

ticles within V is

�ST�rt�ST
*�rt�� =
 
 
 
 
 �

q

N

�
l

N

Sq�rt�Sl
*�rt�ei�ki−ks�·uq

� e−i�ki−ks�·ulp�uq,ul,Sq,Sl	N�p�N�

� duq dul dSq dSl dN . �A15�

If we assume that the scatter functions and positions of the
particles are uncorrelated, Eq. �A15� then reduces to

�ST�rt�ST
*�rt��

=
 �
q

N

�
l

N

��Var„Sq�rt	N�… + �1 − 	U	2�	Sq�rt	N�	2��ql

+ 	U	2Sq�rt	N� Sl
*�rt	N��p�N�dN , �A16�

where Var(Sq�rt 	N�)=�	Sq�rt�	2p�Sq 	N�dSq− 	Sq�rt 	N�	2, and
the second term in the square bracket is a variance com-
ponent that arises solely from randomness in the particle
position.

Since the scatterers are also taken to be identically dis-
tributed, and N is large, Eq. �A16� further simplifies to

�ST�rt�ST
*�rt�� =
 �N Var„S�rt	N�… + �1 − 	U	2�N	S�rt	N�	2

+ 	U	2N2	S�rt	N�	2�p�N�dN , �A17�

=�N Var„S�rt	N�…� + �1 − 	U	2��N	S�rt	N�	2�

+ 	U	2�N2	S�rt	N�	2� . �A18�

The second moment of the scatter function density then be-
comes

�	srt
	2� =

�	ST�rt�	2�
�V�2

=
1

V
��nV Var„S�rt	N�…� + �1 − 	U	2��nV	S�rt	nV�	2��

+ 	U	2�nV
2 	S�rt	nV�	2� , �A19�

and its variance is

Var�srt
� = �	srt

	2� − 	�srt
�	2, �A20�

=
1

V
��nV Var„S�rt	N�…� + �1 − 	U	2��nV	S�rt	nV�	2��

+ 	U	2�nV
2 	S�rt	nV�	2� − 	U	2	�nVS�rt	nV��	2. �A21�

If scattering by the particles is independent of the num-
ber of particles per unit volume in the medium, the mean and
variance of the scatter function density then, respectively,
become

�srt
� = U�nV��S�rt�� , �A22�

and

Var�srt
� =

1

V
��nV�Var„S�rt�… + �1 − 	U	2��nV�	�S�rt��	2�

+ 	U	2 Var�nV�	�S�rt��	2. �A23�

For forward scatter in free space 	U	2=1 and the variance of
the scatter function density in Eq. �A23� reduces to

Var�srt
� =

1

V
�nV�Var„S�rt�… + Var�nV�	�S�rt��	2. �A24�

Under the assumptions and approximations leading to Eq.
�A24�, the variance of the scatter function density for dis-
crete scatterers in the forward direction in free space is zero
when both the variance of the scatter function of an indi-
vidual particle and the variance of the number density of
particles are zero. Otherwise, the scatter function variance
and, consequently, the field variance cannot be zero. This
result is especially intuitive in forward scatter, where
changes in the configuration of a fixed number of like and
uncorrelated particles within a farfield volume can have no
effect on the forward field. We again note that essentially
this same point was made long ago by Rayleigh10 and can be
obtained in the appropriate limiting case of Eqs. �7.3.13� and
�7.3.18� in the Tsang, Kong, and Ding56 analysis for omni-
directional scatterers.
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It is interesting that in Twersky’s formulation of forward
scattering through a slab of discrete scatterers, he implicitly
assumed the variances of the scatter function and the number
density to be zero and also obtains zero variance for the
forward field for his q small, which corresponds to what we
refer to here as the direct wave, as can be seen in Sec. 14-6

of Ishimaru.18 It is not clear that Twersky’s formulation is
valid when his q is not small, given the numerous small
angle approximations he makes for the scattered field about
the incident direction.

Similarly, the cross-correlation of the scatter function
densities centered at rt1 and rt2 can be approximated as

�srt1
srt2

* � =
�ST�rt1�ST

*�rt2��
�Vc�2 = Vc��rt1 − rt2�� �nV�rt1��

Vc
Var„S�rt1�… + � �nV�rt1��

Vc
�1 − 	U�rt1�	2� + 	U�rt1�	2 Var�nV�rt1���	�S�rt1��	2�

+ U�rt1�U*�rt2��nV�rt1���nV�rt2���S�rt1���S*�rt2�� , �A25�

if the coherence volume Vc falls within the active region of a given single scatter shell. Here the coherence volume is defined
entirely by the spatial covariance of the number density through

Vc =
���	CnVnV

�R�	2 d3R

	CnVnV
�0�	2

, �A26�

where the covariance of the number density Cov�nVrt
,nVrt�

�=CnVnV
�R� depends only the separation R=rt−rt�.

If 	U	2Vc Var�nV� is negligible, then

�srt1
srt2

* � =
�ST�rt1�ST

*�rt2��
�V�2

= �nV�rt1����rt1 − rt2��Var„S�rt1�… + �„1 − 	U�rt1�	2…�	�S�rt1��	2� + U�rt1�U*�rt2��nV�rt1���nV�rt2���S�rt1���S*�rt2�� ,

�A27�

as long as V can be limited to the active region and have the corresponding number of particles N within it be large. Equations
�A25� or �A27� can be used in Eq. �93� for scattering from discrete particles or objects that decorrelate in three dimensions.
The spatial correlation of scattering from objects that decorrelate in only one or two dimensions can be readily obtained by
analogous means.
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The mean and variance of the acoustic field forward propagated through a stratified ocean
waveguide containing three-dimensional �3-D� random internal waves is modeled using an analytic
normal mode formulation. The formulation accounts for the accumulated effects of multiple forward
scattering. These lead to redistribution of both coherent and incoherent modal energies, including
attenuation and dispersion. The inhomogeneous medium’s scatter function density is modeled using
the Rayleigh-Born approximation to Green’s theorem to account for random fluctuations in both
density and compressibility caused by internal waves. The generalized waveguide extinction
theorem is applied to determine attenuation due to scattering from internal wave inhomogeneities.
Simulations for typical continental-shelf environments show that when internal wave height exceeds
the acoustic wavelength, the acoustic field becomes so randomized that the expected total intensity
is dominated by the field variance beyond moderate ranges. This leads to an effectively saturated
field that decays monotonically and no longer exhibits the periodic range-dependent modal
interference structure present in nonrandom waveguides. Three-dimensional scattering effects can
become important when the Fresnel width approaches and exceeds the cross-range coherence length
of the internal wave field. Density fluctuations caused by internal waves are found to noticably
affect acoustic transmission in certain Arctic environments. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.1993107�
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I. INTRODUCTION

When an acoustic field propagates through a multimodal
waveguide, random variations in medium properties can
have a cumulative effect over range. This can drastically al-
ter the delicate modal interference structure of the incident
field, leading to significant randomization in the received
field. Here, we model the mean, variance, and total intensity
of the forward field propagated through an ocean waveguide
containing temporally and spatially random 3-D internal
waves using a general modal formulation described in Ref. 1.
This formulation is convenient because it takes into account
the accumulated effects of multiple forward scattering on the
mean and covariance of the forward propagated field. These
include coherent, partially coherent, and incoherent interac-
tions with the incident field, which lead to attenuation, dis-
persion, and exponential coefficients of field variance that
describe mode coupling induced by the medium’s inhomoge-
neities. An advantage of the formulation is that the first and
second moments of the forward field can be analytically ex-
pressed in terms of the first and second moments of the in-
homogeneous medium’s spatially varying scatter function

density. These inhomogeneities can be arbitrarily large rela-
tive to the acoustic wavelength and have arbitrary compress-
ibility and density contrast from the surrounding medium.

Inhomogeneities arising from internal wave disturbances
typically have relatively small differences in density and
compressibility from the surrounding medium. A convenient
approach for modeling their scattering properties is to apply
the first-order Rayleigh-Born approximation to Green’s
theorem.2 Internal wave scattering properties are then ex-
pressed in terms of the statistical variations in compressibil-
ity and density caused by the disturbance. This requires
knowledge of the probability distributions of the compress-
ibility and density variations, which can be expressed in
terms of internal-wave wave number spectra. The first-order
Rayleigh-Born approximation leads to a purely real scatter
function that can directly account for scattering-induced dis-
persion in the mean forward field, but not attenuation, which
requires the imaginary part. Attenuation in the mean forward
field due to scattering is then determined from the waveguide
extinction theorem.3,4 The waveguide extinction theorem for
any given mode relates power loss in the forward azimuth to
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the total scattered power in all directions, which can be esti-
mated with high accuracy using the first-order Rayleigh-
Born approximation.

Following the trend of ever-increasing ocean utilization
has come a greater interest in developing models to help
understand and accurately predict the effect of internal wave
fields on underwater acoustic transmission through continen-
tal shelf environments. Significant fluctuations have been
observed5–7 and predicted8,9 in signal transmission. These
fluctuations lead to signal-dependent noise8 that can signifi-
cantly degrade sonar system performance. Since internal
waves in continental shelf environments often have large dis-
placements compared to the acoustic wavelength and large
slopes, standard perturbation theory methods for modeling
the effect of rough surface scattering10–13 on acoustic trans-
mission through an ocean waveguide may often be unsuit-
able. If the accumulated effects of multiple forward scatter-
ing on dispersion and field variance are important in acoustic
propagation through extended internal wave fields, ap-
proaches that neglect them10–13 may be inappropriate, as
noted in Ref. 14. It is possible that acoustic transmission
through such complicated environments may be seriously al-
tered by three-dimensional �3-D� scattering effects beyond
relatively short ranges. Two-dimensional models,6,13,15–17

2-D Monte-Carlo simulations,18 and adiabatic 3-D models19

may then also become unreliable.
The present formulation is advantageous because the

mean and variance of the acoustic field multiply forward
scattered through a 3-D random waveguide can be rapidly
obtained from the compact analytic expressions of Ref. 1,
given the mean and spatial covariance of the internal wave
displacement field, without restriction on internal wave am-
plitude or slope. It can be readily applied to solve a variety of
underwater remote sensing and communication problems in
continental shelf environments. This includes the detection
and localization of sources20,21 and targets by passive and
active sonar, as well as the estimation of biological,22,23

geological,24 and oceanographic parameters25 by seismoa-
coustic inverse methods.

We show that the accumulated effect of multiple forward
scattering through random internal wave fields typically must
be included to properly model the statistical moments of the
acoustic field forward propagated through continental shelf
environments. We also show that 3-D multiple scattering ef-
fects can become important in both the mean and variance of
the forward field. This is because, as the source-receiver
range increases, the Fresnel width of the forward field even-
tually exceeds the cross-range coherence length of the inter-
nal waves, making out-of-plane scattering important when
internal wave amplitudes exceed the acoustic wavelength
and slopes become higher. Out-of-plane scattering cannot be
accounted for in 2-D models. We illustrate this effect by
comparing the present 3-D model with a current standard
approach, which is to compute field moments by Monte-
Carlo simulations with the 2-D parabolic equation.

We show that the acoustic field moments are highly de-
pendent on both the rms displacements and coherence scales
of the 3-D internal waves. In a waveguide where the rms
internal wave height is small compared to the acoustic wave-

length, the forward field remains coherent and exhibits the
range and depth-dependent structure expected from the co-
herent interference between waveguide modes. The moderate
dispersion and attenuation induced by multiple forward scat-
ter through the internal wave disturbances still noticeably
alters the mean field. Scattering in such a slightly random
waveguide may not be strong enough to make 3-D effects
noticable.

When the rms internal wave height becomes larger than
the acoustic wavelength, 3-D scattering effects become sig-
nificant. The field variance or incoherent intensity is found to
dominate the total intensity of the forward field beyond mod-
erate propagation ranges. This causes the acoustic field to
become fully saturated. In this case, the coherent modal in-
terference structure in range and depth is lost, and the inten-
sity of the forward field then decays monotonically. This
makes standard processing techniques that rely upon model
coherence, such as matched field processing and the
waveguide-invariant method26 for source range and depth lo-
calization, far less effective.

The effects on acoustic transmission of random density
fluctations in the medium due to internal waves are also
quantified. We show that internal-wave-induced density ef-
fects can significantly affect acoustic propagation in specific
environments, such as Arctic seas.

II. FORMULATION IN A TWO-LAYER WATER COLUMN

Internal waves in mid-latitude continental shelf environ-
ments often occur at the interface between warm water near
the sea surface and cooler water below.7,27,28 In high latitude,
the reverse is usually true where the cooler less dense water
above comes from recently melted ice. Here, we model the
internal wave field as disturbances propagating along the
boundary between strata in a two-layer water-column, as il-
lustrated in Fig. 1. Although many other internal wave mod-
els and parametrizations could have been used to implement
the general formulation of Ref. 1, the two-layer model is
chosen here because it clearly illustrates the fundamental

FIG. 1. Geometry of mid-latitude Atlantic continental shelf and Arctic en-
vironments with two-layer water column of total depth Hw=100 m, and
upper layer depth of D=30 m. The bottom sediment half-space is composed
of sand. The internal wave disturbances have coherence length scales lx and
ly in the x and y directions, respectively, and are measured with positive
height h measured downward from the interface between the upper and
lower water layers.

J. Acoust. Soc. Am., Vol. 118, No. 6, December 2005 Chen et al.: Forward field statistics through internal waves 3561



physics of internal waves in a continental shelf environment.
This has made it probably the most frequently used model in
the literature.29–31 We focus on the baroclinic mode of the
internal wave, which has negligible displacement at the sea
surface.30 In the absence of internal waves, the boundary
separating the upper medium with density d1 and sound
speed c1 from the lower medium with density d2 and sound
speed c2 is at a constant depth. In the presence of internal
waves, a part of the lower medium protrudes into the upper
medium and a part of the upper medium protrudes into the
lower medium. We model protrusion of the lower medium
into the upper medium as a volumetric inhomogeneity that
scatters the sound field by Green’s theorem, and vice versa
for the lower medium.

To formulate the problem, we place the origin of the
coordinate system at the sea surface. The z axis points down-
ward and normal to the interface between horizontal strata.
The water depth is H and the boundary separating the upper
and lower medium is at depth z=D. Let coordinates of the
source be defined by r0= �0,0 ,z0�, and receiver coordinates
by r= �x ,0 ,z�. Spatial cylindrical �� ,� ,z� and spherical sys-
tems �r ,� ,�� are defined by x=r sin � cos �, y
=r sin � sin �, z=r cos �, and �=x2+y2. The horizontal and
vertical wave number components for the nth mode are, re-
spectively, �n=k sin �n and �n=k cos �n, where �n is the el-
evation angle of the mode measured from the z axis. Here,
0��n�� /2 so that the down- and upgoing plane wave
components of each mode will then have elevation angles �n

and �−�n, respectively. The corresponding vertical wave
number of the down- and upgoing components of the nth
mode are �n and −�n, respectively, where R��n�	0. The
wave number magnitude k equals the angular frequency 


divided by the sound speed c in the object layer so that k2

=�n
2+�n

2. The azimuth angle of the modal plane wave is de-
noted by �, where 0���2�. The geometry of spatial and
wave number coordinates is shown in Ref. 32.

A. Statistical description of internal waves

1. Joint spatial probability density of internal wave
displacement

The displacement h��t� of the internal wave boundary at
horizontal location �t, as illustrated in Fig. 1, can be modeled
as a Gaussian random process in space and time with mean
�h�, and variance �h

2= �h2�− �h�2. Since the baroclinic internal
wave displacement cannot penetrate the water surface or the
sea bottom, we limit unphysical tails of the probability den-
sity function by windowing h. The probability density func-
tion of the internal wave displacement is,

ph�h�

= 	T
1


2��h

e−�h − �h��2/2�h
2
, for �h� − h1 � h � �h� + h2,

0 elsewhere,
�

�1�

where T=1/ �P���h�+h2� /�h�− P���h�−h1� /�h�� is a normal-
ization constant, and P�b� is the cumulative distribution
function,

P�b� =
1


2�
�

−

b

e−m2/2 dm . �2�

Linear internal wave displacements are expected to follow a
zero-mean circular complex Gaussian random process by the
central limit theorem, given that they arise from the super-
position of many statistically independent sources in space
and time. The same model can also be used to describe non-
linear solitary internal waves in some cases when they are
incompletely evolved33 or broadly distributed in peak
amplitude.34 For nonlinear internal wave fields, nonzero
mean displacements and much larger standard deviations are
expected.

The joint probability density function of the internal
wave displacement at horizontal locations �t and �t� can be
expressed as

p„h��t�,h��t��… =
1

2��h��t�
�h��t���1 − �2�1/2exp−

��h2��t��h��t��
2

− 2h��t�h��t����h��t�
�h��t�� + h2��t���h��t�

2 ��

2�h��t�
2 �

h��t��
2 �1 − �2� � , �3�

where � is the correlation coefficient defined as

� =
�h��t�h��t��� − �h��t���h��t���


���h��t��2� − ��h��t���2����h��t���
2� − ��h��t����

2�
. �4�

2. Linear internal wave field as a stationary random
process

For random internal wave fields that follow a stationary
random process in space, the internal wave displacement cor-

relation function and standard deviation �h can be expressed
in terms of the internal wave spectrum G���. For instance,
the correlation function is

�h��t�h��t��� = Chh��t − �t��

=
1

�2��2�
0

2� �
0



G���ei�·��t−�t��� d� d� , �5�

where �= ��x ,�y�= �� cos � ,� sin �� is the internal-wave
wave number vector with magnitude � and azimuthal di-
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rection �. The internal wave height standard deviation �h

is defined by

�h
2 = Chh�0� , �6�

when �h�=0, as is the case for linear internal waves.
The internal wave disturbance has a horizontal coher-

ence area given by35

Ac =
�0

2��0
�Chh��,���2� d� d�

�Chh�0��2
, �7�

where �=�t−�t�=� cos �x+� sin �y, outside of which in-
ternal wave displacements can be assumed to be
uncorrelated.1 The corresponding coherence length scale
of the internal wave disturbance lc��� in any azimuthal
direction � is then given by

lc
2��� =

2�0
�Chh��,���2� d�

�Chh�0��2
. �8�

Here lc��� defines a coherence shape function for the inter-
nal wave disturbance that is determined as its wave number
spectrum spans the 2� azimuthal radians of �. The full co-
herence lengths lx and ly of the internal wave disturbance in
the x and y directions are then, respectively,

lx = lc�� = 0� + lc�� = �� �9�

and

ly = lc�� = �/2� + lc�� = 3�/2� . �10�

For an isotropic internal wave field, Eq. �5� reduces to

Chh��t − �t�� =
1

2�
�

0



G���J0����t − �t���� d� , �11�

since its wave number spectrum G��� is independent of the
azimuth angle �.

B. Scatter function of an internal wave inhomogeneity

To determine the plane wave scatter function of a coher-
ence volume of internal wave inhomogeneity, we apply
Green’s theorem,2

�s�r�r0� =��� �k2���rt���rt�r0�G�r�rt�

+ �d�rt� � ��rt�r0� · �G�r�rt��dVt, �12�

where �� is the fractional change in compressibility and �d is
the fractional change in density of the inhomogeneity cen-
tered at rt relative to the original medium, G�r �rt� is the free
space Green’s function, and ��rt �r0� is the total acoustic
field in the volume of inhomogeneity. To integrate Eq. �12�
analytically, we need to know the total field within the vol-
ume of the inhomogeneity. But this is the sum of the known
incident and unknown scattered field in the volume. In the
first-order Rayleigh-Born approximation, the total field in-
side the inhomogeneity is approximated by the incident field.
This is a good approximation when the scattered field within
the inhomogeneity is small compared to the incident field as

it typically is when the fractional compressibility and density
changes are small, as they are in the present scenario.
Green’s theorem evaluated using the first-order Rayleigh-
Born approximation then provides a first-order estimate of
the scattered field from an inhomogeneity. From this we can
obtain a first-order estimate of the inhomogeneity’s plane
wave scatter function.

We first derive the plane wave scatter function for a
coherent volume of internal wave inhomogeneity centered at
horizontal location �s, where �t=�s+ut. For an incoming
plane wave in the direction ki= �k ,�i ,�i�= ��i ,�i� and scat-
tered plane wave in the direction k= �k ,� ,��= �� ,��, the
first-order scatter function of an internal wave inhomogene-
ity is

R�S�s
��,�,�i,�i�� =��

Ac

�
0

H k3

4�
����rt� + ��k,ki��d�rt��

�ei���i−��·ut+��i−��zt�d2ut dzt, �13�

by application of Green’s theorem, Eq. �12�, where

��k,ki� = �ki · k�/k2

= cos �i cos � + sin �i sin � cos��i − �� �14�

is the cosine of the angle between the incident and scattered
plane wave directions. The fractional changes in compress-
ibility and density depend on the displacement of the inho-
mogeneities at rt and are given by

���rt� = ��„h��t�,zt…

=
�1 − �2

�2
U�h��t� − �zt − D��U�zt − D�

+
�2 − �1

�1
U��zt − D� − h��t��U„− �zt − D�… , �15�

and

�d�rt� = �d„h��t�,zt…

=
d1 − d2

d1
U�h��t� − �zt − D��U�zt − D�

+
d2 − d1

d2
U��zt − D� − h��t��U„− �zt − D�… , �16�

where U is the unit step function.
The areal scatter function density s�s,zt

�� ,� ,�i ,�i� cen-
tered at ��s ,zt� is related to the scatter function
S�s

�� ,� ,�i ,�i� of Eq. �13� by

S�s
��,�,�i,�i� = Ac�

0

H

s�s,zt
��,�,�i,�i�ei��i−��zt dzt, �17�

where

s�s,zt
��,�,�i,�i�

=
1

Ac
��

Ac

k3

4�
����rt� + ��k,ki��d�rt��ei��i−��·ut d2ut. �18�
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1. Mean and correlation function of the scatter function density of internal wave inhomogeneities

The scatter function density s�s,zt
�� ,� ,�i ,�i� of Eq. �18� is a random variable since it depends on the internal wave

displacement h��t�. The mean of the scatter function density is

�s�s,zt
��,�,�i,�i�� =

1

Ac
��

Ac

�� k3

4�
����h��t�,zt� + ��k,ki��d�h��t�,zt��ph�h�dh�ei��i−��·ut d2ut

=
1

Ac
� k3

4�
����h��t�,zt� + ��k,ki��d�h��t�,zt�����

Ac

ei��i−��·ut d2ut. �19�

For two inhomogeneities centered at ��s ,zt� and ��s� ,zt��, respectively, the correlation of their scatter function densities is

�s�s,zt
��,�,�i,�i�s�s�,zt�

* ���,��,�i�,�i��� =  1

Ac
�2��

Ac

��
Ac�

ei���i−��·�t−��i�−���·�t��CFF��t − �t�,zt,zt��d
2ut d2ut�, �20�

where

CFF��t − �t�,zt,zt��

=��  k3

4�
�2

���„h��t�,zt… + ��k,ki��d„h��t�,zt…����„h��t��,zt�… + ��k�,ki���d„h��t��,zt�…�p�h��t�,h��t���dh��t�dh��t�� , �21�

following the notation of Ref. 1, Appendix A.
The joint probability function p(h��t� ,h��t��) requires

the internal wave spectrum to be specified, as can be seen
from Eqs. �3�–�5�.

2. Isotropic internal waves

We must calculate the mean and spatial covariance of
the scatter function density s�s,zt

�� ,� ,�i ,�i� to determine the
forward field moments. This requires the internal wave spec-
trum defined in Eq. �5� to be specified. Following Refs. 18
and 6, we assume the internal waves follow the isotropic
Garret-Munk spectrum,

G��� = E0
2

�2


c

�2cg

2 − 
c
2

�4cg
2 , �22�

for the relatively high wave numbers of interest in our analy-
sis, where E0 is the average energy density that determines
the strength of the internal wave fluctuation, 
c is the
Coriolis frequency, which is roughly 1.16�10−5 Hz at 30°
lattitude, and cg�0.4 m/s is the phase speed of the
internal waves in the two-layer ocean, given by cg

2

=g���2−�1� /�2��D�H−D� /H�, where g is the gravitational
acceleration. The corresponding coherence radius lc��t�
= lc is then independent of azimuth.

In this paper, we focus our analysis on internal wave
fluctuations that occur within a measurement time scale T.
Within this time, only internal wave disturbances that occur
with frequencies that are larger than fmin=1/T or equiva-
lently have wave numbers larger than �min=2�fmin/cg

=2� /cgT can cause temporal fluctuation in the acoustic field.
From Eq. �22�, Eq. �8� and Eq. �7�, the coherence radius is
then lc=
2/�min, the x and y coherence lengths are lx= ly

=2
2/�min, and the coherence area is Ac=�lc
2=2� /�min

2 .

As noted in Ref. 1, the cross-range coherence length ly

of internal wave inhomogeneities can be greater or less than
the Fresnel width YF�� ,�s��
���−�s��s /�, which depends
on the range � from source to receiver and the range �s from
source to the inhomogeneities. When ly �YF, decorrelation in
the cross-range occurs within the Fresnel width or active
region. But when ly �YF, internal wave inhomogeneities are
fully correlated across the active region. In this case, only the
portion of the coherence area AF within the Fresnel width is
important to forward scatter, where AF�Ac.

C. Statistical moments of the forward propagated
field

The mean field, variance, and expected total intensity of
the forward field propagated through the ocean waveguide
containing random internal waves can be expressed analyti-
cally using the formulation of Ref. 1. We assume that the
internal wave inhomogeneities obey a stationary random pro-
cess in range. For a source at r0= �0,0 ,z0� and a receiver at
r= �x ,0 ,z�, the mean forward field is given by Eq. �83� of
Ref. 1 as

��T�r�r0�� = �
n

�i
�n��r�r0�ei�0

��n��s�d�s, �23�

where

�i
�n��r�r0� = 4�

i

d�z0�
8�
e−i�/4un�z�un�z0�

ei�n�


�n�
�24�

is the incident field contribution from mode n, given no in-
homogeneities in the medium, un�z� is the modal amplitude
at depth z, and �n is the horizontal wave number change due
to multiple scattering from the inhomogeneities. The modal
horizontal wave number change is complex, and it leads to
both dispersion and attenuation in the mean forward field.
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The real part R��n� is the modal dispersion coefficient and
the imaginary part I��n� is the modal attenuation coefficient.

For the present case, where the random inhomogeneities
are due to internal waves,

�
0

�

�n��s�d�s = �
0

� 1

�n
��h�n,n,0,0��d�s, �25�

from Eq. �60� of Ref. 1, where

�h�m,n,�,�i�

= �
0

H 2�

k�zt�d�zt�
�Nm

�1�Nn
�1�eiR��m+�n�zts�s,zt

�� − �m,�;�n,�i�

− Nm
�2�Nn

�1�eiR�−�m+�n�zts�s,zt
��m,�;�n,�i�

− Nm
�1�Nn

�2�eiR��m−�n�zts�s,zt
�� − �m,�;� − �n,�i�

+ Nm
�2�Nn

�2�eiR�−�m−�n�zts�s,zt
��m,�;� − �n,�i��

�e−I��m+�n�zt dzt. �26�

As discussed in Sec. II B, substituting Eq. �18� into Eq.
�25� leads to a modal horizontal wave number change that is
purely real. This accounts for the dispersion, but not the at-
tenuation in the mean forward field due to scattering. The
modal attenuation coefficients I��m� will be derived in Sec.
II D from the waveguide extinction theorem.3

From Eq. �25�, we see that the modal dispersion coeffi-
cients depend on the expected scatter function density in the
forward azimuth. This is independent of the cross-range ex-
tent of the internal wave inhomogeneities, so the dispersion
coefficients are also range independent.

The variance of the forward field at the receiver can be
expressed by Eq. �84� of Ref. 1 as

Var„�T�r�r0�… = �
n

2�

d2�z0�
1

��n��
�un�z0��2�un�z��2

�e−2I��n�+�0
��n��s�d�s��e�0

��n��s�d�s − 1� ,

�27�

where �n is defined in Ref. 1 as the exponential coefficient
of modal field variance. The variance of the forward field
depends on the first- and second-order moments of the scat-
ter function density of the random medium. An analytic ex-
pression for �n for general surface and volume inhomogene-
ities is provided in Ref. 1.

For receiver ranges ��4ly
2 /�, where the internal wave

inhomogeneities are fully correlated within the Fresnel
width, from Eq. �74� of Ref. 1, we have

�
0

�

�n��s�d�s

= �
m

�
lx

�m

1

��m�
����h�m,n,0,0��2� − ���h�m,n,0,0���2� ,

�28�

and for receiver ranges ��4ly
2 /�, where the Fresnel width

exceeds the internal wave cross-range coherence length,
from Eq. �90� of Ref. 1, we have

�
0

�

�n��s�d�s = �
m

2 lx

�m
�s

cor + Ac
 �

2��m
�sin−1
1 −

�s
cor

�
− sin−1
�s

cor

�
�� 1

��m�
����h�m,n,0,0��2� − ���h�m,n,0,0���2� ,

�29�

where �s
cor=� /2�1−
1−4ly

2 /���. These equations show
how the exponential coefficient of modal field variance
couples energy in incident mode n to all scattered modes
m after random multiple forward scattering through the
waveguide.

The mean forward field of Eq. �23� is also called the
coherent field, the magnitude square of which is proportional
to the coherent intensity. The variance of the forward field in
Eq. �27� provides a measure of the incoherent intensity. The
total intensity of the forward field is the sum of the coherent
and incoherent intensities. The coherent field tends to domi-
nate at short ranges from the source and in slightly random
media, while the incoherent field tends to dominate in highly
random media. It should be noted that in a nonrandom wave-
guide �n=0 so that the variance of the forward field is zero,
from Eq. �27�. This is expected since the field is fully coher-
ent in this case.

D. Modal attenuation from generalized waveguide
extinction theorem

Attenuation or extinction of the forward field arises from
scattering by inhomogeneities and intrinsic absorption in the
medium. As mentioned in Secs. I and II C, the purely real
scatter function of Eq. �13� can only account for dispersion
due to scattering. In order to include attenuation in the mean
forward field, we apply the waveguide extinction theorem.3,4

The modal extinction cross section of an object, for incident
mode n, is the ratio of the extinction En or power loss caused
by the object to the incident intensity Ii,n,3,4

�n�x = 0� =
En�x = 0�r0�
Ii,n�zh�r0� · ix

, �30�

where ix is the propagation direction. The notation x=0
means that the medium’s intrinsic absorption is set to zero
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during the calculation, as described in Ref. 3, to properly
determine the extinction cross section of a given scatterer.

In a waveguide with random internal wave inhomogene-
ities, the modal attenuation coefficient I��n� can be be ex-
pressed in terms of the modal extinction cross section3

�n�x=0 �h� of the inhomogeneities as

I��n��s�� =
1

2Ac��s�
� 1

d�zh�
�n�x = 0�h��un�zh��2� , �31�

from Eq. �60� of Ref. 1 and Eq. �20� of Ref. 3, where the
expectation in Eq. �31� is taken over the height of the inter-
nal waves. Note that

Ac��s� = �AF, ly � YF��s�
Ac, ly � YF��s� ,

� �32�

is dependent on the range location �s of the inhomogeneity
within the Fresnel width from source to receiver, where AF is
defined in Sec. II B 2.

For nonabsorbing objects, the extinction Em caused by
the object is equal to the total scattered power Ws,n. By plac-
ing the object within a closed control surface, we can calcu-
late Ws,n as the total scattered power flux through the surface.
A general analytic expression for the total scattered power
flux from an object centered at depth zh within a closed cy-
lindrical control surface with a radius of x and height span-
ning the entire waveguide depth for incident mode n is pro-
vided by Eq. �16� of Ref. 3. We assume that the internal
wave elements remove power from the incident field by scat-
tering only so that intrinsic absorption losses from the inho-
mogeneities are negligible. This is a valid assumption since
the internal wave inhomogeneities do not lead to absorption
other than that already present in the medium. For a charac-
teristic internal wave inhomogeneity given height h, the total
scattered power flux is

Ws,n�x�r0,h� = R� 1


d2�z0�
�un�z0��2

��n�x0
�
m=1


�m

��m�
Ac

2��s�

�e−2I��nx0+�mx��
0

2�

��h�m,n,�,0��2 d�� .

�33�

The x component of incident intensity from mode n on this
inhomogeneity is

FIG. 2. �a� Normalized spectrum of internal wave field over an observation
period of approximately 10 min with minimum wave number �min

=0.028 rad/m. The spectrum is computed using Eq. �22� with a �−2 depen-
dence at high frequencies. �b� Correlation function of the isotropic internal
wave field with a coherence length of 100 m. The correlation function was
obtained from the inverse Fourier transform of the internal wave spectrum
plotted in �a�.

FIG. 3. �a� Fresnel half-width for receiver ranges �=5 km and �=50 km.
The Fresnel width YF�� ,�s� is approximately equal to 
���−�s��s /�, where
� is the source-receiver separation and �s is the range from source to inho-
mogeneity. �b� The maximum Fresnel width YF,max=YF�� ,� /2�=
�� /2 as a
function of source-receiver separation �.

FIG. 4. Acoustic field intensity at 415 Hz as a function of range and depth
in the mid-latitude Atlantic continental shelf waveguide of Fig. 1, when
there are no internal waves present so that the waveguide is undisturbed.
The boundary between the warm and cool water is at the depth of 30 m from
the water surface in this static waveguide. The source is at 50 m depth with
source level 0 dB re 1 �Pa at 1 m. The acoustic intensity exhibits range- and
depth-dependent variations due to coherent interference between waveguide
modes.
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Ii,n�zt�r0� · ix =
2�


d2�z0�d�zh�
1

x0
�un�z0��2�un�zh��2

R��n
*�

��n�

�e−2I��n�x0, �34�

from Eq. �19� of Ref. 3. Following Eq. �30�, the modal ex-
tinction cross section of the internal wave inhomogeneity is
found from dividing Eq. �33� by Eq. �34� and setting x=0,

�n�x = 0�h� = R� 1

2�
d�zh�

1

�un�zh��2 �
m=1


�m

*

��m�R��n
*�

Ac
2��s�

��
0

2�

��h�m,n,�,0��2 d�� . �35�

The attenuation coefficient of mode n due to scattering
in the random waveguide can then be found to be

I��n��s��

=
1

4�
Ac��s��

m=1



R� �m
*

��m�R��n
*�
�

0

2�

���h�m,n,�,0��2�d�� ,

�36�

by substituting Eq. �35� into Eq. �31�.

III. COMPUTING 2-D SPATIAL REALIZATIONS OF A
RANDOM INTERNAL WAVE FIELD

To compare statistical moments of the forward field
from the 3-D analytical formulation with Monte-Carlo simu-

FIG. 5. Intensities of the �a� mean or coherent field, �b� variance or incoherent field, and �c� the total field at 415 Hz as functions of range and depth in the
mid-latitude Atlantic continental shelf waveguide of Fig. 1 when there is a random internal wave field present in the waveguide. The internal wave
disturbances have a height standard deviation of �h=1 m and coherence lengths of lx= ly =100 m. The source is at 50 m depth with source level 0 dB re 1 �Pa
at 1 m. This medium is only slightly random and the total intensity in �c� is dominated by the coherent intensity out to 50 km range and exhibits range- and
depth-dependent variations due to coherent interference between waveguide modes, similar to the static waveguide example in Fig. 4. Figure 5�d� shows the
acoustic intensity as a function of range at a single receiver depth of 50 m for the fields shown in �a�–�c�. For a comparison, the acoustic intensity of the static
waveguide is also plotted.
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lations based on the 2-D parabolic equation, we must com-
pute spatial realizations of the internal wave height h�xt�. We
assume that the Gaussian random internal wave field h�xt� is
a stationary random process that follows the correlation
function shown in Fig. 2�b�. The Fourier transform of inter-
nal wave height h�xt� over a finite spatial window is then

H��� = �
−L/2

L/2

h�xt�e−i�xt dxt,

where H��� is a zero-mean Gaussian random process due to
its linear dependence on h�xt�. According to Parseval’s theo-
rem,

�h
2 �

1

L
�

L/2

L/2

��h�xt��2�dxt =
1

L
� ��H����2�d� , �37�

while, from Eq. �6�, �h
2=Chh�0�, so that ��H����2�

�LG���� /2�. As L becomes arbitrarily large, the delta-

function correlation is achieved across the wave number do-
main,

�H���H����� �
G����

2�
��� − ��� , �38�

indicating that components of H��� with wave number sepa-
rations exceeding 2� /L are uncorrelated.

So, a random realization of the internal wave height
h�xt� can be computed as the inverse Fourier transform of
H��� under the assumption that the H��� are zero mean
Gaussian random variables that are uncorrelated when
sampled at wave number intervals of at least 2� /L and have
variance LG���� /2�.

IV. ILLUSTRATIVE EXAMPLES

Here we provide examples illustrating the dependence of
acoustic field moments on internal wave parameters. We

FIG. 6. Similar to Fig. 5, but for a waveguide with an internal wave height standard deviation of �h=4 m. This medium is highly random and the total
intensity in �c� is dominated by the variance or incoherent intensity beyond the 11 km range. The total acoustic intensity decays monotonically as a function
of range at sufficiently long ranges since the field is now completely incoherent and the waveguide loses the coherent range- and depth-dependent variations
due to modal interference.
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FIG. 7. Contributions of the waveguide modes to the depth-integrated total intensity of the forward field at �a� the source location, �b� 1 km, �c� 10 km, and
�d� 50 km ranges from the source for a source strength of 0 dB re 1 �Pa at 1 m. All values are absolute except those in �a�, which are normalized by the
maximum modal contribution.

FIG. 8. Acoustic intensity at a single receiver depth of 50 m in the presence of an internal wave field with coherence lengths lx= ly =50 m and height standard
deviations of �a� �h=1 m and �b� �h=4 m.
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FIG. 9. Effect of �a� including and �b� neglecting internal wave density fluctuations on acoustic transmission in an Arctic waveguide with geometry described
in Fig. 1. The internal wave field has coherence lengths of lx= ly =100 m and a height standard deviation of �h=4 m. The acoustic intensity is plotted as a
function of range for the source and receiver at 50 m depth.

FIG. 10. Comparison of intensities from 2-D Monte-Carlo simulations and 3-D analytical model at the single receiver depth of 50 m in the presence of an
internal wave field with height standard deviation of �h=1 m. A total of 1000 simulations were made using the parabolic equation to compute the 2-D Monte
Carlo field statistics. �a� Coherent field comparison, �b� incoherent field comparison, �c� total field comparison, �d� only the 2-D Monte-Carlo simulated
acoustic intensities of the coherent, incoherent, and total fields used in �a�–�c�.
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study random and isotropic internal waves in typical conti-
nental shelf environments. In Sec. IV A, we investigate the
effect of rms internal wave height and coherence length on
acoustic transmission in a typical mid-latitude Atlantic con-
tinental shelf waveguide. In Sec. IV B, the coherent, incoher-
ent, and total intensities of the forward acoustic field are
compared when density fluctuations due to internal waves
are first included and then neglected. We also compare our
3-D analytical model with 2-D Monte-Carlo simulations of
the forward propagated acoustic field in Sec. IV C.

We examine the effect of internal waves on acoustic
transmission over a measurement time period of approxi-
mately 10 min in our simulations. Over this time period,
internal wave disturbances with wave numbers larger than
�min=0.028 rad/m will undergo spatial-temporal variation.
The normalized power spectrum of the internal wave field is
shown in Fig. 2�a� and the correlation function in Fig. 2�b�.
The corresponding coherence length of the isotropic internal
waves is lx= ly =100 m from Fig. 2 and Eqs. �8�, �9�, and
�10�. The maximum Fresnel width 
�� /2 then exceeds the
cross-range coherence length for source-receiver separations
larger than 11 km, as shown in Fig. 3. These are the ranges

FIG. 11. Similar to Fig. 10, but for a waveguide with an internal wave height standard deviation of �h=4 m.

FIG. 12. Total depth-integrated intensities for the waveguide used in Fig. 4.
The static case with no internal waves in the medium is compared to the 3-D
analytical model and 2-D Monte-Carlo simulations with internal wave
height standard deviations of �h=1 m and �h=4 m. The attenuation or
power loss due to scattering is most significant in the 3-D analytical model
for the highly random waveguide.
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where 3-D scattering effects can become pronounced when
internal wave displacements exceed the acoustic wavelength.

A. Mid-latitude Atlantic continental shelf
environment

Here, a water column of H=100 m depth is used to
simulate the geometry of a typical continental shelf environ-
ment, as shown in Fig. 1. The water column is comprised of
a warm upper layer with density d1=1024 kg/m3 and sound
speed c1=1520 m/s overlying a cool lower layer with den-
sity d2=1025 kg/m3 and sound speed c2=1500 m/s. The
bottom sediment half-space is composed of sand with den-
sity db=1.9 g/cm3 and sound speed cb=1700 m/s. The at-
tenuations in the water column and bottom are �=6
�10−5 dB/� and �b=0.8 dB/�, respectively. The 3-D inter-
nal wave field is assumed to propagate along the boundary
between the two layers at a depth of D=30 m from the sur-
face. The receiver and source with frequency 415 Hz and
source level of 0 dB re 1 �Pa at 1 m are both located at 50
m depth in the water column.

We consider two scenarios. In the first scenario, the in-
ternal wave disturbances have a height standard deviation of
�h=1 m that is smaller than the acoustic wavelength of �
=3.6 m. For the ranges considered, we find the acoustic field
to be slightly random. The internal wave spectrum has an
amplitude of approximately 2 m2/cph at �min for this ex-
ample. In the second scenario, the internal wave disturbances
have a height standard deviation of �h=4 m, which is
slightly larger than the acoustic wavelength. We find that the
acoustic field becomes highly random within a few kilome-
ters of the source. The internal wave spectrum has an ampli-
tude of approximately 30 m2/cph at �min in this case. The
internal wave correlation length and height standard devia-
tions modeled here are typical of those measured on the
Strataform area of the New Jersey continental shelf. For in-
stance, they would correspond to the disturbances shown as
Segment C of Fig. 24 in Ref. 7.

The acoustic field intensity is plotted as a function of
range and depth in Fig. 4 for the shallow water waveguide of
Fig. 1 when there are no internal waves present in the me-
dium. The waveguide is static and undisturbed by inhomo-
geneities in this case. The forward acoustic field is then fully
coherent, since the variance in the forward field is zero ev-
erywhere in the medium. The acoustic intensity exhibits a
range- and depth-dependent structure arising from coherent
interference between the waveguide modes. Figure 5 shows
the coherent, incoherent, and expected total intensity for the
slightly random waveguide. In this case, the incoherent in-
tensity is small compared to the coherent intensity even at
long ranges up to 50 km. The total field still maintains the
range- and depth-dependent structure due to modal interfer-
ence, but shows the effect of some moderate dispersion and
attenuation. The situation changes, however, in the highly
random waveguide, as shown in Fig. 6. The coherent inten-
sity decays rapidly as a function of range from the source
due to severe attenuation arising from internal wave scatter-
ing. The incoherent component dominates the expected total
intensity beyond the 11 km range, where 3-D scattering be-
gins to take effect. The expected total intensity eventually

decays monotonically with range and no longer exhibits a
significant coherent modal interference structure in range and
depth beyond roughly 30 km in range.

The relative contributions of the waveguide modes to
the depth-integrated total intensity of the forward field at the
source location and at 1, 10, and 50 km range from the
source are shown in Fig. 7. There it can be seen that the
highly random waveguide redistributes modal energies far
more than the nonrandom waveguide and also has much less
energy across the modal spectrum.

We next investigate the dependence of the forward field
moments on the coherence lengths of the internal wave dis-
turbances by letting them decrease to lx= ly =50 m. Figures
8�a� and 8�b� show the coherent, incoherent, and total acous-
tic intensities for internal wave height standard deviations of
�h=1 m and �h=4 m, respectively. Comparing the coherent
field in Figs. 8�a� and 8�b� with Figs. 5�d� and 6�d�, we find
that attenuation due to scattering increases with increasing
coherence length, especially in the highly random wave-
guide. This can be explained by noting that in Eq. �36� the
attenuation coefficient is linearly related to the coherence
area since the second moment of scatter function density is
effectively independent of coherence area in the forward azi-
muth. The larger attenuation from multiple scattering leads to
lower coherent intensity. The level of incoherent intensity, on
the other hand, increases with increasing coherence area in
the highly random waveguide. This is expected, since in the
limiting case where the cross-range coherence length ex-
ceeds the Fresnel width, incoherent intensity arises from a
more multiplicative process of transmission through single
scatter shells decorrelated solely in range as in a 2-D mul-
tiple scattering scenario.37,38

B. Effect of internal wave density fluctuations on
acoustic transmission in an Arctic environment

Internal waves cause not only sound speed, but also den-
sity fluctuations in the water column that can sometimes af-
fect acoustic transmission statistics. Density effects are ex-
pected to be pronounced in deep estuaries such as Norwegian
Fjords, where “fresh river water tends to move seaward
above the heavier salt water29” before sufficient tidal motions
occur to cause mixing,29 and in the Arctic seas, where cold
fresh water near the melting temperature of ice flows above
warm and salty seawater.36

Here we give an example of acoustic propagation
though a 3-D linear internal wave field in an Arctic sea with
100 m water depth, as illustrated in Fig. 1. The interface
between the cold fresh water above with density d1

=1022 kg/m3 and sound speed c1=1433 m/s and the warm
salty water below with density d2=1028 kg/m3 and sound
speed c2=1443 m/s is also assumed to be at 30 m depth
from the sea surface.36 In Fig. 9, we determine the effect of
internal wave density fluctuations on the forward acoustic
field by including and then neglecting them in our calcula-
tions. Significant differences occur between these two cases
for both the coherent and incoherent field components. At-
tenuation due to scattering is reduced when density fluctua-
tions are included. This is because scattering from density
and compressibility inhomogeneities are exactly out of phase
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in the forward direction, as can be seen by substituting sound
speeds and densities for the two layers of the water column
into �� and �d in Eq. �18�. Internal wave density fluctuations
should then not be neglected in estimating acoustic transmis-
sion statistics in certain environments.

C. Comparison of 3-D analytic model with 2-D Monte-
Carlo simulations

Comparisons of the coherent, incoherent, and total
acoustic field intensity determined by our 3-D analytic model
and 2-D Monte-Carlo simulations using the parabolic equa-
tion for a slightly random waveguide with �h=1 m are illus-
trated in Figs. 10�a�, 10�b�, and 10�c�. The coherent, incoher-
ent, and total intensities calculated with the 3-D and 2-D
approaches match very well out to the 50 km ranges shown.
Both the 3-D and 2-D simulations agree on the moderate
dispersion, attenuation, and low variance or incoherent inten-
sity found at the longer ranges shown. This is a consequence
of the weak scattering found for rms internal wave displace-
ments, small compared to the acoustic wavelength. The situ-
ation changes, however, in a highly random waveguide,
where rms internal wave displacements exceed the acoustic
wavelength, with �h=4 m. As shown in Figs. 11�a�, 11�b�,
and 11�c�, the coherent and incoherent fields determined by
the two approaches show a reasonable match within 11 km,
where the cross-range coherence is larger than the Fresnel
width. This is the range within which the 2-D simulations are
expected to be valid. Beyond 11 km range, the 2-D Monte-
Carlo simulations of coherent and incoherent intensities are
far less attenuated than those of the 3-D model and the 2-D
coherent intensities are far less dispersed. This is because the
2-D parabolic equation cannot account for scattering of
acoustic energy out of the forward direction and subsequent
loss of coherence incurred by random cross-range variations
in the 3-D medium. Figures 10�d� and 11�d� show 2-D
Monte-Carlo simulations of the coherent, incoherent and to-
tal field for the slightly and highly random waveguides for
comparison with the 3-D model examples of Figs. 5�d� and
Fig. 6�d�.

The expected values of depth-integrated total intensity
for our 3-D model and 2-D Monte-Carlo simulations are
compared in Fig. 12. They decay with range as a result of
spreading, intrinsic absorption and the accumulated effect of
multiple forward scattering through internal wave inhomoge-
neities in the medium. In the slightly random waveguide, the
curves for the 3-D and 2-D models show close agreement
with each other and with the curve for the undisturbed wave-
guide, as expected, since scattering is weak. In the highly
random waveguide, the 3-D model shows far greater power
loss than the 2-D Monte-Carlo simulations. This is because
the 2-D model cannot account for the out-of-plane scattering
that must occur when the Fresnel width exceeds the cross-
range coherence length of the internal waves.

V. CONCLUSION

Statistical moments of the acoustic field forward propa-
gated through an ocean waveguide with random internal
waves are modeled with a normal mode formulation that

accounts for 3-D multiple forward scattering through me-
dium inhomogeneities. The formulation analytically de-
scribes the accumulated effects of multiple forward scatter-
ing. These redistribute both coherent and incoherent modal
energy, including attenuation and dispersion. Calculations for
typical continental shelf environments show that the acoustic
field becomes effectively incoherent at typical operational
ranges when the rms internal wave height is on the order of
the acoustic wavelength. It is found that two-dimensional
models for the mean and variance of the acoustic field propa-
gated through a 3-D random internal wave field then become
inaccurate when the Fresnel width approaches and exceeds
the cross-range coherence length of the internal wave field.
Density fluctuations caused by internal waves may have a
non-negligible effect on acoustic transmission in certain con-
tinental shelf environments, such as in Arctic seas.
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Three-dimensional passive acoustic tracking of sperm whales
(Physeter macrocephalus) in ray-refracting environments
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A wide-aperture towed passive acoustic array is used to obtain ranges and depths of acoustically
active sperm whales in the Gulf of Mexico in June 2004, by extending a technique previously
reported �Thode, J. Acoust. Soc. Am. 116, 245–253 �2004�� to explicitly account for ray-refraction
effects arising from a depth-dependent sound speed profile. Under this expanded approach, three
quantities are measured from an impulsive sound: the time difference between direct-path arrivals
on a forward and rear subarray, the time difference between the direct and surface-reflected paths on
the rear subarray, and the acoustic bearing measured on the rear subarray. These quantities,
combined with independent measurements of hydrophone depths and cable inclination, are
converted into range-depth position fixes by implementing an efficient numerical procedure that
uses a ray-tracing code to account for ray-refraction effects caused by depth-dependent sound speed
profiles. Analytic expressions that assume a constant waterborne sound speed are also derived.
Foraging depths of various sperm whales over 10 days in June, 2004 are estimated using the
numerical technique. © 2005 Acoustical Society of America.
�DOI: 10.1121/1.2049068�
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I. INTRODUCTION

Sperm whales are a vocally active species, and detecting
their signals, or “clicks,” using towed passive acoustic arrays
has become a standard procedure for detecting, locating, and
monitoring these animals.1,2 The seismic exploration indus-
try is considering implementing passive acoustic monitoring
systems as part of standard mitigation procedures during
deep-water seismic exploration, due to concerns about the
potential effects of deep-water airgun activity on deep-diving
marine mammals such as the sperm whale.3

Most passive array systems have the ability to estimate a
sound’s bearing relative to the tow cable axis. They achieve
this by measuring the signal’s arrival time difference be-
tween two hydrophones spaced a few meters apart, and then
assuming a planar wave front, yielding a monotonic relation-
ship between arrival time difference and arrival angle. Using
a single short-aperture array, the range to an animal can then
be estimated by measuring how the measured bearings from
a particular animal shift over time while the observation plat-
form is moving.1,2,4 If the velocity of the platform is much
greater than that of the animal, then a time-motion analysis
will yield a set of bearings that intersect at an animal’s range
over a 3–10 minute interval.

Unfortunately, typical seismic vessels operational speeds
of 1–2 m/s are not much greater than estimated sperm
whale swimming speeds,5,6 invalidating the assumptions of
time-motion analysis. Furthermore, obtaining a range esti-
mate via this approach usually requires several minutes of
continuous vocalizing, and assumes that individuals vocaliz-
ing simultaneously can clearly be distinguished, conditions

which are not always met. Other algorithms assume that
measuring the received level of a signal, and comparing this
level to a reference database of typical source levels, can
provide a range estimate. However, data on source levels are
scarce, individuals can create sounds with varying source
levels, and several marine mammal sounds, including sperm
whale sounds, are now understood to be highly
directional.7–9 Thus at present there is no reliable way to
range sperm whales, or any broadband biological underwater
sound, using standard acoustic monitoring and mitigation
equipment.

The situation is even more difficult for certain species of
deep-diving mammals, including sperm and beaked whales,
as a deep animal’s depth must be determined in order to
distinguish the “slant range,” or the distance between the
array and the animal, from the “horizontal range,” or hori-
zontal separation between the array and the animal. For di-
rectional sources like seismic airgun arrays this distinction
may be important—the received sound level obtained by an
animal 1 km directly below a towed airgun array is predicted
to be 20 dB rms greater from that received by an animal at
1 km horizontal range,10,11 even though the slant ranges for
both animals would be the same.

In 2003 the US Minerals Management Service �MMS�
and the Industry Research Funders Coalition supported ef-
forts to develop a three-dimensional �3D� passive acoustic
tracking method for sperm whales, by exploiting surface-
reflected acoustic arrivals to create a virtual planar array out
of a large-aperture towed array. During 2003 the Sperm
Whale Seismic Study �SWSS� conducted a research cruise in
the Gulf of Mexico, and the tracking concept was demon-
strated using data collected from an autonomous recorder
attached to the end of a short-aperture towed array. The
analysis of this data has been previously reported.12 If thea�Electronic mail: thode@mpl.ucsd.edu
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horizontal separation between two widely spaced hydro-
phones was at least 200 m, range/depth estimates could be
obtained from sperm whale clicks out to 1 km horizontal
range. Bottom-reflected acoustic multipath were not required
for tracking, but when bottom returns were detected they
provided an independent confirmation of the tracking
procedure.8

The two-hydrophone analytic method presented in Ref.
12, however, suffers from two weaknesses. The first is that a
surface-reflected path must be recorded on both hydro-
phones. Whenever this situation occurs, it permits a simple
and straightforward analytical solution, but under many prac-
tical circumstances noise from the towing vessel may de-
grade or eliminate the ability to detect surface reflections on
the hydrophones closest to the ship. A more serious limita-
tion is that the assumption of a uniform spatially independent
waterborne sound speed limits the accuracy of the method to
ranges of 1 km or less in regions like the Gulf of Mexico,
where stratified conditions produce strongly depth-dependent
sound speed profiles. These profiles can cause substantial ray
refraction of both direct and surface-reflected paths when the
initial propagation angle of the departing acoustic energy lies
close to the horizontal, and thus the rectilinear approxima-
tions behind the analytical formulas are violated.

Both problems were encountered during the 2004 SWSS
field season, when data were collected from a tandem towed-
array system constructed specifically for passive acoustic
range-depth tracking. The surface-reflected paths were diffi-
cult to detect on the hydrophones closest to the ship, due to
self-noise from the ship’s propeller. Thus Sec. II presents a
new analytic solution that only requires surface-reflected
paths to be detected on one hydrophone, but requires an es-
timate of the acoustic bearing of a signal at the same hydro-
phone. The new tracking solution also has the advantage of
being more robust to uncertainties in hydrophone depth.
However, the new formulas in Sec. II still neglect the poten-
tial effects of ray refraction due to a depth-dependent sound
speed profile, so in Sec. III numerical procedures for incor-
porating refraction effects are presented. Section IV presents
details of the experimental deployment and automated data
analyses, discusses how the tracking hardware and proce-
dures were tested using data from June 16, 2004, and con-
cludes with estimates of foraging depths of several animals
over several days in the Gulf of Mexico.

II. ANALYTICAL TRACKING SOLUTION

An analytical solution for a 3D whale position can be
obtained if a constant underwater sound speed is assumed,
and thus ray paths are rectilinear. In Sec. III this assumption
is dropped and the effects of a depth-dependent sound speed
profile are incorporated into a numerical tracking procedure.

The geometry and parameters of the required array sys-
tem are illustrated and defined in Fig. 1, and an example of a
realistic tow configuration is shown in Fig. 2. Along a single
towed array cable four array elements are arranged as two
short-aperture subarrays separated by a cable distance L,
with the forward subarray at a depth za,f and the rear subar-
ray at a depth za,r. In all future expressions, “f” or “r” sub-

scripts designate measurements at the forward or rear subar-
ray, respectively, and i designates a dummy variable that can
represent either location. It is assumed that the cable lies in a
two-dimensional plane perpendicular to the ocean surface,
e.g., the ship is not turning and current velocity is depth
independent. The separation between the two elements in
each subarray is small enough that any signal wave front
moving across the array aperture can be modeled as a plane
wave �i.e., a Fraunhoffer approximation�. Thus the bearing of
a direct-path signal relative to the array cable, �d,I, can be
defined and estimated at both subarrays using standard cross-

FIG. 1. Schematic of tandem array deployment geometry, defining symbols
used in Sec. II, �a� side view of system; inset, expanded view of rear sub-
array illustrating the difference between the local tilt �local and global cable
inclination �global. �b� Top view of system illustrating horizontal ranges; �c�
rear view looking forward, illustrating notation for direct and surface-
reflected paths.

FIG. 2. Illustration of 3D deployment off R/V Gyre in 2004, viewed from
above. The tandem array deployed off the starboard stern was specifically
built for the project, and consisted of two subarrays separated by 200 m,
each subarray consisting of three hydrophones and a pressure transducer.
The tandem array and a second �Ecologic� array were deployed in parallel,
permitting bearings of sounds to be determined without a port/starboard
ambiguity. Round circle, calibrated hydrophone; diamonds, pressure �depth�
sensors; oval, autonomous inclinometer package; square, underwater con-
nector.
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correlation methods. The formulas presented here use only
�d,r, or the bearing measured from the rear subarray, to mini-
mize potential signal masking from ship noise interference.

A whale position is specified by the coordinates
�Ri ,zw ,�i� for the whale’s horizontal range, depth, and azi-
muth from subarray i, respectively, where �=0 represents a
position directly ahead of the ship. The “slant range” traveled
by a sound along the direct propagation path to a given sub-
array i is Pd,i=�Ri

2+ �zw−za,i�2, and the distance traveled
along the surface-reflected path to the same subarray is Ps,i

=�Ri
2+ �zw+za,i�2. From these two expressions one obtains

the useful formula

zw =
Pds,r�2Pd,f + 2Pdd + Pds,r�

4za,r
, �1�

where Pds,r= Ps,r− Pd,r is the difference between the direct
and surface-reflected paths on the rear subarray, and the dif-
ference between the direct path slant ranges at the forward
and rear locations is defined by Pdd= Pd,r− Pd,f. From esti-
mates of Pds,r, Pdd, and �d,r it should be possible to derive
the whale’s spatial coordinates. The first two estimates can
be derived by measuring the relative arrival times tds,r and tdd

and converting them to path length differences using an ef-
fective medium sound speed c. Estimates of Pds,f and �d,f

will not be required in the derivation, anticipating the reali-
ties of noise contamination on the forward subarray. How-
ever, whenever these quantities are measurable, they can be
used to verify the position fix.

Besides knowledge of both subarray tow depths, some
additional ancillary measurements of the towed array cable
are needed. In particular, information about the cable vertical
inclination and curvature, or “sag,” must be incorporated, in
the form of a “local” tilt and “global” tilt. The rear subarray
local tilt �local is the angle between a horizontal line and a
line connecting the two rear subarray elements �Fig. 1�a��.
The global tilt �global is the angle between the horizontal line
and a line connecting the front elements of the front and rear
subarrays, or �global=sin−1��za,r−za,f� /L�. If the array cable
has no sag, then the local and global tilt angles will be equal.

The relationship between an animal’s azimuth, local tilt,
and direct-path bearing �d,r is governed by

cos �d,r = cos � cos �local,r sin �d,r + sin �local,r cos �d,r,

�2�

where �d,r is the elevation angle of the direct-path arrival on
the rear subarray, defined relative to the upward z axis such
that cos �d,r= �za,r−zw� / Pd,r and sin �d,r=Rr / Pd,r.

From the law of cosines a relationship between the for-
ward and rear slant ranges can be obtained

Pd,f
2 = L2 + Pd,r

2 − 2LPd,r cos �global �3�

with

cos �global = cos � cos �global sin �d,r + sin �global cos �d,r.

�4�

Substituting Eqs. �2�–�4� into Eq. �1� one obtains an expres-
sion for the rear slant range,

Pd,r = Pdd +
LPdd cos �global cos �d,r − cos �local,r�L2 + Pdd

2 �/2 − L sin��local,r − �global��za,r − Pds,r�2Pdd + Pds,r�/4za,r�
cos �local,rPdd − L cos �d,r cos �global − LPds,r sin��local,r − �global�/za,r

. �5�

For the special case where the array cable is straight, or
�global=�local, one finds

Pd,r = Pdd +
LPdd cos �d,r − �L2 + Pdd

2 �/2
Pdd − L cos �d,r

. �6�

Substituting Pd,r into Eq. �1� yields the whale depth, from
which the range Rr and azimuth �r can be derived. Thus if
independent estimates of za,f ,za,r and the local array tilt �local

are available, the whale position may be obtained by mea-
suring the relative arrival times of a direct-path arrival
between subarrays, and relative arrival times between the
direct- and surface-reflected-path arrivals on the rear sub-
array alone.

The denominator of Eq. �6� indicates that in order for the
slant range to be finite the signal wave front across aperture
L must have significant curvature �i.e., be in the Fresnel
zone�. Alternatively stated, the bearings of the signal mea-
sured between the forward and rear subarrays must be suffi-
ciently different to allow the animal’s slant range to be cal-
culated, even though the procedure here does not explicitly

incorporate the forward subarray bearing. A general rule of
thumb is that if the hydrophone elements are separated by a
distance L then a broadside slant range of 5–10L should be
resolvable.13

To estimate the inverted location uncertainties, a sensi-
tivity analysis for the technique was conducted for a whale
located at 1 km range and 400 m depth, using representative
subarray depths and L=200 m �Table I�. The 1 km range
corresponds to the expected outer limit of the tracking algo-
rithm for this subarray separation. Each of the input param-
eters was varied by an amount representative of the typical
uncertainty of that measurement, 1 ms for relative time-of-
arrival measurements, 1 m for subarray depth measurements,
and up to 1 degree for the local tilt measurements. The
spread in output values indicates that a whale depth can be
estimated to within ±50 m, with most of the uncertainty
dominated by imprecise estimates of tdd and �local. The im-
pact of the local tilt is particularly felt whenever the whale’s
azimuth moves toward 0° or 180°. If L=500 m these depth
uncertainties drop to ±20 m.
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III. NUMERICAL TRACKING PROCEDURE

The localization formulas in Eqs. �1�, �5�, and �6� ne-
glect potential ray refraction effects caused by depth-
dependent sound speed profiles in the Gulf of Mexico. To
explicitly account for these effects, a numerical procedure
was created that implements a standard ray-tracing propaga-
tion code to compute the travel times, elevation angles, and
tds values produced by a set of impulsive sources placed
along a grid of horizontal ranges and depths. The most
straightforward approach to implementing the algorithm
would be to compute and store the ray paths and travel times
of sources arranged along a three-dimensional grid surround-
ing the tandem towed array system, and then to construct an
error function that indicates the mismatch between the mea-
sured relative arrival times and arrival angles with the mod-
eled arrival times and angles. The 3D location that generates
the error minimum would be chosen as the true location.
This “matched-field” processing approach has been success-
fully demonstrated on large-aperture distributed array sys-
tems, where the sensors are permanently mounted on the
ocean floor.14,15 The problem with this approach when ap-
plied to the current situation is the dynamic nature of the
array geometry. The towed array depths are constantly
changing with time, and thus ray computations of all pos-
sible combinations of the 3D source locations and receiver
depths becomes daunting.

Fortunately the problem can be reduced to a two-
dimensional grid search over range and depth by using the
ray-tracing code to precompute three L by M by N matrices,
which represent a grid of L depths, M ranges, and N receiver
depths. Thus the modeled values at the l ,m ,n coordinate
represent an impulsive source at depth zl and range Rm

propagating to a receiver at depth zn. The first matrix con-
tains the computed travel distance Pd between the source and
receiver combinations, the second matrix contains the eleva-
tion angle �d measured at the receiver, with the elevation
angle defined as in Eq. �2�, and the third matrix contains tds,
the modeled arrival-time difference between the direct and
surface-reflected ray paths, tds.

For each measurement of tdd, tds,r, and �d, the following
steps are taken:

�1� The receiver depth zn that best matches the measured
depth of the rear subarray, za,r, is used to extract the
appropriate L by M matrices Pd�za,r�, �d�za,r�, and
tds�za,r�. The matrix Pd�za,f� that corresponds with the
forward subarray depth za,f is also extracted.

�2� A grid search along source depth zl is conducted. For
each value of zl, the following steps are performed.

�a� Interpolate along Rm to find a modeled value of
tds,lm= tds�zl ,Rm ,za,r� that best matches the measured
tds,r. Determine the corresponding interpolated val-
ues of �d,lm=�d�zl ,Rm ,za,r�, and Pd,lm

=Pd�zl ,Rm ,za,r� for this interpolated range Rm,r.
�b� Estimate the source azimuth relative to the rear

subarray by rearranging Eq. �2�,

cos ��1� =
cos �d,r − sin �local,r cos �d,lm

cos �local,r sin �d,lm
. �7a�

�c� Interpolate along Rm to find a modeled value of
Pd�zl ,Rm ,za,f� that best matches Pd,lm− Pdd, and as-
sign a value of Rm,f to this range.

�d� Make a second estimate of source azimuth using
the law of cosines relationship

cos ��2� =
Rm,f

2 − L2 − Rm,r
2

2LRm,r
. �7b�

�e� Define an error function E�zl�=cos ��2�−cos ��1�.

�3� Interpolate along E�zl� to find the modeled source depth
zl

* such that E�zl
*�=0.

�4� Repeat steps �2a� and �2b� to obtain the best-fit source
range and azimuth.

The top subplot of Fig. 3 shows a typical sound speed
profile in the Gulf of Mexico �GOM� acquired from CTD
casts during June, 2004. Generally, the sound speed profile
was very stable with only slight changes over a 3 week pe-
riod. The downward-refracting tendency of this environment
is clearly indicated by the monotonic decrease of the water
sound speed from over 1540 m/s at the surface to 1490 m/s
at the bottom. The next three subplots show contour plots of
ray path length Pd, arrival time differences between the di-
rect and surface-reflected path tds, and elevation angle for a

TABLE I. Sensitivity of analytic tracking algorithm to input uncertainties. Forward and rear subarray depths are 30 m and 50 m, respectively, with local tilt
of 3 degrees on rear subarray.

Perturbation Horizontal range �Rr� in m Whale depth �zw� in m

Baseline �L=200 m,
�R=90°�

1000 400

Increase tds,r by 1 ms 1002 420
Increase tdd by 1 ms 1090 436
Increase za,R by 1 m 1016 397
Increase �local 1 degree 940 376
Baseline �L=200 m,
�R=25°�

1000 400

Increase tds,r by 1 ms 1016 425
Increase tdd by 1 ms 1231 492
Increase za,R by 1 m 1052 411
Increase �local 1 degree 845 338
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receiver depth of 55 m. The path-length contour map, which
would consist of concentric circles in a constant-speed �is-
ovelocity� profile, shows that the greatest horizontal range a
receiver can detect a direct path from a surface source is
2.8 km in the GOM. Beyond this range, a source would have
to be at progressively deeper depths to be detected via its
direct path. The elevation angle contour map in the bottom
subplot also illustrates this tendency.

Given that the duration of a sperm whale click is on the
order of 10 ms, distinguishing tds values below this value
becomes problematic, although cepstral methods can be suc-

cessfully applied.12,16–18 The contour map of tds shows that
beyond 2.0 km range the direct-surface arrival time differ-
ence exceeds 10 ms only for sources deeper than 200 m, and
the required source depth to attain this minimum interval
increases with greater range. In general the deeper the receiv-
ing hydrophone, the greater the range over which the depth
and horizontal range components of an animal’s location can
be teased apart.

The computations shown in Fig. 3 were repeated for
receiving hydrophone depths from 15 m to 80 m, increasing
in 5 m increments.

FIG. 3. �a� Downward-refracting
sound speed profile measured on June
13, 2004. �b�–�d� Effect of sound
speed profile on localization param-
eters, for a receiving hydrophone at
55 m depth. �b� Ray path length vs
source range and depth; �c� direct-
surface time delay vs source range and
depth; �d� received ray elevation angle
vs source range and depth. Note the
appearance of a “shadow” zone begin-
ning at shallow depths at 2 km range.
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IV. EXPERIMENTAL SETUP

A. Equipment and deployment

A dedicated towed “tandem” array for the SWSS 3D
tracking project was built between December 2003 and May
2004, and deployed during the SWSS 2004 cruise between
May 27 and June 17, 2004 �Fig. 2�. Designed according to
the geometry in Fig. 1, the tandem array consists of two
calibrated subarrays of three elements each, separated by L
=200 m of cable, with an additional 200 m of lead-in to the
deck winch. Thus the rear subarray is deployed 400 m be-
hind the ship stern. The 200 m aperture would be sufficient
for tracking animals within 1–2 km of the vessel, based on a
consideration of Eq. �6�. An underwater connector �square in
Fig. 2� at the base of the first array permits the arrays to be
interchangeable, or even converted into two single arrays,
providing emergency redundancy for the S-tag cruise re-
quirements. Both subarrays incorporate pressure sensors, and
a breakout box provided separate acoustic and pressure out-
puts. Each hydrophone on the tandem array has between
−165 to −170 dB re 1 V sensitivity, with a flat frequency
response between 100 Hz to over 24 kHz, although usable
signal could be obtained past 30 kHz. The presence of a third
hydrophone in each subarray provides redundancy in case of
a sensor failure. An estimated total of 30 lb. of lead forms
were added to the cable about 50 m ahead of the forward
subarray to increase the array tow depths. For example, at
3 knots �around 2 m/s� the tow depth for the forward array
was 30 m and the rear array about 55 m.

Between June 12 and June 18 two autonomous incli-
nometer packages were attached to both the forward and rear
subarray to provide independent measurements of �local, thus
determining whether the simplified Eq. �6� was adequate for
most situations. A second array, provided by Ecologic Inc.,
was deployed off the port side of the Gyre �Fig. 2�. When
combined with data from the rear subarray of the tandem
array, acoustic observers were able to distinguish port/
starboard ambiguities in the bearings without having to alter
vessel course.

Data from two hydrophones in the forward array and
two hydrophones in the rear array were filtered using a
Khron-hite model 3944 filter/amplifier before being recorded
onto an Alesis ADAT HD24XR hard disk digital recorder,
along with two channels from the Ecologic array. Thus a
total of six hydrophones were sampled at 96 kHz and stored
in 24 bit WAV format. The start time of each recording was
entered into both an Excel spreadsheet and a Microsoft Ac-
cess database. The signal was high-pass filtered above
100 Hz to eliminate potential dc and 60 Hz line noise. The
two pressure sensors were sampled by two process indicators
in the breakout box, with output both a digital LED display
and a serial port signal. The serial port signals were sampled
by a Labview program on a dedicated laptop, which saved
the time-stamped data to file.

B. Automated parameter extraction

The data were post-processed after the cruise, using au-
tomated procedures for extracting the localization param-
eters, similar to those discussed in Ref. 12. The recorded data

were first rearranged into two stereo audio files, one for each
subarray. The bioacoustic analysis software Ishmael19 then
detected impulses by monitoring the spectral energy content
between 4 kHz and 15 kHz, and activating a MATLAB sub-
routine that identified whether a particular pulse was a direct
arrival or a surface-reflected path. A direct path was identi-
fied as any pulse that was not preceded by another pulse
during the previous 50 ms, which would be a typical value of
tds,r given the array depths and whale ranges considered here.
Even when multiple animals are vocalizing, the odds of two
direct path arrivals being detected within 50 ms of each other
were small enough that direct-path arrivals from animals
calling simultaneously could be distinguished. Pulse detec-
tions with acoustic bearings of less than 25 degrees were
also rejected, in order to remove impulsive sounds generated
by the tow vessel. For each direct-path detection, the
MATLAB script estimated the acoustic bearing via standard
cross-correlation methods, and then computed tds,r simply by
assuming the next detected pulse after a direct-path arrival
was the surface-reflected path.

Once both subarrays had been processed this way, a sec-
ond MATLAB script examined each direct-path arrival time
on the rear subarray, and for every such “focal” click deter-
mined an appropriate set of interclick-intervals �ICIs� for that
particular animal, by identifying other direct paths within a
10 second window that arrived within 10° of the acoustic
bearing of the focal click. The program then scanned the
direct-path arrivals on the forward subarray for a similar ICI
pattern. Once a matching ICI set was found, the arrival-time
difference tdd for the direct path was determined. This
“rhythm analysis” is a standard technique for many sperm
whale acoustic analysis programs over widely spaced
apertures.1,14,20,21

The hydrophone depths and cable inclination, which had
been sampled every 10 seconds, were interpolated to assign
a value to each direct-path arrival. Equations �5� and �6� then
provided a slant range, and Eq. �1� a depth. As a check that
the array cable is laterally straight, the values of �d,f and tds,f

were derived and compared with the measurements on the
forward array. Navigation data from the ship GPS was also
plotted to check whether the ship was changing course or
speed during the time of interest.

V. RESULTS

A. Confirmation of tracking approach using bottom-
reflected data and inclinometer measurements

Acoustic data were collected from the tandem array
from May 27 through June 17, 2004. A particularly clean
dive sequence from a single whale at close range was re-
corded on June 16, shortly before midnight of the last full
cruise day. Numerous bottom-reflected returns were audible
throughout the dive, making this data set a good candidate
for an initial check of the tracking sequence. A MATLAB
graphical-user interface �GUI� was written to permit conve-
nient review of spectrograms from the forward and rear array
simultaneously, and Fig. 4 shows a few seconds from the
data set. Surface reflections are clearly visible on both sub-
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arrays, as are bottom-reflected returns. The interclick interval
is shorter than the travel time of the bottom-reflected returns.

Figure 5 shows the output of the automated parameter
detection routines. The tds,r value for the whale in question

reaches nearly 50 ms at 23:17, then decreases as the array
passes the whale, as is seen by the plots of acoustic bearing
and tdd shown in Figs. 5�b� and 5�c�, respectively. Measure-
ments of tds,r less than 10 ms are not attempted.

Figure 6 shows independent checks of the geometry of
the towed array cable. The top subplot shows the measured
depths of the two subarray pressure transducers, along with
rear subarray depths derived from bottom-reflected returns.
The measured and derived rear subarray depths are within a
few meters of each other. The bottom subplot compares the
output of the inclinometers, which directly measure �local,
with the value of �global derived from the hydrophone depths
and knowledge of the cable length. Despite the large vari-
ance in the inclinometer readings, the mean values of �local

are within a degree of �global, indicating that the array cable
is relatively straight, and that Eq. �6� is valid for the cable at
this tow speed. Measurements at other times and other ship
speeds indicate that setting �local��global is a good approxi-
mation.

Figure 7 shows range and depth fixes using the single-
phone localization procedure described in Ref. 8, along with
the tracking results derived in Sec. II. Until 23:19 the results
agree extremely well as the animal dives from 100 m down
to 550 m. After this time, however, the single-phone mea-
surements indicate that the animal remains at depth, while
the tracking method introduced here determines that the ani-
mal’s range and depth decreases substantially—effectively,
that the path length Pd,r is decreasing. The answer to this
inconsistency appears in the bottom subplot, which plots the
ship speed in knots and the vessel course over ground �COG�

FIG. 4. Spectrograms of data collected during 2004 3D tracking experiment,
as viewed with a MATLAB graphical user interface. All time units are in
seconds. The top and bottom spectrograms �48 kHz sample rate, 1024 pt.
FFT samples, 75% overlap� image data from the forward and rear subarrays.
Up to five pieces of information can be obtained from each individual click,
the differences between the arrival times of the direct and surface-reflected
paths on the forward �tds,f� and rear �tds,r� hydrophones, the arrival time
difference between the direct arrivals on both hydrophones �tdd�, and the
acoustic bearings of both signals ��d,f and �d,r�. If both hydrophone depths
are known, the animal’s position can be fixed. Also shown is the interclick
interval �ICI�, which is used to identify the same whale on both hydro-
phones; and bottom-reflected paths, which permit an independent check of
the tracking algorithm.

FIG. 5. Tracking parameters extracted automatically from the acoustic data
on June 16. �a� Arrival time difference between the direct and surface-
reflected sound arrivals on the rear subarray; �b� acoustic bearings measured
on the rear subarray; and �c� arrival time difference tdd between the forward
and rear subarrays.

FIG. 6. Measurements of tandem array tow shape during the same time
interval shown in Fig. 5. �a� Subarray depths of the forward �solid line� and
rear �dashed line� subarrays, as measured by embedded pressure transducers.
Rear subarray depths are also independently derived using bottom-reflected
sperm whale clicks �hollow squares�. �b� Comparison of �local and �global of
tandem array. The local tilt was measured on the forward �dashed line� and
rear �dotted line� subarrays. The global tilt �solid line� was derived from
array depths in �a�.
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in degrees. At 23:19 the ship begins a 40 degree port turn
that continues past 23:37. This turn throws the tow cable out
of a two-dimensional vertical plane, violating the assump-
tions of Sec. II. Thus the course of the towing vessel must be
monitored carefully for the tracking techniques presented
here to work.

B. Effect of ray refraction

Applying the numerical ray-refraction tracking proce-
dure to Fig. 7 did not yield any substantial differences from
the analytical formulas. However, clicks generated by ani-
mals at ranges greater than 1 km show effects of ray refrac-
tion. To illustrate this, Fig. 8 shows a 30 minute tracking
segment from June 8, 2004, using the analytic formulas. The
bottom subplot illustrates that the ship course and speed were
steady through the encounter. Although it is difficult to dis-
tinguish, two animals are present at the same depth in the
first half of the sequence, while one animal is present in the
latter half. Figure 9 shows the same data analyzed using the
numerical procedure outlined in Sec. III. Comparing plots
reveals that at horizontal ranges greater than roughly 1 km
animals that appear to be at 300–400 m depth using the
analytic formulas are actually 100 m deeper when an accu-
rate propagation model is taken into account. This example
demonstrates that as tracking is extended to greater ranges,
the effects of the depth-dependent sound speed profile cannot
be neglected if accurate dive depths of animals are to be
inferred from passive acoustics.

C. Foraging depths over several days

A selection of the 2004 data have been selectively ana-
lyzed to determine depth ranges of individual animals over a
10 day period, during times where the ship course and speed
is constant over long periods. Table II shows the results of
measured foraging depths, with an asterisk indicating that at
least part of an animal’s initial dive profile was detected.
This is not meant to be an exhaustive list of encounters, but
a selection intending to show the diversity of the dive depths
encountered during the cruise. Many of these measurements

FIG. 7. Analytic range-depth track estimates, using data beginning at June
16, 2004, 11:13 CDT, covering the same time period as Figs. 5 and 6.
Positions derived using methods derived in Sec. II are shown as dots, and
positions derived by exploiting bottom multipath on a single hydrophone as
shown by squares. The whale depths are shown in �a�, the horizontal ranges
from the forward hydrophone are shown in �b�, and �c� shows the ship speed
�plus signs� and course over ground �circles� measured by GPS over the
same interval. Note divergence of tracking methods when ship course
changes at 23:17.

FIG. 8. Same as Fig. 7, except analytically derived tracks are shown for
three whales beginning June 8, 19:15 local time.

FIG. 9. Same as Fig. 8, but tracks are derived using the numerical procedure
discussed in Sec. III. At horizontal ranges greater than 1 km, the effects of
ray refraction due to a depth-dependent sound speed profile are not negli-
gible.

3582 J. Acoust. Soc. Am., Vol. 118, No. 6, December 2005 Aaron Thode: Sperm whale acoustic tracking



were taken during the night or during days of poor weather,
whenever tagging activities and visual observations were in-
feasible.

During these time periods, the range-depth tracks of ani-
mals are computed using both the methods of Sec. II and the
refraction-corrected methods of Sec. III, but only the
refraction-corrected results are shown here. The derived ani-
mal depths are rounded to the nearest 50 m, on the basis of
the sensitivity analysis presented in Table I. The quality of
the tracks obtained improved as the acoustic observers
gained more experience in directing the vessel course and
speed. By June 16 and 17, up to three animals could be
tracked simultaneously using the system.

VI. CONCLUSION

An automated 3D passive acoustic tracking system has
been developed and tested on a 200 m aperture towed array
system built specifically for this purpose, and animals out to
1.5 km range have been successfully tracked. Information
from bottom-reflected returns and additional parameters
measured from the forward subarray has been used to con-
firm the tracking results when possible. At ranges of around
1 km or greater, the effects of a depth-dependent sound
speed profile must be incorporated into the tracking proce-
dure to obtain accurate results. In addition, the ship course
must be steady and true to avoid large localization biases.

Direct inclinometer measurements of the tow cable dy-
namics have revealed that under many conditions the cable’s
vertical curvature is small, permitting substantial simplifica-
tion of the analytical formulas. However, the sensitivity
analysis presented in Table I indicates that small changes in
local tilt can cause large variations in estimated animal depth
when the animal is either directly ahead or behind the sys-
tem. The technique presented here thus complements the
procedure outlined in Ref. 12, which works best when an
animal is directly ahead of or behind a vessel.

Further refinements in modeling the tow cable dynamics
are expected, to determine under what circumstances precise
information about the cable sag would be required. Eventu-
ally data collected using these techniques may not only find
use in marine mammal mitigation efforts, but might also be
combined with measurements of acoustic backscattering
depths to gain insight into foraging ecology.
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The near-field scattering of a Rayleigh wave at a surface crack is analyzed with analytical and
numerical calculations complemented by detailed experimental observations. These investigations
are directed towards the development of inversion schemes for surface crack sizing in mechanical
components. The near-field analysis is based on a procedure that allows filtering the Rayleigh wave
from the other wave modes scattered at the defect. Pointwise measurements of the out-of-plane
displacement using a laser interferometer lead to a complete displacement field image in the crack
near field with high spatial resolution. The numerical calculations are compared with the analytical
solution and the experimental data in order to validate specific crack modeling approaches and to
identify parameters for surface crack characterization. The evaluation is carried out with respect to
the stress fields at the crack tip, the surface displacement near field, Rayleigh wave transmission
and reflection coefficients, and the time delay of Rayleigh wave transmission. The latter appears
as the most suitable parameter for crack characterization due to the relative insensitivity of the
measured values on the variability of the experimental conditions. The results of the present
work also highlight differences between the scatterings at cracks and narrow slots �“artificial
cracks”�. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2109407�

PACS number�s�: 43.35.Cg, 43.35.Pt, 43.35.Zc �YHB� Pages: 3585–3594

I. INTRODUCTION

The assessment of engineering components using frac-
ture mechanics has driven researchers to develop quantitative
nondestructive evaluation �QNDE� methods for damage de-
tection and crack characterization. In fact, knowledge of po-
sition, size, and geometry of the defect is essential for pre-
dicting the loading conditions under which failure might
occur. One widely used nondestructive technique is based on
the scattering of ultrasonic waves in the presence of defects.1

In fact, the scattered or diffracted ultrasonic pulses can be
used for crack detection and crack sizing.2 Among the many
ultrasonic methods, Rayleigh waves are particularly suitable
for characterization of defects at the free surface of a com-
ponent, since the energy of the wave is confined in a thin
layer along the surface of the material. Different far-field
evaluation methods based on the analysis of pulse amplitude,
time-of-flight methods, or ultrasonic spectroscopic analysis
have been investigated for the characterization of surface
cracks by Rayleigh waves. Recent work3–5 has shown that
the scattered near field contains valuable information for a
nondestructive evaluation of the crack size. The development
of characterization techniques based on measurements of the
defect near field is particularly important in the case of com-
ponents with complex geometry, where the far-field evalua-
tion is hampered by the influence of geometry discontinui-
ties.

A prerequisite for the correct interpretation of experi-
mental data and the development of inversion schemes is the

understanding of the interaction of Rayleigh waves with sur-
face features. Achenbach et al.6 investigated the basic dif-
fraction mechanisms in the high-frequency range on the ba-
sis of elastodynamic ray theory. Kundu and Mal7 studied the
scattering of time harmonic elastic waves at a surface crack
using an asymptotic theory of diffraction. Similarly, other
works8,9 have investigated the problem of reflection and
transmission of Rayleigh waves at surface grooves using per-
turbation techniques. An exact solution for the scattering of a
time-harmonic elastic wave at a surface crack has been ob-
tained by Mendelsohn et al.10,11 The scattering problem is
reduced to singular integral equations and the exact analyti-
cal representation of the displacement field is obtained in the
form of finite integrals, which can be solved numerically.

When the specimens under investigation have complex
geometries, numerical methods represent the only viable ap-
proach for understanding the multiple reflections and diffrac-
tions of the ultrasonic waves within the component. Among
the many numerical methods simulating the interaction of
acoustic surface waves with discontinuities, the finite differ-
ence method �FDM� has been most widely applied to geo-
physical problems as well as nondestructive material evalu-
ation. Saffari and Bond12 investigated the interaction of
acoustic waves at steps and slots; Fuyuki and Matsumoto13

dealt with reflection and transmission coefficients at a trench
with variable width. The scattering at a surface-breaking
crack was investigated using FDM by Hirao et al.,14 Scan-
drett and Achenbach,15 and Harker.16 Wu et al.17 studied the
transient diffracted wave field of a plate containing a normal
surface crack using a finite difference formulation with stag-
gered grid, as proposed by Madariaga.18 Further numerical
methods used for the investigation of scattering at surface

a�Electronic mail: masserey@imes.mavt.ethz.ch
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J. Acoust. Soc. Am. 118 �6�, December 2005 © 2005 Acoustical Society of America 35850001-4966/2005/118�6�/3585/10/$22.50



discontinuities are the boundary element method �BEM�19,20

and the finite element method �FEM�.21 Liu et al.22 proposed
a combined boundary integral and finite element technique to
analyze the transient scattering at a surface crack. Sohn and
Krishnaswamy5 used a hybrid model based on the mass-
spring lattice model �MSLM�23 for elastic wave propagation
combined with a FDM formulation of the boundary condi-
tions.

The interaction of Rayleigh waves with surface defects
has been studied experimentally through investigations that
involve the far-field evaluation of the scattered field. In most
cases a measurement probe of finite size is applied at loca-
tions far from the defect, resulting in an average over the
significantly large surface area of the measurement trans-
ducer. Only few experimental works were conducted focus-
ing on the near-field scattering of Rayleigh waves at a sur-
face crack. Vu and Kinra24 reported near-field measurements
using a small receiver in order to approximate a pointwise
displacement measurement on the free surface. A noncon-
ducting technique by means of laser interferometry measure-
ments in close proximity to surface cracks was applied by
Cooper et al.25 In a recent work Blackshire and Sathish26

presented an experimental observation of the intensification
of the ultrasonic scattered field at a surface crack using op-
tical interferometric detection.

In this paper a comprehensive approach is presented
with analytical and numerical calculations of the near-field
scattering of a Rayleigh wave at a surface crack comple-
mented by detailed experimental observations. This ap-
proach, applied on a standard scattering problem, allows
validating specific modeling techniques and identifying pa-
rameters to be used for the characterization of surface cracks.
These results are relevant for the numerical analysis of dif-
fraction mechanisms in complex specimens, which are re-
quired to develop inversion schemes for crack characteriza-
tion in engineering components.

The analytical solution of the transient scattered near
field of a Rayleigh wave at a normal surface crack is ob-
tained using an extension of the steady-state exact solution
proposed by Mendelsohn et al.10 and is presented in Sec. II.
Section III introduces the finite difference code used for the
FDM calculations. The FDM results are validated in the
near-field regime on the basis of the analytical calculations
and the experimental results. The experiments, described in
Sec. IV, are performed on steel specimens with narrow slots
of different depths. Pointwise measurements of the out-of-
plane scattered displacement field are performed by means of
a laser interferometer mounted on a positioning system. This
noncontacting scanning procedure leads to a complete dis-
placement field image in the crack near field with high spa-
tial resolution.

The FDM results are compared with the analytical solu-
tion and the experimental data in Sec. V. This approach al-
lows evaluating the influence of the spatial discretization and
the effectiveness of specific crack tip modeling techniques.
The analysis of the near-field scattering is made possible by
a procedure, which allows filtering the Rayleigh-wave pulse
from the other wave modes scattered at the defect. The near-
field scattering process is analyzed with respect to �i� the

stress near field at the crack tip, �ii� Rayleigh wave transmis-
sion and reflection coefficients, �iii� the time delay of the
transmitted Rayleigh pulse due to the presence of the defect,
and �iv� the surface displacement in the near field. The pa-
rameters in �ii� and �iii� are particularly important since they
can be used for crack characterization.27 The comparison of
the displacement near field shows good agreement between
measurements, simulation, and analytical solution. The
present work also highlights differences between the scatter-
ing at narrow slots and cracks which have to be considered
when developing nondestructive characterization techniques
based on experiments with artificial cracks or slots.

II. ANALYTICAL SOLUTION

The two-dimensional model of a normal surface crack of
depth a in a homogeneous, isotropic, linearly elastic half-
plane is shown in Fig. 1. The origin of the coordinate system
is located at the mouth of the crack and plane strain defor-
mation is assumed. The incident time-harmonic surface wave
RI propagating in the positive x direction generates surface
tractions on the faces of the crack. To satisfy the stress-free
boundary conditions

�xx = �xy = 0, x = 0, 0 � y � a , �1�

a scattered wave must occur. Following the work of Mendel-
sohn et al.,10 the scattered field in the half plane is decom-
posed into a symmetric and an antisymmetric field relative to
x=0. The symmetric problem is related to mode-I crack de-
formation and the antisymmetric problem to mode-II defor-
mation. The boundary conditions on the half-plane surface
y=0 for both symmetric and antisymmetric fields are

�yy = �xy = 0. �2�

Solutions to the displacement equations of motion in the
two-dimensional half plane can be obtained in the form of
Fourier transforms.28 Application of the boundary conditions
�Eqs. �1� and �2�� leads to two uncoupled singular integral
equations, which are solved numerically using a collocation
scheme. The exact representations of the components of the
symmetric and antisymmetric fields in the form of finite in-
tegrals over the crack length are given by Mendelsohn
et al.10 for a steady-state time-harmonic elastodynamic prob-
lem. The total displacement field is obtained by addition of

FIG. 1. Incident surface wave at a surface crack of depth a.
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the incident field uI and both symmetric �Us� and antisym-
metric �Ua� fields:

u�X,Y� = uI + �
0

1 �
0

�

�Us�X,Y,�,S�

+ Ua�X,Y,�,S�� d� dS . �3�

In Eq. �3� the following dimensionless variables have been
used:

X =
x

a
, Y =

y

a
, S =

s

a
, �4�

where s� �0,a� is a running variable over the crack length
�see Fig. 1� and Us and Ua are two-dimensional vector func-
tions. The displacement components are evaluated numeri-
cally in the complex � plane using a standard Gauss-
Legendre quadrature. The integral contour proposed by
Achenbach et al.11 is applied and the upper integration limit
for the variable � is chosen on the basis of convergence
properties of the numerical integration.

The relevant stress fields �xx, �yy, and �xy are calculated
analytically in terms of displacement derivatives using
Hooke’s law and the kinematic relations. The total steady-
state stress field can be written in a similar way as the dis-
placement field in Eq. �3�. For X=0 the integrand of the
scattered stress field has terms of O�1� as �→� and conse-
quently does not converge. The numerical solution evaluated
using Gauss-Legendre quadrature is a function of the upper
integration limit �max and oscillates around the exact value.
Following the idea of Mendelsohn et al.,10 the first term of
the asymptotic expansion of the integrand for large � is sub-
tracted, so that the integral converges, and is subsequently
evaluated by means of the following Fourier representations
of generalized functions:

�
0

�

cos�KY��sin�KS��d� =
1

K

S

S2 − Y2 ,

�5�

�
0

�

sin�KY��sin�KS��d� =
�

2K
���S − Y� − ��S + Y�� ,

where � is the delta function. In this way the solution of the
stress field at X=0 can be evaluated numerically for Y �1.
For Y �1 the Fourier representations have a singularity at
S=Y; the integral over S does not converge so that the stress
field can only be obtained for y�a.

The analytical solution of Mendelsohn et al.10 for a
steady-state time-harmonic excitation has been extended
here to the time domain for any excitation signal f�t�. To this
end, the discrete Fourier coefficients F�f i� of the time series
are computed using FFT �fast Fourier transform�. The
steady-state displacement fields u�f i� or stress fields ��f i� are
calculated at any observation point in the frequency domain
for every discrete frequency f i, multiplied by the Fourier

coefficients, and the transient field is finally synthesized by
inverse Fourier transform.

III. NUMERICAL SIMULATION

A. Finite difference formulation

Second-order finite difference methods �FDMs� are used
to simulate the two-dimensional scattering of an incident sur-
face wave at a surface crack. The equations of momentum
conservation and the stress-strain relations for a two-
dimensional, isotropic, linear elastic medium are discretized
on a Cartesian, staggered grid. This type of grid, first pro-
posed by Madariaga,18 has the useful property to minimize
the number of variables per grid cell. As in the analytical
solution of the scattering problem, plane strain wave propa-
gation is assumed. The stress-free boundary conditions at the
material boundaries are imposed by adding a fictitious layer
just outside the free surface and assigning specific values to
the variables of the “pseudonodes” of the fictitious layer so
to give zero stress at the material surface. The usual criteria29

must be satisfied in order to obtain a stable and accurate
simulation. The accuracy of the FDM simulation with re-
spect to the spatial discretization is discussed further below
in Sec. V.

The initial conditions are defined by imposing the whole
displacement field in the two initial time steps. The input
displacements at every node are evaluated using FFT as de-
scribed by Munasinghe.30 In this work a sinusoid multiplied
by a Hanning window is chosen as the excitation signal. The
number of cycles within the Hanning window is chosen to
obtain either a narrow-band signal for investigations in fre-
quency domain or a short-time pulse for evaluations in time
domain.27 However, the finite difference code is appropriate
for any broadband pulses as long as the spatial sampling is
chosen as a function of the smallest Rayleigh wavelength
corresponding to the maximum frequency present in the
spectrum. This allows us to minimize the effect of the nu-
merical dispersion and therefore to avoid a distortion of the
pulse.

B. Implementation of the surface crack

Two different grid configurations have been used to
simulate the scattering at an open, vertical surface crack with
traction-free surfaces. In the first one the crack is approxi-
mated by a slot with a flat end and a width of 2	x and the
stress-free boundary conditions at the surfaces of the defect
are implemented by introducing pseudonodes for the corre-
sponding stress components, as shown in Fig. 2�a�.

In the second grid configuration the crack is imple-
mented with a zero small width �see Fig. 2�b��. The crack
faces are traction-free and have no interaction so that the
corresponding displacement u has to be split into a left com-
ponent ul and a right component ur. The displacement com-
ponents are evaluated using the equilibrium condition in the
x direction and considering the boundary conditions, yielding
the following equations:
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�	t�2




2�xx
n �iC + 1, j�

	x
+ 2ur

n�iC, j� − ur
n−1�iC, j� ,

where 1� j� jC−1 �see Fig. 2� and n represents the time
step. Hirao et al.14 implemented a crack with infinitely small
width using a standard grid and assuming �xx=�xy =0 at the
crack tip. In the present work the use of a staggered grid
leads to a vertical mismatch of 	y /2 between normal stress
and shear stress, as can be seen in Fig. 2�b�. The shear stress
�xy�iC , jC� is therefore evaluated at the crack tip where the
stress field is singular. Two alternatives are proposed for the
calculation of the shear stress component at the crack tip. In
the first one, denoted by crack model type 1, the shear stress
is assumed to be zero at the crack tip. The displacement
components ul and ur at j= jC are calculated using Eq. �6�.
This leads to a transition interval y� �a ,a+	y /2� beyond
the crack tip where transverse slip can occur ��xy =0�. In the
second crack model, called crack model type 2, the shear
stress at the crack tip is calculated on the basis of the dis-
placement near field as described by the following equation,
discretized according to Fig. 2�b�:

�xy�iC, jC� = ��u�iC, jC + 1� − �ul�iC, jC� + ur�iC, jC��/2
	y

+
v�iC + 1, jC� − v�iC, jC�

	x
� . �7�

This results in a transition region in the interval y� �a
−	y /2 ,a� with vanishing normal stress �xx and shear stress
described by Eq. �7�. The nonvanishing shear stress at the tip
of the crack has to be incorporated in the equilibrium condi-
tion in the x direction. Therefore the term

	t2




�xy�iC, jC�
	y

�8�

has to be added to Eq. �6� for the evaluation of the displace-
ment components ul and ur at j= jC. In summary, three dif-
ferent crack models are investigated here: the slot model,

crack model type 1, and crack model type 2. Comparison of
FDM calculations with analytical solutions and experimental
results allows evaluating each modeling approach.

IV. EXPERIMENTAL SETUP

A schematic representation of the experimental setup is
shown in Fig. 3. The samples are 10-mm-thick steel plates
�St37-2� with a size of 30 by 200 mm. There were 0.2-
to 1-mm-deep slots produced by electrical discharge machin-
ing �EDM� with a wire of 0.1-mm diameter. The surface
wave is excited on the steel surface using standard angle
beam transducers and wedges. Voltage proportional to the
desired waveform is applied to the transducer. The excitation
consists of a sinusoid multiplied by a Hanning window. Cen-
ter frequencies of 2.25 to 5 MHz are used, resulting in Ray-
leigh wavelength of �=1.33 mm to �=0.6 mm. The experi-
mental configuration is selected so that the incident surface
wave reaches the crack perpendicularly to the crack length
direction. The measurements are performed in the plate cen-
ter so that plane strain deformation can be assumed.

A heterodyne laser interferometer is used for single
point measurement of the out-of-plane surface displacement
with high sensitivity and high spatial resolution. The mea-
surement spot of the laser beam has a diameter below
50 �m. A complete displacement field image is obtained by
moving the laser interferometer parallel to the surface of the
specimen by means of a positioning system. For a detailed
measurement of the near-field scattering process, the spatial
resolution and the step size are typically 30 times smaller
than the wavelength � of the Rayleigh wave. The demodu-
lator output is band-pass filtered around the center frequency
and averaged in a digital oscilloscope. The measured time
series are stored in a computer for further analysis.

V. RESULTS AND DISCUSSION

A. Analysis of the stress field at the crack tip

As described in Sec. II, the stress field on the crack line
�x=0� can be calculated analytically for y�a. Figure 4 illus-

FIG. 2. Discretization in the vicinity of the crack tip using a staggered grid:
�a� slot with a width of 2	x and �b� crack with an infinitely small width.

FIG. 3. Schematic representation of the experimental setup.
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trates the amplitude of normal stress �xx and shear stress �xy

at x=0,y�a for a 1-mm-deep crack using an input signal
with frequency f0=3 MHz �a /�=1�. The evaluation using
the steady-state analytical solution for a time-harmonic exci-
tation at frequency f0 �solid points� is characterized by the
stress field singularity at the crack tip.

The simulations are performed using a signal with eight
cycles and center frequency f0=3 MHz, so as to obtain a
narrow-band excitation that closely approximates the steady-
state conditions of the analytical solution. The time series of
the stress field are calculated at every node on the crack line
and the amplitude is extracted at the center frequency using
FFT. The normal stress amplitude �Fig. 4�a�� calculated using
crack model types 1 and 2 agrees very well with the analyti-
cal values. The simulation of the normal stress field using the
slot model shows a good agreement as well. The results of
the amplitude of the shear stress field are presented in Fig.
4�b�. The simulation of the shear stress using a crack tip of
type 2 �squares� shows an excellent agreement with the ana-
lytical solution, of course with the exception of the shear
stress value at the crack tip, which cannot be infinite in the
simulation. The evaluation of the simulated shear stress ob-
tained with a crack tip of type 1 �triangles� leads to a slight
shift of the amplitude curve towards the positive y direction,
resulting in an apparent deeper crack. Clear differences can
be seen between the shear field calculated with the slot
model as compared with the other solutions: in the near field

of the slot model �open points� the shear stress diminishes
and vanishes at the slot tip according to the boundary condi-
tions on the flat end. The influence of the approximations in
the stress field calculations from the different crack model
types on the relevant scattering parameters is analyzed in the
following section.

B. Comparison of the scattering parameters in the
near field

In the near field of the crack the reflected and transmit-
ted Rayleigh pulses are superimposed with other wave
modes scattered at the mouth or the tip of the crack and are
therefore difficult to identify. Figure 5�a� illustrates a point
measurement of the transmitted out-of-plane displacement
field for a 1-mm-deep slot. The Rayleigh pulse with a fre-
quency f0=5 MHz and four cycles is hardly recognizable. In
order to avert this problem, a method based on the nondis-
persive characteristics of the Rayleigh wave propagation27 is
applied here. The field variables are calculated or measured
for all grid points in the near field of the crack. The trans-
mitted Rayleigh wave is enhanced by �i� selecting a refer-
ence point after the crack, �ii� phase shifting the time series
of the successive points with the predicted Rayleigh wave
velocity, so that the Rayleigh wave reaches all the points at
the same time, and �iii� summing the resulting time series.
Figure 5�b� shows the result using 31 points of measurement.
A strong enhancement of the transmitted Rayleigh pulse can
be observed as well as a cancellation of the majority of the
other modes. This novel approach has similarities with the
delay-line systems commonly used for beam forming in ul-
trasound phased-array imaging equipments.31 The signal thus
obtained is used for the calculation of the amplitude coeffi-
cients and the time delay of the transmitted surface wave.
The same approach is applied to the reflected field for the
evaluation of the reflection coefficients.

FIG. 4. Stress field singularity below the crack tip �x=0, y�a� normalized
with respect to the normal stress amplitude of the incident field at the sur-
face, f0=3 MHz, �=1 mm, a /�=1: analytical solution �dotted line�, simu-
lation with a slot �open points�, simulation using crack model type 1 �tri-
angles� and type 2 �squares�: �a� normal stress and �b� shear stress.

FIG. 5. Time series of the measured out-of-plane displacement v, f0

=5 MHz, four cycles, crack depth a=1 mm: �a� measurement at x=2 mm
and �b� average of 31 measurements from x=2 mm to x=5 mm after phase
shifting and addition.

J. Acoust. Soc. Am., Vol. 118, No. 6, December 2005 B. Masserey and E. Mazza: Scattering at a surface crack 3589



1. Reflection and transmission coefficients

Figures 6 and 7 show the reflection and transmission
coefficients for different ratios of crack depth to Rayleigh
wavelength. The solid line represents the coefficients in the
far field for a harmonic excitation calculated according to the
steady-state analytical solution. The solid points are the re-
sults of the transient analytical solution in the near field
which have been obtained using the enhancement procedure
described previously. The agreement with the solid line can
be considered as a validation of the proposed enhancement
procedure for near-field analysis. The scattering simulation
has been performed using the slot model �open points�, crack
model type 1 �triangles�, and crack model type 2 �squares�.
For very short cracks �a /�=0.25�, the results of the simula-
tion with the slot model differ greatly from the analytical
solution. This discrepancy can be attributed to the fact that in
this case the depth and width of the slot are of the same order
of magnitude, so that the slot becomes a two-dimensional
feature. The deviation of the shear-stress curve at the crack

tip using crack model type 1 �described in the previous sub-
section� influences the simulation results for shorter cracks
�a /��0.3� and results in a clear deviation of the calculated
transmission coefficient �Fig. 7�. The influence of the crack
tip modeling approach on the energy distribution among the
diffracted modes can be seen also for ratios of the order
a /�=1, where the results using the slot model and crack
model type 1 differ from the analytical results. As expected
from the analysis of the stress near-field approximation, the
coefficients obtained from the simulations with the shear
stress at the crack tip calculated on the basis of the displace-
ment near field �crack model type 2� agree to a great extent
with the analytical solution over the whole range of a /�.

The results of the experiments conducted using different
combinations of excitation frequencies and slot depths are
reported in Figs. 6 and 7 �crosses�. In the measurements the
incident displacement field is characterized by an amplitude
attenuation in the far field of the excitation source. This at-
tenuation strongly depends on the coupling and the pressure
distribution of the contact surface between angle probe and
specimen and is therefore difficult to quantify precisely. The
measurement of the parameters in the near field of the crack
enables us to minimize the impact of the amplitude attenua-
tion on the surface scattering coefficients and to obtain re-
sults that are directly comparable with the theoretical values.
The enhancement procedure described previously for the
analysis of the near-field calculation results has been applied
also to the experimental data in order to identify reflected
and transmitted Rayleigh waves and thus determine the cor-
responding reflection and transmission coefficients. For
a /��0.5 the agreement between experiments and analytical
solution is good. For smaller defects the experimental values
diverge from the analytical solution and approach the FDM
results obtained with the slot model. These results represent
an indication of the difference in the scattering field at a slot
with respect to a crack, when the width of the slot is of the
same order of magnitude as its depth. The differences in
experimental Cr and Ct values at similar a /� ratios are due to
the fact that the measurements have been performed with
different frequencies on slots with a constant width w
=0.1 mm. This leads to different base-width-to-depth ratios
w /a for measurements with a similar ratio of crack depth to
wavelength a /�.

2. Time delay of the transmitted Rayleigh wave

Figure 8 shows the time delay of the transmitted wave as
a function of the ratio of crack depth to wavelength. It is
obtained by �i� computing the cross correlation between in-
cident and transmitted Rayleigh wave and �ii� calculating the
envelope of the correlation function using Hilbert
transformation.27 The maximum of the envelope leads to the
measured time-of-flight between incident and transmitted
pulses. The time delay 	t is obtained after subtraction of the
undisturbed propagation time along the surface and corre-
sponds to the delay due to the presence of the defect. The
diagram of Fig. 8, similar to the curve obtained by Hirao
et al.,14 can be used for sizing of cracks in the range a /�
� �0.7,1.5�.27 The narrow-band approach yields negative
time-delay values in the short-crack range. In reality the

FIG. 6. Reflection coefficient Cr at the surface crack versus a /�: analytical
solution in the far field �solid line�, analytical solution in the near field �solid
points�, simulation with a slot �open points�, simulation with crack model
type 1 �triangles� and type 2 �squares�, and measurements �crosses�.

FIG. 7. Transmission coefficient Ct at the surface crack versus a /�: analyti-
cal solution in the far field �solid line�, analytical solution in the near field
�solid points�, simulation with a slot �open points�, simulation with crack
model type 1 �triangles� and type 2 �squares�, and measurements �crosses�.
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transmitted wave is characterized by a negative phase shift in
this range.13 The evaluation of the time delay using the en-
velope of the cross correlation between incident and trans-
mitted Rayleigh pulses leads to these apparent negative time-
delay values. A detailed analysis of the starting time of
incident and transmitted pulses shows that, as expected, the
transmitted Rayleigh pulse does not exist behind the crack
until the incident Rayleigh pulse has reached the defect.

The simulations with crack model type 2 agree to a great
extent with the analytical values. The deviation of the simu-
lations with crack model type 1 and a slot model with respect
to the analytical solution are evident also in the case of the
time delay calculation. The measurements, denoted here by
crosses, show a good agreement with the analytical curve for
a /��0.7, i.e., in the range in which the time delay can be
used for crack sizing. As for the surface scattering coeffi-
cients, a discrepancy between the experimental results and
the analytical solution can be observed for smaller defects.
Here the experimental values approach the time delay ob-
tained from the scattering simulation with the slot model. It
is interesting to note that measurement errors in the time-of-
flight and therewith the scattering of the experimental time
delay values are smaller than in the case of the coefficients
Cr and Ct. This is due to the fact that the field attenuation
�which affects the amplitude measurements� has a negligible
influence on measurements in the time domain and the time
parameters are therefore less sensitive to the variability of
the experimental conditions.

3. Influence of the spatial discretization on the
scattering parameters

The dependence of the results of second-order FDM
simulations on the spatial discretization has been widely in-
vestigated, with particular attention to the so-called “numeri-
cal dispersion.” As a general rule a minimum of ten nodes
are needed inside a wavelength for correct modeling.32 In the
case of Rayleigh wave scattering simulations the depth de-

pendence of the displacement field has to be considered so
that the sampling of the wavelength found in the literature
varies from 30 nodes by Munasinghe and Farnell30 to 48
nodes by Blake and Bond.33 The dispersion curve of the
numerical propagation velocity as a function of the discreti-
zation parameter 	x /�, normalized with respect to the Ray-
leigh wave velocity cR, is shown in Fig. 9 �open points�. The
curve converges toward unity for a discretization parameter
going to zero. All the results of the present work have been
calculated with 32 nodes per Rayleigh wavelength. By this
spatial sampling, corresponding to the minimum values plot-
ted in Fig. 9 �	x /�=0.031�, the error in the numerical Ray-
leigh wave velocity is below 0.3%.

In addition to the phase velocity, usually taken as the
relevant parameter for the numerical accuracy of FDM codes
in the literature, the influence of the discretization on the
scattering process is investigated here with respect to the
surface scattering coefficients and the time delay of the trans-
mitted pulse. Simulations have been performed for various
discretization parameters 	x /� using a ratio of crack depth
to wavelength a /�=1 and the crack model with the shear
stress at the crack tip calculated on the basis of the displace-
ment near field �crack model type 2�. The calculated param-
eters have been normalized with their corresponding analyti-
cal values. Thereby, the error in the phase velocity has been
taken into account by evaluating the parameters with respect
to the apparent propagation velocity. The parameters con-
verge as the discretization parameter decreases. The largest
error is found for the coefficient of transmission �triangle-
up�, which could be more accurately calculated by using a
higher spatial sampling. The reflection coefficient �triangle-
down� converges toward a value about 1.5% smaller than the
analytical one, this being in line with the lower reflection
coefficient calculated with crack model type 2 with respect to
the analytical solution �compare square and solid point for
a /�=1 in Fig. 6�. The deviation of the numerical parameters
from the corresponding analytical values is translated in
terms of error in crack size evaluation in Fig. 10. The values
of apparent crack depth normalized with respect to the crack
depth �aapp/a� are calculated as function of the discretization
parameter for the reflection and transmission coefficients as

FIG. 8. Normalized time delay versus normalized crack depth and asymp-
tote �dotted line�, using a four-cycle excitation signal: analytical solution in
the far field �solid line�, analytical solution in the near field �solid points�,
simulation with a slot �open points�, simulation with crack model type 1
�triangles� and type 2 �squares�, and measurements �crosses�.

FIG. 9. Normalized numerical dispersion curve and normalized scattering
parameters versus discretization parameter 	x /�, simulation using crack
model type 2, a /�=1: phase velocity cR �open points�, reflection coefficient
�triangle-down�, transmission coefficient �triangle-up�, and time delay
�crosses�.
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well as for the time delay. The relative errors are small, with
maximum depth overestimation of about 6% for a sampling
rate of 10 nodes per wavelength. The apparent crack size
decreases for all scattering parameters with a smaller grid
size and the errors for 32 nodes per Rayleigh wavelength are
in the order of 1%. The errors due to spatial discretization
are, for all scattering parameters, smaller than the error in
crack sizing which arises if a crack model with vanishing
shear stress at the crack tip �crack model type 1� is used, for
which the deviation between apparent and real crack depth is
in the order of 5% �see Figs. 6–8 for a /�=1�.

C. Analysis of the surface displacement in the near
field

In the last part of this section the amplitude of the sur-
face displacement field in the vicinity of the crack is inves-
tigated. Analytical and numerical results are compared with
measurements performed on a line perpendicular to the ma-
chined slots, as described in Sec. IV. The measured ampli-
tudes are normalized with respect to the amplitude curve of
the Rayleigh wave on an undamaged sample in order to
eliminate the characteristic attenuation of the sound field
with distance from the excitation source. The excitation con-
sists of a sinusoid in a Hanning window with a central fre-
quency f0=2.25 MHz and eight cycles. The corresponding
Rayleigh wavelength is �=1.33 mm. The measurements are
performed using a step size of 40 �m. A grid with 	x
=50 �m is used in the FDM simulations. The amplitude of
the out-of-plane displacement component is extracted at cen-
ter frequency using FFT and plotted for each point of the
grid.

Figure 11 shows the scattered field for a ratio a /�
=0.75, the crack mouth being at x=0. Close to the crack the
constructive and destructive interferences of the incident and
scattered fields yield a characteristic hill and valley pattern.
The high amplitude directly at the crack results from the
scattering at the traction-free crack faces. On the right-hand
side of the crack the displacement is significantly lower and
converges with increasing distance from the crack to an am-
plitude corresponding to the far-field transmission coeffi-
cient. Measurement, simulation, and analytical calculation

show an excellent quantitative agreement and are hardly dis-
tinguishable. The measured and simulated scattered field at a
narrow slot with a width w=0.1 mm �w /a=0.1� is very simi-
lar to the one at a crack with infinitely small width �analyti-
cal solution and simulation with both crack model types 1
and 2�.

A smaller ratio of a /�=0.15 is selected for the next
comparison. For clarity purposes the evaluation is limited to
the interference domain in front of the crack. Figure 12�a�
shows a good agreement between measurements �asterisk�
and simulation �dash-dot line� with a slot model �0.1 mm
width, corresponding to a ratio of width to depth w /a=0.5�.
Figure 12�b� illustrates the comparison between analytical
solution and scattering simulation using crack model types 1
and 2. The analytical near field �solid line� and the simulated
near field using crack model type 2 �dotted line� are almost
identical. A slight difference is found in the vicinity of the
crack for the simulation with crack model type 1 �dashed
line�. The clear deviation between the interference pattern at

FIG. 10. Apparent crack depth normalized with respect to the crack depth
versus discretization parameter 	x /�, simulation using crack model type 2,
a /�=1: crack depth extracted from the reflection coefficient �triangle-
down�, the transmission coefficient �triangle-up�, and the time delay
�crosses�.

FIG. 11. Scattered field in the vicinity of a surface crack, f0=2.25 MHz,
a /�=0.75: measurements �asterisk�, analytical solution �solid line�, slot
simulation with w /a=0.1 �dash-dot line�, and simulation with crack model
type 1 �dashed line� and type 2 �dotted line�.

FIG. 12. Scattered field in the vicinity of a surface crack, f0=2.25 MHz,
a /�=0.15: �a� measurements �asterisk� and slot simulation with w /a=0.5
�dash-dot line� and �b� analytical solution �solid line� and simulation with
crack model type 1 �dashed line� and type 2 �dotted line�.
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a slot and a crack �compare Figs. 12�a� and 12�b�� is due to
a significant discrepancy between reflection coefficients and
phase shifts, leading to a smaller amplitude of the domain of
interference and a shift of the extrema positions relative to
the x axis.

VI. CONCLUSIONS

The reliability of FDM simulations of the Rayleigh
wave near-field scattering at a surface crack was analyzed by
comparison with analytical results and experimental data.
The analytical solution by Mendelsohn et al.10 has been ex-
tended here to an arbitrary transient excitation function so as
to enable a direct comparison with the numerical and experi-
mental results. The evaluation of the scattering parameters in
the near field has been possible thanks to an enhancement
technique �applied to both theoretical and experimental data�
that allows filtering the Rayleigh wave from the other wave
modes scattered at the defect. Different modeling approaches
were applied for FDM simulation of a surface crack and their
effectiveness evaluated with respect to different parameters.
The calculation of the shear stress at the crack tip based on
the displacement near field �crack model type 2� proved most
reliable with excellent agreement to the exact solution in
terms of stress and displacement fields and scattering coeffi-
cients. Good agreement between FDM results and analytical
and experimental values demonstrates that the stability crite-
ria applied in the numerical simulation leads to a faithful
reproduction of the scattered near field.

The investigation of the influence of the spatial discreti-
zation on the scattering process at a crack with a /�=1 has
shown that �i� the errors in the calculation of the scattering
parameters are in the range of 20% for a sampling rate of 10
nodes per wavelength and reduce to about 5% with 30 nodes
per wavelength and �ii� when crack characterization is based
on the scattering coefficients, the corresponding errors in
crack sizing are in the order of 1% �for 30 nodes per wave-
length�.

The error in crack sizing that arises when a vanishing
shear stress is imposed at the crack tip in the FDM simula-
tion �crack model type 1� instead of calculating the shear
stress at the crack tip based on the displacement near field
�crack model type 2� is about 5%. It can be concluded, there-
fore, that the selection of the crack tip modeling technique is
more relevant for crack sizing purposes than the enhance-
ment of the spatial sampling rate.

The time delay of Rayleigh wave transmission appears
as the most suitable parameter for crack characterization pur-
poses due to the relative insensitivity of the measured values
on the variability of the experimental conditions. The time
delay approach allows characterizing the crack depth down
to a ratio a /�=0.7, which corresponds to a minimum crack
size of about 0.4 mm at the maximum frequency applied in
this work.

The comparison of theoretical and experimental results
has shown that narrow slots lead to a scattered field repre-
sentative to the one of a crack when the slot-width-to-depth
ratio is smaller than 0.1. For larger values, relevant differ-
ences were observed between the slot and crack near fields.

This limitation has to be taken into consideration when using
narrow slots as “artificial cracks” for development of QNDE
techniques of crack characterization.

The FDM model proposed and validated with the results
presented in this paper will be used in future work as the
basis for analyzing scattering in specimens with complex
geometry for which no analytical solution is available and
for development of inversion schemes for crack sizing in
mechanical components.
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A model for the dynamics of gas bubbles in soft tissue
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Understanding the behavior of cavitation bubbles driven by ultrasonic fields is an important problem
in biomedical acoustics. Keller-Miksis equation, which can account for the large amplitude
oscillations of bubbles, is rederived in this paper and combined with a viscoelastic model to account
for the strain-stress relation. The viscoelastic model used in this study is the Voigt model. It is shown
that only the viscous damping term in the original equation needs to be modified to account for the
effect of elasticity. With experiment determined viscoelastic properties, the effects of elasticity on
bubble oscillations are studied. Specifically, the inertial cavitation thresholds are determined using
Rmax/R0, and subharmonic signals from the emission of an oscillating bubble are estimated. The
results show that the presence of the elasticity increases the threshold pressure for a bubble to
oscillate inertially, and subharmonic signals may only be detectable in certain ranges of radius and
pressure amplitude. These results should be easy to verify experimentally, and they may also be
useful in cavitation detection and bubble-enhanced imaging. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2118307�

PACS number�s�: 43.35.Wa, 43.80.Sh, 43.35.Ei �FD� Pages: 3595–3606

I. INTRODUCTION

Cavitation phenomena are very complicated due to the
nonlinear oscillations of small bubbles and the interactions
between these bubbles. In most cases, cavitation occurs in
water, which is the most familiar fluid to us, and as a result,
studies of bubble dynamics in water have been undertaken
for over 80 years. Bubble dynamic models are well estab-
lished for bubbles in water or simple Newtonian fluids. With
the development of new materials and new techniques, the
study of bubble dynamics in viscoelastic media becomes
necessary. The increasing interest in cavitation is partly re-
lated to the application of medical ultrasound. For example,
the use of bubble-based contrast agents in diagnostic ultra-
sound has significantly increased the quality of imaging. Re-
cently, this issue has become more important due to the de-
velopment of the high intensity focused ultrasound �HIFU�
for therapeutic medicine. High intensity ultrasound will in-
duce cavitation in soft tissue, and these microbubbles have a
huge impact on the distribution of the ultrasound energy. In
these situations, the surrounding media, i.e., biological tis-
sues, often exhibit non-Newtonian behavior. Understanding
the behavior of cavitation in vivo may provide a powerful
tool to improve the quality of medical ultrasound.

The study of these microbubbles involves bubble oscil-
lations in viscoelastic media. Many researchers have ex-
tended the analysis of bubble dynamics in Newtonian fluids
to non-Newtonian fluids. Fogler and Goddard1 combined the
linear Maxwell model with the Rayleigh-Plesset equation
and examined the collapse of a spherical cavity in a large
body of an incompressible viscoelastic liquid. The bubble
was modeled as a void, and the effect of elasticity was in-
vestigated. Their results showed that the elasticity in the liq-
uid can significantly retard the collapse of a bubble. A three

parameter linear Oldroyd model was employed by Tanasawa
and Yang2 to study the free oscillation of a gas bubble in
viscoelastic fluids. They investigated the effects of the vis-
cous damping in the presence of elasticity, and found that in
the presence of elasticity, the effect of viscous damping on
bubble collapse is less than that in the pure fluid. Later,
Shima, Tsujina, and Nanjo3 investigated the nonlinear oscil-
lations of gas bubbles in viscoelastic fluids using the model
first derived by Tanasawa and Yang,2 and the effects of re-
laxation time and retardation time were clarified. A fully nu-
merical scheme was developed by Kim4 to investigate col-
lapse of a spherical bubble in a large body of Upper-
Convective Maxwell fluid. He observed that fluid elasticity
accelerated the collapse in the early stage of collapse while
in the later stages it retarded the collapse. His approach was
very computationally intensive. Alekseev and Rybak5 pre-
sented the resonance frequency of gas bubbles in elastic me-
dia. The dispersion equation in a viscoelastic medium was
also derived for bubble clouds in their study. Allen and Roy6

chose the linear Maxwell and Jeffreys models as the liquid
constitutive equation to study bubble oscillations in linear
viscoelastic fluids. After linearization of the original nonlin-
ear differential equation �a Rayleigh-Plesset type equation�,
analytical solutions were obtained and compared with the
Newtonian results. In a later study of nonlinear viscoelastic-
ity, they7 employed the Upper-Convective Maxwell model as
the constitutive equation with the Rayleigh-Plesset equation.
A fully numerical study was conducted to solve the govern-
ing system of equations. The results of the linear and non-
linear viscoelastic approaches were compared. Their results
showed that tissue viscoelasticity may be important for the
potential cavitation bioeffects.

For diagnostic ultrasound examinations, the acoustic in-
tensity is usually insufficient to induce inertial cavitation in
soft tissue directly.8 The only source of microbubbles in soft
tissue would be direct injection of a bubble-based contrasta�Electronic mail: xmyang@olemiss.edu
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agent, an uncommon procedure. However, the use of higher
intensity ultrasound, e.g., HIFU therapy, will cause cavitation
in soft tissue directly. Different from contrast agent bubbles,
this cavitation involves free bubbles oscillating nonlinearly
because of the high intensity of the sound field. Previous
models for viscoelastic media are all based on the Rayleigh-
Plesset equation, which is not very appropriate for large am-
plitude oscillations. In this work, we seek a model that is
capable of accounting for the potentially large-amplitude os-
cillations of bubbles exposed to HIFU fields. In addition, the
bubble model must incorporate a viscoelastic model consis-
tent with measured tissue properties. Although the data on
viscoelastic properties of soft tissue at megahertz frequencies
are very limited, the linear Voigt model has proven appropri-
ate for the tissues studied;9,10 none of the above-mentioned
models incorporates these experimental results. The Keller-
Miksis equation11 has been shown to be suitable for large
amplitude bubble oscillations.12 In this study, we combine
the general form of the Keller-Miksis equation with the lin-
ear Voigt model for viscoelastic solids to study the dynamics
of bubbles in soft tissue.

The importance of the inertial cavitation threshold has
been addressed by many authors. In a medical context, se-
vere bioeffects, including both thermal and nonthermal ef-
fects, may be induced or exacerbated by inertial cavitation
during high intensity ultrasound insonations. When inertial
cavitation occurs, strong nonlinear acoustic emissions can be
detected. A sudden change in the emission signals from a
bubble is often used to monitor the occurrence of inertial
cavitation in experiments.13,14 In addition to the familiar sec-
ond, third, and higher harmonics, bubbles may also generate
subharmonic signals when they oscillate nonlinearly. There-
fore, monitoring the generation of subharmonics can be used
to detect inertial cavitation. Higher frequency emissions are
very easily attenuated, and the signal that needs to be de-
tected may become very weak. At the same time, the nonlin-
ear propagation of ultrasound will also generate higher har-
monics, and this can be a noise source for higher harmonic
detection. Compared to harmonic detectors, subharmonic de-
tectors have the advantages that the low frequency signal is
less attenuated in soft tissue, and bubbles are the only
sources generating subharmonics in soft tissue.

Subharmonic signals have been seen in experiments dur-
ing cavitation events, but mechanisms for the generation of
subharmonics are still not entirely clear. Possible explana-
tions include that a single bubble will emit subharmonics
when it breaks up, or interactions inside a bubble cloud can
emit subharmonics, or chaotic oscillations of a single bubble
will generate subharmonics. In this study, we focus on single
bubble dynamics, and simply predict subharmonic signals
from the chaotic oscillation of a single bubble. The effect of
elasticity on inertial cavitation thresholds and subharmonic
emissions will be investigated, providing data that may be
useful for cavitation detection and bubble imaging.

II. THEORY AND METHOD

Consider a spherical bubble in an unbounded viscoelas-
tic medium. The equation of continuity has the following
form in a spherical coordinate system,

��

�t
+

���vr�
�r

+
2�vr

r
= 0, �1�

where � is the density, vr is the radial velocity, t is time, and
r is the radial axis. Conservation of radial momentum for a
spherically symmetric radial flow yields,15,16

�� �vr

�t
+ vr

�vr

�r
� = −

�p

�r
+

��rr

�r
+

2

r
��rr − ���� , �2�

where p is the pressure in the surrounding medium, and �rr

and ��� are the stresses in the r and � directions, respectively.
The boundary and initial conditions are:

p = pg −
2�

R
+ �rr at r = R ,

p = p� at r = � ,

R = R0, Ṙ = 0 at t = 0,

where pg is the gas pressure inside the bubble, R is the po-
sition of the gas-tissue interface, the dot indicates the time
derivative, R0 is the bubble equilibrium radius, and � is the
surface tension.

To derive the Keller-Miksis equation, which can account
for the compressibility of the surrounding medium to first
order, an asymptotic solution is employed in the near field
and far field.

A. Near field approximation

In the near field �r=O�R��, the effects of compression
and expansion of the bubble are dominant, and the surround-
ing medium may be considered incompressible. From the
Bernoulli integral �momentum equation�, one can find the
solution for the pressure distribution in the internal zone
�near field�,

vr = −
ṘR2

r2 , �3�

pin = pa − �0�RR̈ +
3

2
Ṙ2� +

�0

r
�R2Ṙ�� −

�0

2

R4Ṙ2

r4 + ��rr�R
r

+ 3�
R

r �rr

r
dr , �4�

where pa is the pressure at the bubble surface, R̈ is the
bubble wall acceleration, and � indicates the time derivative.

B. Far field approximation

In the far field �r�R�, the pressure fluctuations and the
density fluctuations are small, and the stress components be-
come negligible, as do the nonlinear convection terms. Ignor-
ing these terms, the governing equation in the far field is
essentially the linear acoustic equation. The solutions for the
linear acoustic equation are

�ex =
1

r
	�1�t −

r

c
� + �2�t +

r

c
�
 , �5�
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pex = p0 − �0
��ex

�t
, �6�

where p0 is the static pressure, �0 is density at equilibrium, �
is the velocity potential, �1 and �2 characterize the outgoing
and incident acoustic waves, respectively, and c is the sound
speed in the medium.

C. Matching of the solutions

To obtain the equation of the radial motion of bubbles
for a given driving pressure and to take account of compress-
ibility of the surrounding medium, we need to match the
asymptotic solutions in the internal and external zones in the
intermediate zone. For the internal solution, the intermediate
zone is at r→�, and for the external solution, the interme-
diate zone is at r→0. The matching conditions in the inter-
mediate zone are the equality of the volumetric flow and of
the pressure,

4	r2�vr�in��r→� = 4	r2�vr�ex��r→0 �pin�r→� = �pex�r→0. �7�

For the internal solution, shear stresses vanish as r→�.
By matching the solutions we finally get

RR̈ +
3

2
R2 =

pa − p0

�
+

1

c
�2�2� + f�� −

�rr��R,t�
�

+
3

�
�

R

� �rr

r
dr , �8�

where f =R2Ṙ, and �2 is the incident wave. Note that the
above equation includes f�, which will cause a third deriva-
tive of R. This was first noticed by Prosperetti et al.12 This
third derivative can be eliminated by assuming that f� /c is
small, and evaluating the f from the above-mentioned equa-
tion. Then the equation becomes

RR̈ +
3

2
R2 =

pa − pI

�
, �9�

where pI is the pressure at infinity, pI= p0−2� /c�2�
+�rr�R , t�−3�R

��rr /rdr. This is the form of classic Rayleigh
equation, indicating that the evaluation of f from this equa-
tion is accurate to leading order. Equation �9� may be rewrit-
ten as

f�

R
−

1

2

f2

R4 =
pa − pI

�
, �10�

then f� is evaluated as

f� = R	 Ṙ2

2
+

pa − pI

�

 , �11�

Substitution of Eq. �11� into Eq. �8� results in the final equa-
tion,
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c
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2
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3c
�Ṙ2

= �1 +
Ṙ

c
� pa − pI

�
+
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d

dt
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where �2� /c��2�= PAg�t� is the driving pressure,

pa = pg −
2�

R
+ �rr�R,t� , �13�

and

pa − pI = pg −
2�

R
− p0 +

2�

c
�2� + 3�

R

� �rr

r
dr . �14�

D. Evaluating stress components

Since stress components will vanish in the far field, we
then only evaluate �rr in the near field, i.e., in an incompress-
ible material. Because soft tissue is viscoelastic, we need to
choose a proper viscoelastic model to determine stresses. We
choose the linear Voigt model for this study because it is a
simple linear model and previous studies have shown that it
is appropriate in the low megahertz frequency range.9,10

More important, some experimental data for soft tissues are
also available for this model.9,10 This also creates the poten-
tial for comparing the resulting predictions with the experi-
mental measurements in vivo.

Because the material is incompressible, �rr=2�G
rr

+�
̇rr�, where 
rr is the strain, 
̇rr is the strain rate with

̇rr=�u /�r, u is the velocity, and G is the shear modulus
�or rigidity�.17 In the near field �near the bubble

surface�, u= �R2 /r2�Ṙ, therefore, 
rr=−�2/3r3��R3−R0
3� and


̇rr=−�2R2 /r3�Ṙ.
Then, we have

3�
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and
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Expanding �pa− pI�, finally we have

pa − pI = pg −
2�

R
− p0 + PAg�t�

− 	 4G

3R3 �R3 − R0
3� +

4�Ṙ

R

 , �17�

and
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�18a�

Equations �12�, �17�, and �18a� provide the desired formula-
tion describing the dynamics of gas bubbles in soft �i.e.,
viscoelastic� tissue. We note that this equation is actually just
the Keller-Miksis equation with extra terms to account for
the elasticity of soft tissue. The equation accounts for the
compressibility of the surrounding medium to first order, and
thus it is better suited than the Rayleigh-Plesset equation to
simulate large amplitude bubble oscillations. The validity of
this equation is limited to small Mach numbers.12

For the results presented here, the gas inside the bubble
is assumed ideal, allowing the pressure to be estimated by
use of a polytropic relation, pg= pg0�R0 /R�3�, where � is the
polytropic index. In this case, Eq. �18a� may be written as:

d

dt
�pa − pI� = �2�

R
− 3�pg� Ṙ

R
+ PA

dg�t�
dt

− 4G
R0

3Ṙ

R4

− 4��−
Ṙ2

R2 +
R̈

R
� . �18b�

E. Analytical solutions

Although Eq. �12� was specifically to investigate nonlin-
ear bubble activity in tissue, it is instructive to consider the
effects of the various physical parameters on bubble dynam-
ics at low pressure amplitudes. An analytical solution to Eq.
�12� may be obtained by assuming that the pulsation ampli-
tude R0x�t�, is small, making the usual substitutions of Eq.
�19� into Eq. �12�:18

R = R0�1 + x�, U = R0ẋ, U̇ = R0ẍ ,

�19�
R−3� = R0

−3��1 − 3��, etc. ,

and recognizing that the term iR0PAeit /c is to first order
equivalent to the linear expression for the radiated pressure
wave:15,18

Psac =
�R̈R0

�1 −
iR0

c
� , �20�

The resulting equation has the form:

mẍ + bẋ + kx = − PAeit, �21�

where the effective mass, m, total damping, btot, and stiff-
ness, k, are given by

m = �R0
2 +

4�R0

c
,

btot = �3�Pg0 −
2�

R0
+ 4G�R0

c
+ 4�

+
R0/c

1 + �R0/c�2��R0
2� ,

k = 3�pg0 −
2�

R0
+ 4G +

2

1 + �R0/c�2 ��R0
2� .

Notice that each term is greater than would be found from a
purely linear analysis of a gas bubble in water.18 The effec-
tive mass contains a small additional increment due to the
effect of viscosity. There are two additional damping terms,
one arising from variation in the surface energy of the bubble
�and directed opposite to the other damping terms�, the other
from the rigidity of the surrounding tissue, respectively. The
rigidity of the tissue also contributes to the total stiffness of
the system, as has been noted previously.1–6

Comparison of Eq. �21� with that of a damped harmonic
oscillator:

ẍ + 2�totẋ + 0
2x =

− PA

m
eit, �22�

in which �tot is the total damping constant and 0 is the
natural frequency, allows identification of five compo-
nents �viscous, thermal, acoustic, interfacial, and elastic�
to the total damping, given by

�vis = bvis/2m = 2����R0
2 +

4�R0

c
� , �23a�
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and the expression for the natural frequency:
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�24�

In this last expression, the contributions of the acoustic and
viscous terms are important only for large bubbles, while the
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elastic term either dominates or is of the same order as the
pressure term except for very small bubbles. Note that if the
acoustic, viscous, and elastic terms are neglected, the well-
known expression for the resonance frequency of a gas
bubble in liquid is recovered.

The scattering cross section may be defined as the ratio
of the total acoustic power scattered by an object at a given
frequency to the incoming acoustic intensity.17 For a spheri-
cal bubble oscillating at low amplitude, the expression for
the scattering cross section is

�S =
4	R0

24

�0
2 − 2�2 + �tot

2 2 . �25�

F. Numerical solutions

To obtain predictions for the nonlinear oscillation of a
bubble in soft tissue, Eq. �12� must be solved numerically.
Results for individual R�t� curves, inertial cavitation thresh-
olds, and subharmonic emissions are presented in the follow-
ing. Determination of the cavitation thresholds requires se-
lection of a threshold criterion. Several criteria for the
inertial cavitation threshold have appeared in literature, e.g.,
Rmax/R0=2,19,20 Tmax=5000 K,21 etc. In this study, we use
Rmax/R0=2 as the threshold criterion. This choice is consis-
tent with the assumption that the air in the bubble expands
and contracts adiabatically since the amplitude R�t� /R0 is
fairly insensitive to the thermodynamic processes within the
bubble.22 For subharmonics, the relative strength of the emis-
sion with respect to that of the strongest frequency compo-
nent emitted by a single bubble is shown. The reason to
choose this relative strength is from consideration of experi-
mental detection. After passing a preamp, whether a fre-
quency component is detectable by a spectral analyzer or not
depends on its strength relative to the strongest component.
A frequency component is only detectable when this relative
number is within the vertical resolution of the instrument.
Otherwise, it will be suppressed as noise. The relative num-
ber is obtained by the following method: first the R-t curve is
obtained, next the radiation pressure is determined by

psac�r,t� =
�R

r
�2Ṙ2 + RR̈� , �26�

where r is assumed to be a unit constant, and then frequency
components are determined by FFT. The amplitude of the
subharmonic is expressed in decibels relative to the maxi-
mum amplitude over all frequency components.

The following material properties are used in the current
simulations: p0=1.01�105 Pa, �=1060 kg/m3, c
=1540 m/s, and �=0.056 N/m �the value for blood as-
sumed by Apfel and Holland19�. These parameters are chosen
to be close to values appropriate to soft tissue. The actual
properties of specific soft tissues may be slightly different
from these values �except for surface tension, which is un-
known�, but the differences will generally be small. The
polytropic index �=1.4, a value appropriate for adiabatic
oscillations of air bubbles. The rigidity and the viscosity of
tissue are assumed to be G=0, 0.5, 1.0, and 1.5 MPa and
�=0.015 Pa s. These values span the range obtained by pre-

vious measurements,9,10 with the exception of G=0, which is
included for comparison. The effect of viscosity has been
investigated previously for a Newtonian medium. We will
focus on the effects of elasticity on bubble motion in this
study, but to allow easy comparison with previous work, re-
sults for water �G=0, �=0.001� and blood �G=0, �=0.005�
are also presented. The driving frequencies studied are 1 and
3.5 MHz, which are frequently used in HIFU. All the bubble
oscillations are solved for 30 cycles.

III. RESULTS

A. Analytical results

The following results were obtained for the case of air-
filled bubbles in tissues having a modulus of rigidity equal to
0.5, 1.0, or 1.5 MPa �as discussed earlier�. In addition, re-
sults for either water or blood or both are presented for com-
parison. The effects of the surrounding tissue on resonance
frequency, damping, and the scattering cross section for in-
dividual single bubbles will be illustrated in the following.

1. Resonance frequency

The undamped linear resonance frequency for bubbles
larger than 1–2 �m and surrounded by viscoelastic tissue is
dominated by the shear modulus G. For these bubbles, as
shown in Fig. 1, 0, increases approximately as the square
root of G. The bottom curve in Fig. 1, labeled “Water,”
shows the resonance frequency for a free bubble with G=0.
The three curves above it, for tissues with increasing values
of G, demonstrate that the increase in stiffness provided by
the tissue can increase the resonance frequency considerably.
The effect of rigidity is much greater than the effect of sur-
face tension, meaning that a larger bubble will exhibit a
much greater stiffness than a free bubble of equivalent size.
For example, the value of 0, for a 5-�m bubble is about
0.63 MHz, while replacing the water with tissue increases
this value by a factor of 2.4, 3.3, and 4.0 times for the three
rigidities studied here. Because these larger bubbles resonate
at higher frequencies than free bubbles of equivalent size,
they will tend to appear acoustically smaller than they actu-
ally are.

FIG. 1. Calculated values of linear resonance frequency for free air bubbles
in water �¯� and air bubbles surrounded by tissue having values of
G=1.5 �upper—�, 1.0 �– – –�, and 0.5 MPa �lower—�.
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2. Linear damping coefficients

Five sources of damping for bubbles surrounding by vis-
coelastic tissue were identified earlier and quantified by Eq.
�23�. Two of these expressions, for viscous and acoustic
damping, are identical to those given by Prosperetti18 for a
gas bubble in liquid, see Eqs. �23a� and �23c�, respectively.
The expression for thermal damping, Eq. �23b�, differs mark-
edly from those given by either Prosperetti18 or Eller,23

which is not surprising given the assumption of a polytropic
pressure-volume relation for the gas. However, the numerical
values obtained for bubbles smaller than the linear resonance
radius are remarkably similar, often to within a few percent,
of those obtained using more exact theories.18,23 The two
additional damping terms, due to the surface energy of the
bubble and the rigidity of the surrounding tissue, see Eqs.
�23d� and �23e�, respectively, have a form similar to that for
thermal damping, Eq. �23b�. It is worth noting that a combi-
nation of four of the damping terms, Eqs. �23b�–�23e�, is
proportional to the stiffness, and thus also to the resonance
frequency, of the system.

The results of calculations for the damping constants as
a function of radial frequency are shown in Fig. 2 for bubble
radii of 1 and 10 �m, assuming G=1.0 MPa and �
=0.015 Pa s. Because the term for interfacial tension is nega-
tive, only its magnitude has been plotted here. In any case,

the contribution of �int to �tot is quite modest. The figures
have been drawn in such a way as to allow easy comparison
with previous results for free18,23 and encapsulated bubbles.17

Due to the high value of �, the total damping is dominated
by �vis for frequencies less than 0 and R0�10 �m, while
the acoustic term �ac dominates at higher frequencies. The
elastic term becomes increasingly important as R0 increases,
with �el�vis at R0=30 �m. As noted earlier, the expression
for �th differs from those obtained using more exact ap-
proaches. This is reflected in both the shape and the magni-
tude of the curves labeled “Thermal” in Fig. 2, as may be
seen by comparison with the dotted curves labeled “P-Th,”
obtained using the theory of Prosperetti.18 Thus, while �th

��el for all values of R0 when employing the polytropic
assumption �as is done here�, �th would come to dominate
other sources of damping for R0�30 �m and �0 in a
more rigorous treatment of thermal effects.

The results of calculations for damping constants as a
function of radius are given in Fig. 3 for frequencies of 1 and
10 MHz, again assuming G=1.0 MPa and �=0.015 Pa s.
The total damping is dominated by �vis for bubbles smaller
than the linear resonance radius, while �ac dominates at
larger sizes. The contribution of �el is never more than about
20% of �tot, which occurs near the resonance radius at
1 MHz, see Fig. 3�a�. For frequencies above about 1 MHz
and radii less than the resonance size, the values for �th

FIG. 2. Dimensional linear damping constants vs radial frequency for equi-
librium bubble radii of �a� 10 �m and �b� 1 �m, surrounded by tissue with
G=1.0 MPa and �=0.015 Pa s; resonance radius ���, thermal damping
constant given by Prosperetti—Ref. 25 �¯�.

FIG. 3. Dimensional linear damping constants vs equilibrium bubble radius
for radial frequencies of �a� 1 MHz and �b� 10 MHz, for air bubbles sur-
rounded by tissue with G=1.0 MPa and �=0.015 Pa s; resonance radius
���, thermal damping constant given by Prosperetti—Ref. 25 �¯�.
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calculated using Eq. �23b� and the theory of Prosperetti,18

�dotted curves labeled “P-Th”� agree rather closely, although
the contribution of �th to �tot is not significant. The contri-
bution of �int to �tot is also trivial.

3. Scattering cross section

Calculated values of the linear scattering cross sections
of individual air bubbles, normalized to their respective geo-
metrical cross sections, are given in Fig. 4 for driving fre-
quencies of 1 and 10 MHz. The strong effect of tissue elas-
ticity �i.e., G� is apparent in these results, causing the
resonance peaks to shift to bubble radii two to four times
larger than for the resonance peak in water. Even though they
are larger, the cross sections for bubbles surrounded by tissue
are less, and sometimes much less, than for resonant bubbles
in water. It is also seen that the curves broaden and diminish
as either the rigidity G decreases or the frequency f in-
creases, indicating that bubbles in tissue may be more diffi-
cult to detect acoustically than are bubbles in water at the
same frequency. The cross sections for blood exhibit maxima
at about the same radii as for water, but their magnitudes are
less due to the higher viscosity of that fluid.

B. Numerical results

In this part of the paper, simulation results will be given
for numerical solutions of Eq. �12�. The effects of elasticity

on R-t curves will be examined first. Next, initial cavitation
thresholds will be presented for different elasticities and
compared to the result in water. Finally, maps of the strength
of subharmonic signals emitted by oscillating bubbles will
highlight a common way to detect cavitation and will illus-
trate the ranges of bubble radii that may be easily detected
using this method.

1. The effect of elasticity on R„t… curves

Examples of R�t� curves for a 1-�m bubble oscillating
under 1-MHz driving pressures of 1 and 3 MPa are shown in
Figs. 5�a� and 5�b�, respectively. The viscosity is fixed at
0.015 Pa s and the rigidity is chosen as 0 and 1.0 MPa. The
effect of the elasticity is very obvious that it greatly reduces
the amplitude, and hence the nonlinearity, of the oscillation.
At 1 MPa, the amplitude of the oscillation is much smaller
when elasticity is included. When the driving pressure in-
creases to 3 MPa, the amplitude of the oscillation with non-
zero elasticity is still smaller than that with zero elasticity,
but the difference between the two cases is less. This indi-
cates that the effect of elasticity will be less when the driving
pressure is strong. Another feature which is worthy of com-
ment is that for the zero-elasticity case, the bubble oscillation
approaches a steady-state resonance22,24 of order 2 /2, an ex-
ample of period doubling and an indication of the start of

FIG. 4. Linear scattering cross sections vs equilibrium bubble radius for
frequencies of �a� 1 MHz and �b� 10 MHz, for air bubbles surrounded by
tissue having values of G=1.5 �right—�, 1.0 �– – –�, and 0.5 MPa �left—�
with �=0.015 Pa s, and for water �¯� and blood �– – –�. FIG. 5. A comparison of radial responses for 1-�m bubbles driven by a

1-MHz pulse at �a� 1 MPa and �b� 3 MPa, for G=0 �thin line�, and
G=1.0 MPa �thick line�; the viscosity was fixed at 0.015 Pa s.
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chaotic oscillation and very strong nonlinearity. For the
nonzero-elasticity case, no period doubling is observed under
this driving pressure, although the inertial collapses are still
very strong. Clearly, the presence of the elasticity has re-
duced or eliminated some nonlinear components of the
bubble oscillation.

Figure 6 shows examples of R�t� curves for a 1-�m
bubble driven by �a� 1 MPa and �b� 3 MPa at 3.5 MHz.
Similar conclusions as those at 1 MHz can be drawn from
these results. For the same driving pressure and the same size
bubble, the nonlinearity appears to be weaker at the higher
frequency because no period doubling is observed. Figure 7
shows the results for a 5-�m bubble at 1 MHz driven by �a�
1 MPa and �b� 3 MPa. For zero elasticity, bubbles oscillate
with larger amplitudes during the first few cycles than that
for the nonzero-elasticity case. Interestingly, after the initial
state, the presence of the elasticity increases the amplitude of
oscillation in both cases. In Fig. 7�a�, at zero-elasticity, the
bubble oscillation exhibits strong nonlinear behavior by a
decrease at the average radius, and the presence of elasticity
recovers the linear oscillation around the bubble equilibrium
radius. In Fig. 7�b�, although the oscillation amplitude is
smaller at zero-elasticity case, the oscillation itself becomes
chaotic, while it is periodic when elasticity is included. Com-
pared to bubbles of smaller size, a stronger nonlinearity is

observed, which is indicated by the approach to chaotic os-
cillations. Certainly, the nonlinearity does not always in-
crease when the bubble size increases.

2. The effect of elasticity on the inertial cavitation
threshold

In Fig. 8, predicted inertial cavitation thresholds are
shown for a driving frequency of 1 MHz, G=0, 0.5, 1.0, and
1.5 MPa, and �=0.015 Pa s. The thresholds in water and

FIG. 6. A comparison of radial responses for 1-�m bubbles driven by a
3.5-MHz pulse at �a� 1 MPa and �b� 3 MPa, for G=0 �thin line�, and G
=1.0 MPa �thick line�; the viscosity was fixed at 0.015 Pa s.

FIG. 7. A comparison of radial responses for 5-�m bubbles driven by a
3.5-MHz pulse at �a� 1 MPa and �b� 3 MPa, for G=0 �thin line�, and G
=1.0 MPa �thick line�; the viscosity was fixed at 0.015 Pa s.

FIG. 8. Predicted thresholds for inertial cavitation at 1 MHz.
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blood are also shown in the plot for reference. The effect of
elasticity on the threshold is obvious. Threshold values in-
crease as the elasticity increases, as expected based on the
results for the R�t� curves given earlier. For nonzero elastic-
ity, the thresholds have significant structure that deserves
comment. For example, at G=1.5 MPa, for small bubble
sizes, the threshold value is consistent with the Blake thresh-
old. As the bubble size increases, the threshold value reaches
a minimum value and then slowly rises. At around 4 �m, the
threshold value suddenly drops and then comes back. The
same shape occurs at around 6 �m, and another drop in
threshold occurs around 8 �m. The lowest threshold attained
following each drop is less than the preceding minimum at a
smaller bubble size. Similar structures are observed for the
lower elasticity cases, the only difference being that these
drops occur at different positions. This resonant structure ap-
pears to be related to the fractional-order subharmonic reso-
nance minima described previously.22 The positions of the
minima are determined by the elasticity of the surrounding
medium, shifting to larger radii as G increases.

Figure 9 shows the same thresholds but at a driving
frequency of 3.5 MHz. At this higher frequency, the thresh-
old values are greater than at 1 MHz, and the increase in
thresholds for larger bubble sizes is much faster than that at
1 MHz. The resonant structures appearing in the nonzero-
elasticity cases at 1 MHz are also observed on these thresh-
old curves. The resonance structure differs significantly how-
ever in that the minimum values attained following the drops
in the curves at 3.5 MHz are not less than the immediately
preceding minima.

The effect of viscosity on the threshold can be observed
by comparing the threshold for G=0 MPa and those of blood
and water �the only difference among the three is the value
of viscosity, �=0.015, 0.005, and 0.001 Pa s, respectively�.
In comparing, we conclude that thresholds increase and have
less structure as viscosity increases.

3. The map of the strength of subharmonics

Figure 10 shows subharmonic emissions at a driving fre-
quency of 1 MHz as a function of driving pressure and
bubble equilibrium radius. Results for tissues with G=0, 0.5,
and 1.0 MPa and �=0.015 Pa s are shown, with the result

for blood also shown for reference �G=0 MPa, �
=0.005 Pa s�. We will define a subharmonic signal as
“strong” when it is greater than −30 dB because above this
level, the subharmonic signal can be easily detected by an
instrument with an 8-bit dynamic range. From Figs.
10�a�–10�c�, it is seen that as the elasticity increases, the
strong subharmonic signal region moves toward larger
bubble sizes and higher driving pressures. The strong subhar-
monic signal region generally lies above the corresponding
inertial cavitation threshold. For small values of elasticity,
the inertial threshold coincides with the lower boundary of
the strong subharmonic emission region better than does that
for higher elasticity cases. This result is expected because the
subharmonic signal investigated here arises from chaotic
bubble oscillations, and chaotic oscillations usually occur af-
ter the bubble motion becomes strongly nonlinear. In com-
paring the map for blood and that for tissue with G
=0 MPa, we find that the strong subharmonic signal region
becomes smaller when the viscosity increases. The contour
lines on these plots indicate the boundaries between regions
in which the maximum emission occurs at a particular fre-
quency. The results show that all strong subharmonic emis-
sions occur only when the fundamental frequency compo-
nent has the maximum emission level.

Figure 11 shows results for the same cases as in Fig. 10,
but at a driving frequency of 3.5 MHz. As the elasticity in-
creases, the strong subharmonic emission region shrinks and
moves toward higher pressure amplitudes. Significantly per-
haps, the relative signal also seems stronger. Compared to
results at 1 MHz, the strong subharmonic emission region at
3.5 MHz is much smaller and is limited to the small bubble
region. This limitation to the small bubble region probably is
related to the resonance structure of these bubble responses.
At 3.5 MHz, the linear bubble resonance size is smaller than
that at 1 MHz �3.07 vs 10.67 �m�. Again, all strong-
emission regions are above the inertial cavitation thresholds
for the corresponding elasticity, and strong subharmonic
emissions occur only when the fundamental frequency com-
ponent has the maximum emission level.

IV. DISCUSSION AND CONCLUSIONS

In this study, we developed a theoretical model for the
pulsations of gas bubbles in simple linear viscoelastic solids
and presented some potentially useful results for the case of
soft tissues. As pointed out in the text, although the model is
simple, it is consistent with experimental data taken for some
soft tissues. However, at high intensity, bubble oscillations
are strongly nonlinear. Although strong nonlinear oscillations
do not automatically imply that a nonlinear viscoelastic
model is necessary to describe the bubble motion, the suit-
ability of this linear model also remains unclear. As a matter
of fact, there is little evidence that the strain-stress relation in
tissue is not linear. Even though the change in bubble radius
is significant compared to its initial dimension, the overall
strain in the tissue could still be considered small if this
change were compared to the dimension of the soft tissue.
Use of a different viscoelastic model certainly would result
in different predictions, but the sparse measurement data at

FIG. 9. Predicted thresholds for inertial cavitation at 3.5 MHz.
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megahertz frequencies limits the study of verified viscoelas-
tic models for soft tissue. Also, the present study provides
predictions that can be examined experimentally. Verification
of this model will be pursued in the future.

Linear analysis of this inherently nonlinear formulation
provided analytical predictions of bubble responses to in-
sonation at low pressure amplitudes. The result for resonance
frequency increases as the modulus of rigidity increases, as
was expected based on previous work.17 The results for
damping constants showed that the viscosity of the tissue
tends to dominate either thermal or elastic damping for
bubbles smaller than 30 �m for frequencies smaller than
the linear resonance size, while acoustic damping predomi-
nates at higher frequencies. It is also expected that thermal
damping would dominate other sources of damping for R0

�30 �m and �0 in a more rigorous treatment of thermal
effects than is given by the polytropic assumption used here.
The peaks in the curves for scattering cross section shift to
larger radii as the rigidity increases due to the increase in
resonance frequency, although their magnitudes are less, and

sometimes much less, than is the case for resonant bubbles in
water. This is consistent with the numerical results used in
producing Figs. 10 and 11.

The effect of elasticity on bubble dynamics was investi-
gated in some detail. Overall, the presence of the elasticity in
a bubble dynamics equation will reduce, sometimes greatly,
the nonlinearity of bubble oscillations. As might be expected,
the inertial cavitation threshold was shown to be greater in
tissue than in liquids such as water or blood, in contrast to
the assumptions underlying the mechanical index.19,25 This
result should prove useful for understanding the prevalence
of potentially damaging inertial cavitation in vivo. This will
be the subject of a later study.

Subharmonic emissions from an oscillating viscoelastic
bubble were also studied. Since soft tissue generally is not
transparent, detecting acoustic emissions is often the best
way to gain information about a bubble. A passive or active
cavitation detector system can easily provide information
about bubbles inside soft tissues. When interpreting such re-

FIG. 10. Subharmonic emissions in dB relative to the peak emission at a driving frequency of 1 MHz as a function of driving pressure and bubble equilibrium
radius for three “tissues:” �a� G=0 MPa and �=0.015 Pa s; �b� G=0.5, �=0.015; �c� G=1.0, �=0.015; and for �d� blood, G=0, �=0.005. The contour lines
indicate the boundaries between regions in which maximum emissions occur only at one frequency component: fundamental �right-most region� and second
harmonic �solid line�; second harmonic and third harmonic �dashed line�; third harmonic and fourth harmonic �dotted line�; fourth harmonic and fifth harmonic
�dash-dot line�.
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sults however, it will be important to keep in mind that the
sizes of the bubbles detected will be greater than estimated
using linear theory for water.

Shape oscillations and rectified diffusion are not consid-
ered in this study, although they are very important to pre-
dicting the stability and equilibrium size of a bubble.26 Shape
oscillations could also generate larger stresses that could
cause severe mechanical damage to soft tissue. Rectified dif-
fusion will change the equilibrium size of a bubble, and the
bubble motion can thereby be greatly affected. These effects
will be the focus of future studies.
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A companion paper �J. Acoust. Soc. Am. 118, 3010–3020 2005� has examined the phenomena of
flexural-longitudinal wave coupling in a practically undamped and semi-infinite periodic waveguide
with structural side-branches. The effect of structural damping on wave coupling in such a
waveguide is examined in the first part of the present paper, and the damping-dependent decrease in
wave coupling is revealed for a structure with multiresonant side-branches. In the second part, the
simplifying semi-infinite assumption is relaxed and general expressions for the junction responses of
finite and multicoupled periodic systems are derived as a generalization of the governing expressions
for finite, mono-coupled periodic systems �Ohlrich, J. Sound Vib. 107, 411–434 �1986��. The
present derivation of the general frequency response of a finite system utilizes the eigenvectors of
displacement responses and wave forces that are associated with the characteristic wave-types,
which can exist in a multicoupled periodic system �Mead, J. Sound Vib. 40, 19–39 �1975��. The
third part of the paper considers a finite specific test-structure with eight periodic elements and with
structural terminations at the extreme ends. Audio-frequency vibration responses of this tri-coupled
periodic structure are predicted numerically over a broad range of frequencies and a very
good agreement is found with the measurement results obtained from an experiment with a
nominally identical, periodic test-structure which is freely suspended. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2126928�

PACS number�s�: 43.40.At, 43.40.Cw, 43.20.Bi �MO� Pages: 3607–3618

I. INTRODUCTION

Flexural-longitudinal wave coupling in a periodic wave-
guide with structural side-branches was examined in a com-
panion paper.1 For a specific choice of side-branches in the
form of relatively short transverse beams attached at regular
intervals the coupling phenomena were clearly demonstrated,
and it was found that the long-range transmission of struc-
tural wave motion was significantly enhanced in broad fre-
quency bands due to this wave coupling between flexural and
longitudinal motion. Such coupled motion in spatially peri-
odic structures can be “provoked” in various ways but is
most often a result of geometrical asymmetry as is the case
for rib-stiffened plates or building columns with beams and
floors attached at regular intervals as in multi-story build-
ings. A simple model of such a transmission path is shown in
Fig. 1 as a periodic assembly of beam-type components, or
as an idealized plane-wave, normal incidence model of a
similar plate assembly; the transverse beams are attached
asymmetrically—to one side only—on an otherwise continu-
ous waveguide, that is, a continuous beam, column or plate
structure. It is this type of asymmetrical periodic structure
that is the subject of the present investigation.

The wave propagation characteristics of a practically un-
damped and semi-infinite periodic structure of this type were
examined in Ref. 1. Numerical results for a system with rela-
tively short-length transverse beams �lt= l /8�, which were

still resonant within the frequency range considered, showed
that the flexural-longitudinal wave coupling has a drastic ef-
fect on the wave propagation properties in comparison to
those of a corresponding system with symmetrically attached
cross beams, which are known to generate significant broad-
band attenuation of flexural waves.2 Although the asym-
metrical system1 was excited by an external point moment—
that was anticipated to excite a predominantly flexural wave,
which is governed by a broad “stopband” at mid-
frequencies—the inherent wave coupling resulted in a highly
enhanced wave transmission with very little attenuation of
flexural motion from element to element. This enhanced
transmission is caused by another wave-type, which is pre-
dominantly longitudinal and propagates with significant
components of both flexural and longitudinal displacements.
So, the wave conversion implies that both flexural and lon-
gitudinal wave-energies are transported by whichever wave-
type that is able to propagate, and that wave transmission is
only effectively reduced in frequency bands where all the
wave-types present are sufficiently attenuated. Whether this
also applies for periodic structures with extended �long� and
multiresonant side-branches and for systems with typical val-
ues of structural damping �as opposed to undamped systems�
is examined in this paper. An understanding of this type of
transmission path is of considerable practical interest, for
example, in the prediction of structureborne sound transmis-
sion in web-stiffened panels, in ship hulls that have decks to
one side only, and in supporting column-structures in
building-skeletons.

a�Electronic mail: lf@oersted.dtu.dk
b�Electronic mail: mo@oersted.dtu.dk

J. Acoust. Soc. Am. 118 �6�, December 2005 © 2005 Acoustical Society of America 36070001-4966/2005/118�6�/3607/12/$22.50



Periodic structures have been studied for many years but
only a few authors have considered the problem of wave
coupling and the effect of structural damping thereon. In an
experimental investigation Gösele3 measured the structure-
borne sound transmission in a model structure representing
the outer wall and flanking columns of a building structure,
which was loaded asymmetrically with thick floor plates,
causing a significant characteristic mobility-mismatch in the
order of 1:70. It was shown that stiffening of the wall by two
flanking columns significantly enhanced the wave transmis-
sion, as vibrational energy was transported through the col-
umns rather than the wall. Presumably flexural-longitudinal
wave coupling or flexural-torsional wave coupling or combi-
nations thereof caused this. Mead and Markus4 studied
flexural-longitudinal wave coupling in a simple multisup-
ported beam loaded eccentrically with single degree-of-
freedom oscillators on levers, and they demonstrated that a
high value of structural damping in the wave-carrying beam
resulted in a very substantial decrease in the coupling be-
tween flexural and longitudinal motions. Whether such a de-
crease occurs in a moderately damped engineering structure
like that sketched in Fig. 1 is examined in the present paper.

A. Fundamental relations for periodic structures

Periodic structure theory is briefly summarized in a
companion paper,1 so it is only the most basic relations that
will be given here. Wave propagation in infinite periodic
structures can be determined from knowledge of the dynamic
properties of just a single “periodic element.” Consider har-
monic wave motion in an undamped and infinite periodic
structure composed of repeated elements that are coupled
with one another through the smallest possible number of
motion coordinates n. The response of such a structure is
governed by n characteristic free, harmonic wave-types,
which can exist simultaneously and independently at any
frequency.5–7 These wave-types occur in n pairs of positive
and negative-going waves, with the corresponding propaga-
tion characteristics being described by a pair of complex and
frequency-dependent characteristic “propagation constants”
�= ± ��R+ i�I�. Usually, �R is called the “attenuation con-
stant” and �I the “phase constant;” both quantities are de-
fined as being positive. So, if only a single positive-going
characteristic harmonic wave with propagation constant �
and angular frequency � travels through the system, then the
complex displacements q�x�=q��� and q��+ l� at identical
positions � in adjacent elements of length l are related by

q��+ l�ei�t=e�q���ei�t. Hence, if the solution of � takes on
negative values the wave is progressing in the positive direc-
tion. These relationships show that free wave motion is pos-
sible only in frequency bands where � is purely imaginary,
that is, �= ± i�I. These bands are known as “propagation
zones” or “passbands.” For negligible structural damping a
wave thus propagates throughout the system without change
in amplitude. The frequency bands in which � is real, that is,
�= ±�R or �= ±�R± i�, are called “attenuation zones” or
“stopbands,” since no transport of vibrational energy is pos-
sible and the wave amplitude is attenuated �reduced� from
element to element.

B. Background and outline of paper

The paper examines wave propagation and response in
asymmetrical periodic structures of the type shown in Fig. 1,
which exemplifies a tri-coupled periodic structure with mul-
tiresonant point loadings caused by continuous cross-
members �or side-branches�. Damping loss factors in build-
ing structures, for example, typically take values in the range
of 0.01–0.05, and this cannot be neglected in a prediction of
wave transmission. The influence of structural damping on
wave propagation and flexural-longitudinal wave coupling in
a semi-infinite periodic structure is therefore examined nu-
merically in Sec. II by using the expression derived in a
companion paper.1 The simplifying assumption behind the
use of infinite or semi-infinite periodic systems is well justi-
fied for such analyses of wave propagation phenomena.
However, most engineering structures consist of a relatively
small number of periodic elements, which are only moder-
ately damped. This means that reflections from the ends of a
periodic system cannot be ignored and the system thus has to
be treated as a finite periodic system, which, for a multi-
coupled periodic system, complicates the analysis consider-
ably. A derivation of the frequency response functions of
such finite periodic structures is of course very important,
but has not been done before to the authors’ knowledge.

Section III therefore presents an extensive derivation of
a general expression for the junction-response of finite and
multicoupled periodic systems. This is derived as a generali-
zation of the governing expression for finite, mono-coupled
periodic systems.8 Together with a set of generalized wave
coordinates the present derivation also utilizes the eigenvec-
tors of displacements and wave forces that are associated
with the characteristic wave-types, which can exist in a mul-
ticoupled periodic system;9 the present analysis is based on

FIG. 1. �a� Periodic structure with asymmetrical side-
branches in the form of transverse beams; �b� corre-
sponding periodic element that is symmetrical with re-
spect to its center x= l /2.

3608 J. Acoust. Soc. Am., Vol. 118, No. 6, December 2005 L. Friis and M. Ohlrich: Coupled longitudinal-flexural wave motion



the receptance approach to the periodic structure theory.7,9,10

Basically, this approach utilizes that harmonic displacements
and forces at the terminals of a single periodic element are
related by its dynamic receptances—or mobilities if these are
preferred. With the harmonic time variation omitted, and by
denoting the left- and right-hand ends of a periodic element
by indices l and r, respectively, these relations between dis-
placements q and forces F read ql=�llFl+�lrFr and qr

=�rlFl+�rrFr, where �ll and �rr are the direct receptances of
the periodic element and �lr and �rl are the transfer recep-
tances. Now, relationships between displacement amplitudes
in adjacent periodic elements and between corresponding
forces were given in Sec. I A; evaluating these at the left-
and right-hand ends of a single periodic element yield qr

=e�ql and Fr=−e�Fl. So, by substitution, the propagation
constant � is readily expressed in terms of the element
receptances.1

Finally, in Sec. IV the derived junction-receptance is put
into use in response predictions of a specific test-structure
with eight periodic elements and with structural terminations
at the extreme ends. Audio-frequency vibration responses of
this tri-coupled periodic structure are predicted numerically
over a broad range of frequencies and the results are com-
pared with experimental measurements on a nominally iden-
tical periodic test-structure.

II. NUMERICAL INVESTIGATION OF THE EFFECT OF
DAMPING

A wave analysis and numerical parameter study have
been conducted for investigating the effect of structural
damping on wave coupling and response of asymmetrical
periodic structures that undergo flexural and longitudinal vi-
bration. We consider a semi-infinite periodic structure similar
to that depicted in Fig. 1, albeit extending toward infinity in
the positive x-direction. This free or semidefinite system is
driven by an external forcing vector F0ei�t that represents
both longitudinal and transverse force excitations as well as
moment excitation. Note that application of any single one of
these force components will generate a coupled or mixed
response comprising both longitudinal and flexural motions
because of the structural asymmetry. The vibration response
of the wave-carrying components �and elsewhere� is gov-
erned by three motion degrees-of-freedom, comprising dis-
placements u�x , t�, w�x , t�, and ��x , t� in the longitudinal,
transverse, and rotational directions.

The periodic element of the structure, shown in Fig.
1�b�, consists of a wave-carrying beam or column component
of length l, and two multiresonant load components in the
form of transverse beams of length lt. For convenience in
analysis the periodic element is chosen to be symmetrical
about the middle of the column component, which means
that the element can be rotated 180° about the y axis without
changing its dynamic properties. This symmetry of the peri-
odic element is achieved by halving each transverse beam in
the z direction into beams of half-width. Thus, when every
second periodic element is rotated 180° about its vertical
center axis and periodic elements are physically connected to
one another, then the transverse beams of half-width become

sideways interconnected to form transverse beams of full
width.

The structural properties and dimensions of the compo-
nents used in the present simulations are identical to those
used in the predictions and experimental investigation in Sec.
IV. The wave-carrying component has length l=235 mm,
thickness h=15 mm, and width b=20 mm, whereas the ap-
pended transverse beam has length lt=380 mm �i.e., lt

�1.6· l�, thickness-parameter ht=h, and width-parameter bt

=b. The structure is made of acrylic with Young’s modulus
E=5.4·109 N/m2 and density �=1200 kg/m3. Material
damping is modeled by letting Young’s modulus become
complex as E� =E�1+ i��, where � is the damping loss factor.
Calculations have been made for three values of damping
loss factor �, namely 0.001, 0.01, and 0.056, where the high
value is identical to the experimentally determined loss fac-
tor for an acrylic test beam sample.

The semi-infinite structure considered is similar to the
one investigated in a companion paper,1 except for dimen-
sions of the transverse beam components. Hence, the expres-
sions used in the present numerical simulations for calculat-
ing the required quantities like element receptances,
propagation constants, associated force and displacement
vectors, energy ratios and vibration responses, can all be
found in Ref. 1 and will not be repeated here. It should be
mentioned that the element’s components are modeled using
Bernoulli-Euler beam theory, albeit with correction for shear
deformation,11 and that the computations have been done us-
ing MATLAB.

A. Propagation constants

Since the periodic structure is tri-coupled, asymmetrical,
and semi-infinite, its response thus results from the sum of
contributions from three positive-going characteristic waves,
which all include components of the displacements u�x , t�,
w�x , t�, and ��x , t�. The wave-field in each wave-carrying
beam component is of course composed of both positive and
negative-going waves; these waves result in the positive-
going characteristic waves. Note that for the finite system
studied later on, one also has to include three corresponding
negative-going characteristic waves due to reflections from
boundaries. Accordingly, the waves-types in the periodic
structure are associated with three pairs of propagation con-
stants �i= ± ��i,R+�i,I� where i=A ,B ,C. Here �i,R and �i,I

are defined as positive and thus the three positive-going
waves are associated with the values �i,+=−�i=−��i,R

+ i�i,I�, �and the three negative-going waves are associated
with �i,−=�i=�i,R+ i�i,I�.

The calculated wave characteristics for the semi-infinite
structure are presented in Fig. 2. This shows the frequency
variation of the real and imaginary parts of the propagation
constants, that is, the attenuation constants �R and the phase
constants �I, associated with the three pairs of wave-types.
In Fig. 2�a� results are shown for a very low damping value
of �=0.001; this shows that for frequencies above 35 Hz one
wave-type, say type C, is governed by a very high attenua-
tion constant and this wave can thus be regarded as a flexural
near-field.1 The two other wave-types, say A and B, which
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alternate between being either propagating or attenuated,
must be regarded as being of both longitudinal and flexural
nature. The very complicated pattern of propagation zones
and attenuation zones shown here are to a large extent caused
by the various modes of the transverse beams; the occurrence
of both smooth and resonant type attenuation zones is ex-
plained in detail in Ref. 1. Still, it should be mentioned that
no direct crossing of the phase constants of wave-type A and
B occurs; the phase constants either �i� diverge or �ii� merge,
so that the propagation constants become almost complex
conjugates with nonzero attenuation constant. The first phe-
nomenon is most pronounced at 1066, 1330, and 2175 Hz; at
these frequencies the phase constant of each wave “jumps
to” the slope of the other wave and the flexural-longitudinal
wave coupling is found to be particularly strong. Usually the
steeper phase characteristic is associated with a flexural-type
wave whereas the more gradual and nearly linear phase char-

acteristic is associated with a longitudinal-type wave. The
second phenomenon occurs at several frequencies but may
be seen to be most apparent in the bands around 560, 1860,
2580, 2830, 4755, and 5125 Hz. In these bands the wave
with strongly coupled longitudinal-flexural motions is at-
tenuated as it progresses through the periodic structure.

With a “moderate value” of structural damping of �
=0.01, the results in Fig. 2�b� show that this increased damp-
ing causes a weak widening of the attenuation zones into
previous propagation zones as well as a decrease in magni-
tude of the attenuation constants at peak attenuation frequen-
cies. Furthermore, the attenuation constants and phase con-
stants slightly separate in the frequency bands, which were
previously assigned as complex conjugate zones in Fig. 2�a�.
This indicates that flexural-longitudinal wave coupling de-
creases when structural damping is increased, and this is
clearly demonstrated in Fig. 2�c�, which shows results for a
damping value of �=0.056; in contrast to the results in Fig.
2�a� the phase constants are now seen to cross-over directly
and become almost linear in certain frequency bands. This is
the case in the frequency range from 0 to 1066 Hz for wave-
type A and from 1066 Hz and upwards for wave-type B. As
mentioned before, this almost linear phase characteristic is
typically associated with a longitudinal wave. Figure 2�c�
also reveals that the predominantly longitudinal wave is able
to progress through the structure with relatively little attenu-
ation in wave amplitude, since the associated attenuation
constant is less than 0.3 in most parts of the frequency range
considered. The predominantly flexural wave, however,
which is associated with the steeper phase characteristic, is
more significantly attenuated in nearly the whole frequency
range.

Now, a more quantitative characterization of the wave-
types than inspections of the propagation constant curves can
provide, requires a determination of the displacement contri-
butions and associated energies in the different wave-types.
Such a characterization can be revealed by computing the
normalized displacement vector associated with each wave-
type and from this the corresponding wave energy.1,4

B. Nature of wave-types

The relative amounts of flexural and longitudinal mo-
tions contained in each wave-type can be quantified by the
associated kinetic energy ratio �Ekin,F /Ekin,L�, being the ratio
between maximum kinetic energies of flexural and longitu-
dinal motions in the wave-carrying column component. Fig-
ure 3 shows these energy ratio levels corresponding to the
propagation constants given in Fig. 2. From Fig. 3�a�, where
�=0.001, it is readily seen that wave-types A and B must
both be classified as being longitudinal-flexural, since each
of them alternates in a complicated manner between being
either predominantly longitudinal or flexural, or occasionally
fully mixed, with approximately equal contributions. Wave-
type C, however, has an energy ratio level of more than 70
dB in almost the entire frequency range and thus can be
regarded as a flexural near-field. In complex conjugate zones
the energy levels of the two mixed wave-types are seen to be

FIG. 2. Frequency variation of the real and imaginary parts of the propaga-
tion constants �i=�i,R+�i,I for the three wave-types: �---� flexural-
longitudinal wave A; �—� flexural-longitudinal wave B; �-·-� predominantly
flexural near-field C. Damping loss factors: �a� �=0.001; �b� �=0.01; �c�
�=0.056.
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equal. The crossing of the energy ratios occurs only in the
earlier mentioned regions where the phase constants of Fig.
2�a� diverge from one another.

When the loss factor is increased to �=0.01, Fig. 3�b�
shows that the two mixed wave-types A and B separate in the
frequency bands, which were formerly complex conjugate
zones. Furthermore, peaks and troughs are smoothed espe-
cially at high frequencies. The pattern of the energy ratios,
though, is the same as in Fig. 3�a�, but a further increase of
the loss factor to �=0.056 drastically changes this, as the
two wave-types become almost completely separated, see
Fig. 3�c�. Now, the two energy ratios cross only at 1066 Hz,
which is the region where the two phase constants in Fig.
2�c� diverge from one another. Consistent with earlier state-
ments it is seen that the linear parts of the phase constants in
Fig. 2�c� are associated with a predominantly longitudinal
wave, whereas the steeper phase characteristic is associated
with a predominantly flexural wave.

C. Junction responses

Finally the effect of damping on the response of the
semi-infinite structure is investigated. For a harmonic mo-
ment excitation of unit magnitude Fig. 4 shows the maxi-
mum flexural displacement responses of the column compo-
nent in the first eight periodic elements. For a loss factor of
�=0.001, it is seen from Fig. 4�a� that flexural waves are
propagating with practically no attenuation from element to
element in approximately half the frequency range consid-
ered. A closer inspection reveals that some of the attenuation
bands in Fig. 2�a� have little or no influence on the response.
This phenomenon, which is due to flexural-longitudinal

wave coupling, is readily seen in the frequency bands around
1200, 3750, and 6000 Hz, and occurs whenever one wave-
type is propagating and the other wave-type is strongly at-
tenuated and their energy ratio levels in Fig. 3�a� are less
than, say, 20 dB apart. Nevertheless, because of the moment
excitation the predominantly flexural wave will dominate the
response once the energy ratio levels are more than 20 dB
apart; this evidently occur in the bands around the frequen-
cies 150, 310, 875, 1595, 3440, 4010, 4450, and 5440 Hz. In
complex conjugate zones, e.g., around 1860, 2580, and 2830
Hz, both wave-types are attenuated and the flexural re-
sponses and longitudinal responses are thus both reduced
from element to element.

Figure 4�b� shows the flexural responses for a high loss
factor of �=0.056. This increase of structural damping dras-
tically affects the junction responses of the semi-infinite pe-
riodic structure; at all frequencies from about 1600 Hz and
upwards the flexural responses are significantly reduced from
element to element. This is because the flexural motion is
dominated by wave-type A, which is considerably attenuated.
However, in frequency bands where wave-type A is strongly
attenuated, e.g., around 1200, 2000, and 4600 Hz, this wave
becomes insignificant after just a few elements and the less
attenuated wave-type B then takes over and dominates the
flexural response of the elements that follows. Gösele3 ob-
served a similar wave conversion behavior and Mead and
Markus4 also discussed this phenomenon.

For a harmonic longitudinal unit force excitation Fig. 5
shows the maximum longitudinal displacement responses of
the column component in the first eight elements. For a loss
factor of �=0.001, Fig. 5�a� shows that longitudinal waves
are propagating in almost the whole frequency range. Up to
3400 Hz and from 4500 Hz and upwards, this wave propa-
gation is only interrupted by narrow bands of attenuation
arising mostly from complex conjugate zones. In the fre-
quency band from 3400 to 4500 Hz wider attenuation zones
occur, as the predominantly longitudinal wave is signifi-

FIG. 3. Energy ratios Ekin,F /Ekin,L for the three wave-types: �---� flexural-
longitudinal wave A; �—� flexural-longitudinal wave B; �-·-� predominantly
flexural near-field C. Damping loss factors: �a� �=0.001; �b� �=0.01; �c�
�=0.056.

FIG. 4. Maximum transverse displacements wmax in column component of
the first eight elements of semi-infinite periodic structure. Excitation by a
harmonic point moment of unit amplitude. Damping loss factors: �a� �
=0.001; �b� �=0.056.
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cantly attenuated and the energy ratio levels in Fig. 3�a� are
more than 20 dB apart.

In the present case of relatively light modal point load-
ings posed by the transverse beams, it can be shown that the
longitudinal displacement responses—apart from minor
deviations—follow closely the asymptotic response of a
simple continuous and semi-infinite column structure of the
same cross-sectional area S. Essentially, this implies that the
corresponding longitudinal velocity responses of the system
are almost independent of frequency in the range considered.

Figure 5�b� shows the longitudinal responses for the
high loss factor of �=0.056. This increase of damping en-
hances only the attenuation slightly at higher frequencies.
Furthermore, the damping enforces no particular change in
the response pattern as attenuation occurs at the same fre-
quencies as in Fig. 5�a�. As the predominantly longitudinal
wave-type has the lowest value of attenuation constant at all
frequencies, then this is governing the longitudinal responses
at all junctions of the structure.

III. FINITE PERIODIC STRUCTURES

Engineering structures that are spatially periodic often
consist of relatively few periodic elements; this means that
reflections from the extreme boundaries cannot be neglected
and the periodic structures must therefore be treated as finite.

Ohlrich8 derived governing expressions for the response of
finite, mono-coupled periodic systems in terms of the sys-
tem’s junction-receptances. The same derivation procedure is
generalized herein and used for determining the junction-
receptances of finite and multicoupled periodic systems. A
general expression for a n	n junction-receptance matrix is
derived for a system with arbitrary terminations. In this deri-
vation use is also made of a wave-reflection technique devel-
oped by Mead,9 and this was outlined and extended in the
companion paper.1

Figure 6 shows schematically a finite system with N
periodic elements and arbitrary terminations A and B at junc-
tions O and N, respectively. These terminations may be de-
fined by their n	n receptance matrices �A and �B. It is
assumed that the structure is excited at junction j by an ex-
ternal harmonic force vector F je

i�t, which introduces a dis-
continuity. In order to determine the harmonic response at an
arbitrary junction of the total system, it is expedient8 to ana-
lyze the system as being composed of two subsystems in
parallel, as shown by the block diagram in Fig. 6�b�. The
motions generated in each subsystem can be represented by n
characteristic positive-going waves and n characteristic
negative-going waves, of which each wave is associated with
the propagation constants �i,+=−�i and �i,−=�i, respec-
tively, and where i=1,2 ,3 ,… ,n. The effect of the termina-
tions can be taken into account by determining the corre-
sponding reflection matrices.

A. Reflection from system boundaries

A relationship between the n waves incident on a bound-
ary and the n waves being reflected by this is derived in the
following. Consider the ith positive-going wave at angular
frequency � impinging on boundary B. This wave has the
propagation constant �i,+=−��i,R+�i,I� and is associated
with an n-element force eigenvector Fi,B+ given by

Fi,B+ = fi,+
i,B+, �1�

where fi,+ is a normalized force vector with n entries and

i,B+ is a generalized wave coordinate at boundary B. This
force vector fi,+ only depends upon the receptances and
propagation constants of the periodic element, whereas 
i,B+

is also a function of the position in the structure and the type
of external excitation. The normalized force vector fi,+ is an
eigenvector obtained for each wave-type as described in a

FIG. 5. Maximum longitudinal displacements umax in column component of
the first eight elements of semi-infinite periodic structure. Excitation by a
harmonic longitudinal point force of unit amplitude. Damping loss factors:
�a� �=0.001; �b� �=0.056.

FIG. 6. �a� Block diagram of a finite multicoupled pe-
riodic structure with arbitrary terminations A and B. �b�
Free body diagram for interior junction excitation.
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companion paper.1 Corresponding to the force eigenvector
there is a displacement vector given as

qi,B+ = �i,+
i,B+, �2�

where �i,+ is a normalized displacement vector.
The relationship between the normalized force vector fi,+

and the corresponding displacement vector �i,+ yields1

�i,+ = �llfi,+ − �lrfi,+e−�i, �3�

where �ll and �lr, respectively, are the direct and transfer
receptance matrices of the periodic element. At boundary B
this particular positive-going wave causes n characteristic
negative-going waves to be reflected back into the periodic
system. So, if not only one but n characteristic waves im-
pinge on the boundary B, then each of these is reflected into
n negative-going waves. These n	n reflected waves form n
negative-going waves, each of which consists of n wave con-
tributions. Associated with each of these n negative-going
waves there is a propagation constant �i, a force eigenvector
Fi,B−, and a corresponding displacement vector qi,B− that are
given by

Fi,B− = fi,−
i,B−, qi,B− = �i,−
i,B−, �4�

respectively. By analogy to Eq. �3� the normalized displace-
ment vector and force vector are related as

�i,− = �llfi,− − �lrfi,−e�i. �5�

Now, the total force vector FB at boundary B is a sum of
2n force eigenvectors from n impinging waves and n re-
flected waves, which yields

FB = �
i=1

n

fi,+
i,B+ + �
i=1

n

fi,−
i,B− = f+�B+ + f−�B−, �6�

where f+ and f− are n	n element matrices containing n nor-
malized force eigenvectors and �B+ and �B− are column vec-
tors containing n generalized coordinates associated with the
positive and negative-going waves, respectively. In a similar
manner the total displacement vector at boundary B can be
expressed as a sum of contributions from n impinging and n
reflected waves giving

qB = �
i=1

n

�i,+
B,i,+ + �
i=1

n

�i,−
B,i,− = �+�B+ + �−�B−, �7�

where �+ and �− are matrices with n	n entries containing
normalized displacement vectors of the n positive and
negative-going waves, respectively. Using Eqs. �3� and �5�
these can be written as

�+ = �llf+ − �lrf+ed
−�, �8�

�− = �llf− − �lrf−ed
�. �9�

Here, the notations ed
−� and ed

� represent diagonal matrices
containing all values of e−�i and e�i, respectively. The
boundary condition at B is given by qB=�BFB, and inserting
Eqs. �6� and �7� into this gives

�+�B+ + �−�B− = �B�f+�B+ + f−�B−� . �10�

This yields a relationship between the generalized wave co-
ordinate vectors of the reflected waves �B− and the incident
waves �B+:

�B,− = − ��Bf− − �−�−1��Bf+ − �+��B+, �11�

where superscript −1 denotes a matrix inversion. This may
be expressed in short form as

�B− = rB�B+, �12�

where rB is the matrix of reflection factors at boundary B.
The reflection matrix of boundary A can be found simi-

larly by noting that the incident waves on A are negative-
going and the reflected waves are positive-going. Thus, let
the force vectors of the incident and reflected waves be given
by

Fi,A− = fi,−
i,A−, Fi,A+ = fi,+
i,A+, �13�

respectively. The total force vector at boundary A is a sum of
force eigenvectors corresponding to n incident and n re-
flected waves, i.e.,

FA = − f+�A+ − f−�A−, �14�

and the total displacement is given by

qA = �+�A+ + �−�A−. �15�

Now, the boundary condition at A is qA=�AFA, and substi-
tution of Eqs. �14� and �15� into this finally yields a relation-
ship between the generalized wave coordinate vectors of the
reflected waves �A+ and the incident waves �A−:

�A+ = − ��Af+ + �+�−1��Af− + �−��A−. �16�

In short form this reads

�A+ = rA�A−, �17�

where rA is the reflection matrix of boundary A.

B. Matrix of direct receptances of j-element subsystem

An expression for the n	n direct receptance matrix of
the left-hand subsystem with j elements in Fig. 6�b� will now
be derived. The displacement vector qO at junction O is a
sum of contributions from displacement vectors associated
with n positive-going and n negative-going waves. This can
be expressed as

qO = qO+ + qO− = �+�O+ + �−�O−. �18�

Further, the generalized wave coordinate vectors for the
positive and negative-going waves at the other end of the
subsystem, j junctions to the right, yield

� jl+ = ed
−j��O+, �19�

� jl− = ed
j��O−, �20�

respectively. Here the notation ed
−j� and ed

j� represent diago-
nal matrices containing all values of e−j�i and ej�i, respec-
tively. By utilizing these expressions the total displacement
vector q jl at this position reads
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q jl = q jl+ + q jl− = �+� jl+ + �−� jl−

= �+ed
−j��O+ + �−ed

j��O−. �21�

Now, �O,+ and �O,− are related through the reflection matrix
rA of boundary A given by Eq. �17� and utilizing this yields

q jl = ��+ed
−j�rA + �−ed

j���O−. �22�

In a similar way the corresponding force eigenvector F jl is
obtained as

F jl = F jl+ + F jl− = − f+� jl+ − f−� jl−

= − f+ed
−j��O+ − f−ed

j��O−, �23�

and further use of the reflection matrix rA gives

F jl = �− f+ed
−j�rA − f−ed

j���O−. �24�

Solving for �O,− and substitution in Eq. �22� finally yields a
relationship between the displacement vector q jl and force
vector F jl at junction j,

q jl = � j jF jl, �25�

where the direct receptance matrix � j j of the j-element sub-
system is given by

� j j = ��+ed
−j�rA + �−ed

j���− f+ed
−j�rA − f−ed

j��−1. �26�

C. Matrix of transfer receptances of „N− j…-element
subsystem

Consider the subsystem with �N− j� elements lying to
the right of the external force discontinuity in Fig. 6�b�. For
this subsystem driven at j the transfer receptance matrix �mj

of junction m can be derived using a procedure similar to that
above. So, the displacement vector q jr at the excited junction
j is expressed as a sum of contributions from n positive-
going waves and n negative-going waves, that is,

q jr = q jr+ + q jr− = �+� jr+ + �−� jr−, �27�

and the total force vector F jr at junction j reads correspond-
ingly

F jr = F jr+ + F jr− = f+� jr+ + f−� jr−. �28�

Further, the displacement vector at junction m, that is �m
− j� junctions to the right, is

qm = �+ed
−�m−j��� jr+ + �−ed

�m−j��� jr−. �29�

At boundary B, which is �N− j� junctions to the right, the
generalized wave coordinate vectors �B+ and �B− of the in-
cident and reflecting waves are given as

�B+ = ed
−�N−j��� jr+, �B− = ed

�N−j��� jr−, �30�

respectively, and since these two vectors are related in Eq.
�12� by the reflection matrix rB of boundary B, the following
identity is obtained:

ed
�N−j��� jr− = rBed

−�N−j��� jr+. �31�

Rearranging this gives

� jr− = ed
−�N−j��rBed

−�N−j��� jr+, �32�

which by substitution in Eqs. �28� and �29� yields

qm = ��+ed
−�m−j�� + �−ed

�m−j��ed
−�N−j��rBed

−�N−j���� jr+ �33�

and

F jr = �f+ + f−ed
−�N−j��rBed

−�N−j���� jr+, �34�

respectively. From Eq. �34� a relation between the external
force vector F jr and � jr,+ is obtained

� jr,+ = �f+ + f−ed
−�N−j��rBed

−�N−j���−1F jr. �35�

Finally, substituting this into Eq. �33� gives the displacement
vector qm at junction m resulting from the force vector F jr at
junction j, that is

qm = �mjF jr, �36�

where we have introduced the transfer receptance matrix �mj

of the right-hand subsystem:

�mj = ��+ed
−�m−j�� + �−ed

�m−j��ed
−�N−j��rBed

−�N−j���

	�f+ + f−ed
−�N−j��rBed

−�N−j���−1. �37�

Thus, the corresponding direct receptance matrix � j j is ob-
tained by letting m= j, so that

� j j = ��+ + �−ed
−�N−j��rBed

−�N−j���

	�f+ + f−ed
−�N−j��rBed

−�N−j���−1. �38�

D. Matrix of junction-receptances of total
system

What remains is the determination of the junction-
receptances of the total system in terms of the receptance
matrices � j j, �mj, and � j j of the two subsystems. Since the
two subsystems are in parallel the externally applied force
vector F j must be in equilibrium with the internal forces
acting on the subsystems, that is, F j =F jl+F jr. Continuity of
displacements at the excitation point furthermore yields q j

=q jl=q jr.
Inserting Eqs. �25� and �38� into the last part of this

continuity condition gives

F jl = � j j
−1� j jF jr, �39�

and substituting this into the stated force equilibrium condi-
tion leads to

F j = �I + � j j
−1� j j�F jr, �40�

where I is the unity matrix. Now, F jr can be eliminated by
combining Eqs. �36� and �40�, and solving for qm finally
gives

qm = �mjF j , �41�

where �mj is the matrix of transfer receptances of the total
system:

�mj = �mj�I + � j j
−1� j j�−1. �42�

Substituting the expressions derived above for � j j, �mj,
and � j j in Eq. �42� results in a rather complicated expression
for the transfer receptance �mj. Nevertheless, the solution of
this can be implemented numerically and receptances have
been calculated without computational difficulties for the
limited number of cases studied.
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IV. RESPONSE PREDICTION AND EXPERIMENTAL
VERIFICATION

Responses in all three junction coordinates of the eight-
element periodic structure in Fig. 1�a� were predicted nu-
merically using calculated propagation constants and the
junction-receptances calculated from Eqs. �26�, �37�, �38�,
and �42�. Since the transverse beams of each periodic ele-
ment are taken to be of half-width to sustain element sym-
metry, the end terminations of the finite periodic structure are
in this case also modeled as transverse beams of half-width
in order to form the full-width physical beams at the ends of
the structure in question. This implies that the boundary re-
ceptance matrices �A and �B are given by those of the trans-
verse beam components as can be found in Ref. 1. Other end
terminations complying with motion in the xy plane may
readily be included.

In order to verify the theoretical model an experimental
investigation was performed on a nominally identical peri-
odic structure; Fig. 7 shows the experimental arrangement.
The structure was made of acrylic, and was suspended in
elastic wires so it could vibrate freely in all directions. The
structure was forced at the end by an electro-dynamic vibra-
tion exciter �Brüel & Kjær Type 4809� fed by a white noise
signal. A force transducer �B&K Type 8200� measured the
input force and junction responses in all three motion coor-
dinates were measured by using 2.5 g accelerometers �Brüel
& Kjær Type 4393�. The data acquisition and analysis were
performed by a dual-channel FFT analyser �Brüel & Kjær
Type 3160 C, “Pulse-System”� using a frequency resolution
of 1 Hz in the band from 0 to 6400 Hz.

For ease of comparison the propagation constants from
Fig. 2�c� are shown in Fig. 8 with a logarithmic frequency
axis. In the following the numerical predictions for the finite

periodic structure are compared with the measured junction-
mobilities.

A. Response to longitudinal „axial… force excitation

The finite periodic structure was first examined for ex-
citation by a longitudinal force F0�t� acting at junction 0 as
shown in Figs. 1 and 7. Longitudinal velocity responses u̇j�t�
were determined at all junctions j=0–8, giving the complex
transfer mobilities Yu,j0= u̇j /F0. As examples of predicted
and measured mobilities Fig. 9 shows results for junctions 0
and 8, in terms of magnitude and phase spectra. These results
clearly reveal that there is a very good agreement between
the predicted and measured mobilities. It is only at very low
frequencies, below 50 Hz, that predicted and measured re-
sults deviate slightly. This is because the experimental struc-
ture oscillates to and through like a pendulum in its thin
wire-suspensions, which were not sufficiently resilient at
such low frequencies. Thus, below 50 Hz the experimental
periodic structure cannot be regarded as being truly semidefi-
nite, that is to say, totally free in space. The same phenom-

FIG. 7. Experimental arrangement. Point force excita-
tion in longitudinal direction at junction 0.

FIG. 8. Wave propagation constants; as in Fig. 2�c�, but with logarithmic
frequency axis.

FIG. 9. Junction longitudinal mobility of finite periodic structure with eight
elements; the system is driven at junction 0 by a longitudinal �axial� point
force: �—� measurements; �- - -� numerical prediction using Eq. �42�; �···�
numerical prediction for a corresponding semi-infinite periodic structure. �a�
Direct mobility Yu,00= u̇0 /F0, and �b� transfer mobility Yu,80= u̇8 /F0.
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enon also causes calculated mobilities to be slightly higher
than measured results at frequencies below 20 Hz, where the
structure vibrates as a rigid mass, i.e., with a negative slope
in magnitude and a phase of −� /2.

Also shown in Fig. 9 are calculated junction-mobilities
for a corresponding, but semi-infinite periodic structure. By
comparison with the calculated mobilities of the finite peri-
odic structure, it is evident that this mostly behaves strongly
resonant despite its relatively high damping loss factor. In
frequency zones of sufficiently high attenuation constant �R,
however, it is also apparent that the finite periodic structure
can be treated approximately as being semi-infinite. In Fig.
9�b� this is seen around 1900 Hz and from 2800 Hz and
upwards, where �R�0.25 and the mobilities of the semi-
infinite and finite periodic structure are close to being iden-
tical. This is in agreement with the “10%-limit-condition”
N�R�1.5 for applying the valuable semi-infinite-structure-
assumption that was derived in Ref. 8 for maximum allow-
able response deviations of 10%, albeit for the case of mono-
coupled periodic structures.

According to Sec. II and Fig. 3�c� the longitudinal mo-
tion is controlled mainly by wave-type A up until 1066 Hz.
Thus, below this frequency, up until N=8 natural frequencies
are expected8,9 to occur within each propagation zone asso-
ciated with wave-type A, provided that there is a full
�-change of the phase constant �I. However, �I varies only
little at frequencies below 1066 Hz because the finite peri-
odic structure is significantly damped, and it is therefore very
few of these resonances of the “eight-mode groups” that are
visible in Fig. 9. The first, second, and third propagation
zones, for example, lie in the bands from 0 to 32 Hz, 41 to
205 Hz, and 224 to 540 Hz, respectively. These bounding
frequencies occur at the peaks and troughs in the dotted re-
sponse curve for the semi-infinite structure. The peaks,
which identify the lower bounding frequencies, correspond
to the natural frequencies of a single periodic element when
its longitudinal and rotational motion coordinates at junc-
tions are free whereas transverse coordinates are locked. Up-
per bounding frequencies are identified by the troughs, which
occur at the natural frequencies of an element with longitu-
dinal and rotational junction coordinates being locked and
transverse coordinates being free.9 The mode of vibration at
the lower bounding frequency of 41 Hz, for example, is
strongly influenced by the transverse beams, which all vi-
brate in-phase virtually in their fundamental sliding-free
mode. All junction longitudinal responses are also in-phase.
The upper bound at 205 Hz is controlled by the “resonating”
transverse beams vibrating in their second, virtually
clamped-free mode. Longitudinal motions at junctions are
thus virtually locked, and in the absence of damping the
transverse beams will all vibrate in anti-phase with one an-
other, because the junction-to-junction phase change is �.
This influence of the transverse beams corresponds to the
action of multiple dynamic neutralizer—or “absorbers”. The
same pattern is repeated in the next propagation zone from
224 to 540 Hz, just with increasing mode order, i.e., basically
governed by the second sliding-free mode and the third
clamped-free mode of the transverse beams.

Figure 10 shows calculated and measured cross mobili-

ties Y�,j0= �̇ j /F0 relating rotational velocities �̇ j�t� at junc-
tions to the longitudinal driving force F0�t� at junction 0.
These rotational velocities, which were measured using the
finite difference from two accelerometers placed concentri-
cally with respect to the column’s neutral axis, are caused
exclusively by longitudinal-flexural wave coupling in the
structure. Disregarding results below 50 Hz, we find good
overall agreement up until about 1200 Hz between predic-
tions and measurements for these cross-coupled responses.
Especially the peak values are almost the same at the fre-
quencies 65, 185, 224, 420, 600, and 1100 Hz. These peaks
are caused mainly by the strong longitudinal responses,
which couple into rotational responses. The broadband and
low-valued troughs centered around 100, 300, and 750 Hz
are also in agreement. These are caused mainly by the low
energy ratio of the predominantly longitudinal wave-type,
that is, wave-type A from 0 to 1066 Hz and wave-type B
from 1066 to 6400 Hz, see Fig. 3�c�. Finally, with an overall
level difference of about 5 dB the agreement is less good in
the range from 1200 to 3000 Hz.

B. Response to offset force excitation

In a second investigation the periodic structure was
driven by an offset force F0,off�t� in order to excite primarily
flexural-type waves. Figure 1 shows how the force was ap-
plied perpendicular to the first transverse beam, at a vertical
distance of 183 mm from the previous driving point. This
excitation resulted in a combined force and moment excita-
tion at junction 0, of which the effect of the moment excita-
tion was anticipated to dominate. For the prediction, this
combined excitation was determined by calculating the trans-
fer responses of the driven transverse beam and then using
reciprocity between the offset point and junction 0.

For this forcing Fig. 11 shows an example of numerical
predictions and measurements, in the form of junction rota-
tional velocities per unit offset force, that is, the rotational

cross mobilities Y�,j0,off= �̇ j /F0,off. These single point junc-
tion mobilities are largely representative descriptors for the

FIG. 10. Junction rotational mobilities Y�,j0= �̇ j /F0, for j=0–8, of finite
periodic structure with eight elements; the system is driven at junction 0 by
a longitudinal point force. �a� Numerical predictions using Eq. �42�, and �b�
measurements.
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flexural vibration in both the transverse beams and the wave-
carrying column components. The responses are here seen to
be governed by relatively narrow propagation zones, which
are separated by strong, broadband attenuation zones. There
is a fine agreement between predicted and measured results
from 50 to about 1400 Hz. At the higher frequencies, how-
ever, discrepancies are noted particularly at the deep trough
in the attenuation zone at about 1500 Hz. These deviations
probably originate from finite-difference measurement prob-
lems associated with small rotational responses at high fre-
quency troughs. Several moderate peaks from finite-system
resonances can be observed especially in the bands from ap-
proximately 50 to 115 Hz and from 350 to 540 Hz. Further-
more, at most frequencies from 1066 Hz and upwards, where
the attenuation constant of the predominantly flexural wave-
type A takes values of �R�0.35, the vibrations are attenu-
ated by more than 20 dB from junction 0 to junction 8. In the
band from 3300 to 4800 Hz this attenuation is even 40 dB or
more. This is again in accordance with the strong attenuation
constant of wave-type A in Fig. 8, and this complies also
with the predicted responses of the corresponding semi-
infinite structure in Fig. 4�b�.

Below 1066 Hz the rotational motion is expected to be
controlled by the predominantly flexural wave-type B. How-
ever, since this wave-type is strongly attenuated in some
bands, the contributions from the less attenuated and pre-
dominantly longitudinal wave-type A “takes over” after a
few periodic elements and then dominates the transmission
in the remaining parts of the periodic structure. This flexural-
longitudinal wave coupling, which results in a spatially dual-
rate decrease in magnitudes occurs in several narrow bands
in Fig. 11, but is most clearly observed from 200 to 250 Hz
and around 1200 and 2000 Hz, as is also seen in Fig. 4�b�.

V. CONCLUSIONS

Periodic structure analysis has been further developed in
this study of multicoupled periodic structures of both semi-

infinite and finite extent. Specifically examined are propaga-
tion characteristics of flexural and longitudinal-type waves in
tri-coupled periodic structures with multiresonant side-
branches in the form of asymmetrically appended transverse
beams. The fundamental understanding obtained for this type
of transmission path is of considerable practical interest, if
generalized to represent a plane-wave, normal incidence
model of a similar plate assembly such as web-stiffened pan-
els, ship hulls with decks, and floor-loaded columns in build-
ings.

Numerical results for semi-infinite and tri-coupled peri-
odic systems show that the wave transmission is governed by
a complicated pattern of propagation zones �passbands� for
the two wave solutions which can carry energy, and that
these zones are intervened by many stopbands of both mod-
erate and high-valued attenuation. It is revealed that flexural
and longitudinal motions are coupled in such systems with
multiresonant side-branches, but a parameter study also
shows that structural damping has a significant influence on
this phenomenon. The otherwise strong coupling between
flexural and longitudinal motions occurring in lightly
damped structures decreases when structural damping is in-
creased. For a tri-coupled periodic structure it is found that
this damping-dependent decrease in coupling takes place at
most frequencies for a damping loss factor value of, say, 0.01
or higher. This results in a separation of the wave-field into a
primarily longitudinal wave-type and a primarily flexural
wave-type, of which the latter is attenuated in approximately
half the frequency range considered.

By relaxing the simplifying semi-infinite-structure as-
sumption, a general expression for the junction receptances
of finite and multicoupled periodic systems is derived as a
generalization of the governing expression of mono-coupled
periodic systems.8 This new expression is used for predicting
audio-frequency vibration responses of an eight-element, tri-
coupled periodic structure to two types of point excitations
applied at its end. These predictions are compared with mea-
surements from a freely suspended and nominally identical
finite test-structure. In the case of longitudinal force excita-
tion a very good agreement is found with measured results of
the longitudinal velocity responses at junctions. Moreover, a
comparison with calculated responses for a corresponding,
but semi-infinite periodic structure, shows that the finite pe-
riodic structure behaves strongly resonant in most propaga-
tion zones despite its relatively high damping loss factor of
0.056. A good correspondence is also achieved from 50 to
3000 Hz for junction rotational velocities caused by either
the longitudinal force or a combined moment and force ex-
citation. For the longitudinal excitation these junction rota-
tional velocities are caused exclusively by the predominantly
longitudinal wave-type and hence by the coupling between
longitudinal and flexural motions. The combined moment
and force excitation is found to generate strong rotational
responses in a low frequency band from 80 to 400 Hz. How-
ever, at the higher frequencies the rotational responses are of
the same order of magnitude as those resulting “indirectly”
from pure longitudinal force excitation. Further, with the
combined excitation it is found that the junction rotational
velocities are controlled by a predominantly flexural wave-

FIG. 11. Junction rotational mobilities Y�,j0,off= �̇ j /F0,off, for j=0–8, of fi-
nite periodic structure with eight elements; the system is driven by an offset
harmonic point force F0,off acting on the first transverse beam at 183 mm
below junction 0. �a� Numerical predictions using Eq. �42�, and �b� mea-
surements.
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type. However, since this wave is strongly attenuated the
motion contributions from the significantly less attenuated
and predominantly longitudinal wave-type “takes over” after
a few periodic elements, and hence dominate the transmis-
sion and responses in the remaining parts of the periodic
structure. This type of coupling is observed in narrow fre-
quency bands for the examined structure, and this phenom-
enon would explain the spatially dual-rate exponential de-
crease in vibration magnitudes, observed in nominally
periodic multi-story buildings.
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Structural vibrations of buried land mines
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Buried landmines exhibit complex structural vibrations, which are dependent on interaction between
soil and mines as well as on their respective properties. This paper presents experimental and
theoretical studies of multimodal vibrations of buried mines and discusses the effects of burial depth
and soil properties on dynamics of the soil-mine system. The two-dimensional model of the
soil-mine system that accounts for soil-coupled mine’s multiple vibration modes and spatial
distribution of vibrations over the soil surface is introduced. The model was tested using
experiments with the plastic mine simulant. The study reveals that the soil shear stiffness is one of
the key governing parameters determining the resonance vibration frequency and the amplitude of
the soil-mine system. Burial depth, soil moisture, and consolidation are among factors leading to the
increase of the soil shear stiffness, therefore effectively influencing modal vibrations of buried
mines. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2108754�

PACS number�s�: 43.40.At, 43.28.En, 43.20.Tb �ANN� Pages: 3619–3628

I. INTRODUCTION

Recent studies1–9 have demonstrated that acoustic detec-
tion and discrimination of landmines is a complex problem
dependent upon interaction between soil and buried mines
and their respective properties. Although significant progress
has been achieved in developing a practical seismoacoustic
technique, the dynamics of soil-mine interaction are not un-
derstood thoroughly. Improving current understanding of this
complex phenomenon is a key element in enhancing detec-
tion capabilities, reducing false alarm rate, and developing
fast, adaptable, and synergetic land mine detection systems.

The traditional approach of modeling the acoustic detec-
tion problem utilizes wave equations for an elastic or po-
roelastic medium and considers a diffraction/scattering of the
propagating waves interacting with a target �mine�. This ap-
proach is widely used for the sonar mine detection modeling
and works well for the underwater mine detection. The prob-
lem of seismic detection of buried landmines is quite differ-
ent: The medium �soil� is more complex than water because
of the shear stresses, soil variability and structure, porosity,
moisture, and other factors. Land mines are buried close to
the soil surface at the depths much smaller than the wave-
lengths of the interrogating acoustic or seismic waves. In
contrast to underwater mine-searching sonars working at the
ultrasonic frequencies of tens to hundreds of kHz, seismoa-
coustic land mine detection utilizes much lower frequencies,
i.e., below 1 kHz. At the lower frequencies, the structural
dynamics �vibration� of a mine’s housing is quite different
from the dynamics at the high �ultrasonic� frequencies. Spe-
cifically, thin-shell mine housing exhibits very pronounced
structural �flexural� vibrations that are manifested in the tar-
get response to the acoustic/seismic excitation. Another very
important difference between the underwater and the land
mine detection is due to a different interaction at the mine-
medium interface.

All of these differences, in our view, require a different
approach for the modeling of the seismoacoustic land mine
detection. Thus, a simple practical lump-element dynamic
model �LEDM� of the soil-mine system has been developed
explaining dynamic interaction between mines and soil.3,4

This model treats the soil-mine system as a combination of
springs, masses, and dashpots, which represent inertial, elas-
tic, and absorptive properties of mines and soil. Although
this model explains many experimental observations and
provides insights into underlying physical mechanisms of the
soil-mine interaction, it has several limitations. Particularly,
LEDM treats a mine as a single degree of freedom �SDOF�
system ignoring spatial variability of the system’s vibration
response. In its current state, this model significantly simpli-
fies soil dynamic properties, introducing effective shear and
compressional stiffnesses of a soil column above a buried
mine without a detailed discussion of their dependencies on
soil properties, such as morphology, porosity, texture, and
moisture.

In this paper, we investigate mine’s structural vibrations
�mode shapes and natural frequencies�, their dependence on
soil mass �burial depth�, and consolidating factors, such as
moisture. We use this analysis to further advance the LEDM
to account for mine’s modal properties and soil characteris-
tics.

II. MULTIMODAL VIBRATION OF LAND MINES

Numerous field measurements1,4,7,8 revealed that many
mines exhibit well-defined resonances. It has been shown
that these resonances are indeed mine’s structural resonances
and are strongly dependent on mine geometry, design, and
condition, which suggests that mines might have complex
vibrational characteristics. Figure 1 shows a dynamic imped-
ance of an antipersonnel mine TS-50 as well as its vibration
modes at the indicated frequencies. Among more than 50
different “live” mines �real mines with explosives�
measured,4 the strongest resonances were observed in mines
which featured a relatively compliant upper casing. The dif-a�Electronic mail: azagrai@stevens.edu

J. Acoust. Soc. Am. 118 �6�, December 2005 © 2005 Acoustical Society of America 36190001-4966/2005/118�6�/3619/10/$22.50



ference �contrast� between dynamic impedances of the cas-
ing and surrounding soil allows for land mine detection using
a linear acoustic approach.1,7–10

Our measurements of real mines,4,11 conducted during
2000–2003 field tests, demonstrated that in addition to pro-
found response at the lowest resonance frequency, a buried
mine exhibits multimodal vibrations in a higher-frequency
range. The system utilized for the field measurements is de-
scribed in Ref. 12. Soil surface was excited using the acous-

tic signal in 30–1000 Hz frequency range. Simultaneously,
vibration of the soil surface was measured with a scanning
Laser-Doppler vibrometer �LDV� and processed yielding a
frequency dependent spatial distribution of vibration velocity
over the scanned area. When plotted in narrow bands, which
include subsequent resonance frequencies, these distributions
feature distinctive patterns that correspond to mine’s vibra-
tion modes as shown in Fig. 2. It is convenient to represent
results of the seismoacoustic land mine detection as two- and

FIG. 1. �Color online� Impedance of
the AP mine TS-50 and images of vi-
bration velocity of the mine’s surface
measured at the indicated frequencies.

FIG. 2. �Color online� Vibration velocity profiles �linear scale� for the AT mine M-19 buried at 2.54 cm �1 inch� in gravel: �a� 2D and �b� 3D representations
of the response at the first resonance frequency; �c� 2D and �d� 3D representations of the response at the second resonance frequency.
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three-dimensional projections of the vibration velocity distri-
bution. Figure 2 presents such projections for two vibration
modes of an antitank �AT� mine M-19 buried at 2.54 cm
�1 in.� in gravel. To visualize vibrations of this mine, we
measured vibration velocity in 225 points that, considering a
spatial step of 3.81 cm �or 1.5 in.�, covered a rectangular
area of 58.42 cm�58.42 cm �or 23�23 in.�. Figures 2�a�
and 2�b� show vibration distribution for the lowest �first�
vibration mode observed in the 106–108 Hz frequency
range. This mode is clearly visible because of a relatively
high contrast between on/off mine vibrations. On the con-
trary, Figs. 2�c� and 2�d� of the second vibration mode are
contaminated with noise. The amplitude of the second mode
is two orders of magnitude �20 dB� lower than the first mode
resulting in poor contrast. However, even for such small vi-
bration amplitudes, this mode reveals a distinctive modal
pattern.

Although higher vibration modes have a much lower
amplitude than the first mode, their presence �even if not
visible on the surface� could have important implications.
Due to coupling between vibration modes, the higher modes
in the frequency response affect the lowest fundamental vi-
bration mode paramount for detecting the buried mine.
Therefore, higher vibration modes should not be ignored es-
pecially for the model-based detection algorithms. Moreover,
multiple vibration modes could provide additional informa-
tion for classification and discrimination of the buried land-
mines.

Vibration velocities distributions shown in Figs. 1 and 2,
can be easily associated with familiar vibration modes, par-
ticularly for mines with mechanically simple uniform struc-
tures, such as a plate or membrane. Obviously, mines with
more complicated structures �stiffening ribs, varying thick-
ness, cavities for buster charges� may exhibit much more
complicated vibration distribution.

III. SOIL-MINE DYNAMIC SYSTEM MODELING

A. Modeling of the mine vibrations

In the seismoacoustic detection, a land mine’s detect-
ability significantly depends on the compliance of its upper
diaphragm. In the previous version of the model,4 the dia-
phragm was presented as a SDOF system having a mass MM

and stiffness KM related to its flexural rigidity. Although the
SDOF model adequately represented the lowest resonance of
the soil-mine system, it did not account for multiple reso-
nances and spatial vibration modes. One of the aims of this
development is to address these two issues by further extend-
ing the dynamic model for the soil-mine system to include
multiple resonances and a spatial distribution of vibrations
coupled with soil. For the modeling purposes, we represent
the mine’s upper casing as a thin uniform circular plate with
elastic edge supports. It is suggested that the linear theory of
thin plates could yield reasonable predictions because the
thickness/radius ratio of the mine’s casings are in the range
of 0.1–0.01, and the dynamic displacements are much
smaller than the casing’s thickness �three orders of magni-
tude�. Figure 3 illustrates the geometry of the problem in
which a thin uniform circular plate is elastically supported

around its circumference. The reason for considering the
elastic supports lies in the fact that the upper part of the
casing is rarely clamped; in most cases, it is also neither
pinned nor free, representing an intermediate state. In addi-
tion, when buried, mine experiences constraints due to ad-
joining soil. This also affects the upper casing and, therefore,
its boundary conditions.

Forced flexural vibrations of a circular plate with vis-
cous damping are described by the fourth-order differential
equation of the following form,13

DM · �4wM�r,�,t� + cM ·
�

�t
wM�r,�,t� + �MhM ·

�2wM

�t2 �r,�,t�

= p�r,�,t� , �1�

where cM is the damping coefficient, �M is the density of a
plate, and DM =EMhM

3 /12�1−�M
2 � is the flexural rigidity ex-

pressed in terms of the plate’s thickness hM, Poisson’s
ratio �M, and Young’s modulus EM, p�r ,� , t� is the applied
external force.

Assuming the harmonic excitation with the frequency �,

p�r,�,t� = P�r,�� · ei�t, �2�

it can be shown that the steady-state solution of Eq. �1� is a
modal expansion

wM�r,�,t� = W�r,�� · T�t� = �
m

�
n

Wmn�r,�� · Tmn�t� , �3�

where the temporal solution

Tmn�t� = Gmn · ei·��t−�mn�, �4�

includes an amplitude parameter Gmn and a phase lag behind
the excitation �mn.

The spatial mode shapes in solution �3�

Wmn�r,�� = Amn · �Jn��mnr/a�

+ Cmn · In��mnr/a�� · cos�n�� n � 0, �5�

are expressed in terms of the Bessel functions of the first, Jn,
and the second, In, kinds,14 and a is a radius of the plate. The
constants Cmn, Amn, and eigenvalues �mn are dependent on
the number of circles m and diameters n in each mode shape
and could be obtained by imposing the boundary and or-
thonormalization conditions.

FIG. 3. �Color online� Geometry of the problem in which mine’s upper
casing is represented as a circular plate with the elastic edge support.
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The elastic edge support is modeled as a combination of
the linear elastic translational and rotation springs with the
effective stiffnesses KR and KT:

Mr�a,�,t� = KR ·
�W�a,��

�r
�6�

and

Vr�a,�,t� = − KT · W�a,�� , �7�

where Mr and Vr are the bending moment and Kelvin–
Kirchhoff edge reaction expressed as Ref. 14

Mr�a,�� = − DM · � �2W�a,��
�r2

+ �M · �1

r

�W�a,��
�r

+
1

r2

�2W�a,��
��2 �	 �8�

and

Vr�a,�� = − DM · � �

�r
�2W�a,�� + �1 − �M� ·

1

r

�

��

��1

r

�2W�a,��
�r��

−
1

r2

�W�a,��
��

�	 . �9�

Using Eqs. �8� and �9�, Eqs. �6� and �7� could be reformu-
lated in terms of W�a ,��. Following Leissa14 and Kang et
al.,15 we substitute Eq. �5� into the boundary conditions �6�
and �7� and arrive at the frequency equation, which allows
for obtaining the eigenvalues �mn and the mode shape param-
eters Cmn. The constant Amn in Eq. �5� is an amplitude coef-
ficient determined from the condition for the orthonormal
modes:



0

2	 

0

a

�h · Wmn�r,�� · Wpq�r,��rdrd� = mM · 
mp
nq,

�10�

where modal numbers m ,n , p ,q=0,1 ,2 , . . . ,
 denotes the
Kronecker delta �i.e., 
mp=1, if m= p and 
mp=0, if m�p�,
and mM is mass of the plate.

Substituting Eq. �3� into Eq. �1� and employing a
method of separation of variables16,17 and condition �10�, we
obtain an expression for the displacement:

wM�r,�,t�

= �
m

�
n

Wmn�r,�� · �0
2	�0

aP�r,�� · Wmn�r,��rdrd�

mM · ���mn
2 − �2�2 + �i��mn�2

· ei·��t−tan−1���mn/��mn
2 −�2���, �11�

that reflects contribution of Gmn and �mn. Rearranging Eq.
�11� yields the complex frequency response:

HM�r,�,�� = �
m

�
n

�mn�r,��
Mmn�r,�� · ��mn

2 + i��mn − �2�
,

�12�

where �mn=�DM /�MhM ·�mn
2 /a2 is the natural frequency of

the plate, �mn=cMmn / �hM�M� is the damping coefficient for
each individual mode, and

�mn�r,�� =
1

P0
·

1

Wmn�r,��
0

2	 

0

a

P�r,�� · Wmn�r,��rdrd� ,

�13�

P0 = 

0

2	 

0

a

P�r,��rdrd� , �14�

Mmn�r,�� = mM/Wmn
2 �r,�� . �15�

It is convenient to represent the soil-mine system as an
assembly of springs, masses, and dashpots corresponding to
the elastic, inertial, and absorptive properties of mines and
soil. The advantage of such a representation is that a com-
plex phenomenon can be modeled with relatively simple and
straightforward formulations. This approach allows for utili-
zation of the electromechanical analogies and a respective
equivalent electric circuit analysis yielding simple analytical
solutions. To benefit from this advantage, we suggest substi-
tuting the previous SDOF mine model4 with the multidegree
of freedom model �MDOF�, where each vibration mode of
the mine’s casing is represented as a serial connection of
elastic, inertial, and absorptive elements. Using analogies be-
tween mechanical and electrical systems,17 we obtained an
equivalent electric circuit shown in Fig. 4. In the circuit,
elements that account for modal vibrations of the mine’s cas-
ing are denoted with the subscript M. The serially connected
capacitor, resistance, and inductance in each parallel branch
can be further reduced to a parallel connection of the admit-
tance elements YM. Reformulation of the response �12� in
terms of the admittance yields

YM�r,�,�� = �
m

�
n

�Rmn
* �r,�� + i�� · Mmn

* �r,��

− Kmn
* �r,��/���−1, �16�

where the modal mass, Mmn
* , the stiffness, Kmn

* , and the
damping parameter, Rmn

* , are defined as

Mmn
* �r,�� = Mmn�r,��/�mn�r,�� , �17�

Kmn
* �r,�� = �mn

2 · Mmn
* �r,�� , �18�

Rmn
* �r,�� = �mn · Mmn

* �r,�� . �19�

It should be noted that modal parameters Mmn
* , Kmn

* , and Rmn
*

are dependent on radial and angular coordinates r and �, thus
unequally describing in space each vibration mode. The spa-

FIG. 4. Equivalent electrical diagram for the soil-mine mechanical system.
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tially distributed dynamic impedance of the mine is inversely
proportional to the admittance �16�:

ZM��� = 1/YM��� , �20�

B. Two-dimensional model for the soil-mine dynamic
system

In the Fig. 4, elements of the circuit MS, KS1, KS2, RS1,
RS2 correspond to the dynamic mass, and respective shear
and compression stiffnesses, and damping coefficients of the
soil layer above the mine. These parameters characterize the
contribution of the soil into the joint vibration of the soil-
mine system, and are dependent on soil properties and con-
dition. Although soil is a complex medium comprised of in-
teracting discrete particles, its equivalent continuum model is
used for many engineering problems.18 In the soil layer
above a buried mine, the wavelength of a propagating elastic
wave is much larger than a characteristic dimension of the
soil granular assembly supporting the assumption of a con-
tinuous medium. When no slipping between particles occurs
and the contact behavior is neglected—such soil could be
represented as a linear elastic solid medium, providing that
contribution of pores is small. The no-slipping condition im-
plies that an internal friction allows soil to support the shear
stress and “liquefaction” �sudden loss of the shear strength
resulting in a fluidlike behavior� is not possible.

It is important to note that the dynamic response of soil
without mines is very different from the response of a soil
layer above the buried mine. In contrast to the vibration of
soil without a mine, the soil layer above the buried mine
follows bending vibrations of the mine’s casing that result in
bending of the soil layer due to its shear strength. Therefore,
the soil-mine system could be represented as two connected
plates with respective �S, ES and �M, EM. Equation �1� will
hold for the system of such two plates providing that dis-
placements of the soil layer and the mine’s casing are equal,
i.e., wS�r ,� , t�=wM�r ,� , t�=w�r ,� , t�. The flexural rigidity
and the mass per unit area, however, will be different:

D = DS + DM and �h = �ShS + �MhM . �21�

By substituting Eq. �21� into Eq. �1�, we derive the expres-
sion for the natural frequency of the two-plates soil-mine
undamped system,

�mn =
�mn

2

a2 �EShS
3/12�1 − �S

2� + EMhM
3 /12�1 − �M

2 �
�ShS + �MhM

�KS1 + KM

MS + MM
, �22�

where KS1 is a stiffness due to the shear strength of the soil
layer. Equation �22� illustrates that KS1 is proportional to the
third power of the burial depth hS, i.e., KS1hS

3. In practice,
the natural frequency of the buried mine is also dependent on
soil compression stiffness KS2=ESAS /hS that does not appear
in expression �22� but is accounted for in the dynamic model
�Fig. 4�. The choice of the elastic modulus ES in elastic con-
tinuum model depends on a number of factors that determine

soil composition, grain structure, and condition. Empirical
dependencies of the form,

ES = 2�1 + �S� · A · F�e�0
n, �23�

are suggested in literature19,20 to describe the effects of con-
fining pressure 0 and void ratio e. F�e� and the constants A
and n are determined for each type of soil. For example, for
the fine angular-grained sands F�e�= �2.973−e�2 / �1+e�, A
=2.227, and n is approximately equal to 0.5.20 Other soil
parameters participating in the dynamic model in Fig. 4
include:4 Damping coefficients RS1, RS2 which are both
proportional to the soil depth, and mass MS=�SAShS,
where the effective area AS=	aS

2. These dynamic param-
eters allow for determining soil dynamic impedances in
the equivalent electrical diagram depicted in Fig. 4:

ZS1��� = RS1 + i�MS� − KS1/�� and ZS2��� = RS2 + iKS2/� .

�24�

The total dynamic impedance of the soil-mine system is
therefore

Z��� = ZS1��� + Z����, where Z���� =
ZS2��� · ZM���
ZS2��� + ZM���

.

�25�

C. Experimental validation of the model

A suggested modeling approach was tested in the labo-
ratory experiment using a plastic mine simulant. The mine
simulant is essentially a 24.8 cm �9.75 in. diameter� cylindri-
cal plastic container, which is used by the U.S. Army as a
practice target. In the experiment, the flush-buried mine
simulant was exposed to the acoustic excitation from a loud-
speaker in 30–1000 Hz frequency range, and the resulting
vibration velocity was measured with a LDV. To obtain the
dynamic admittance of the target depicted in Fig. 5, its vi-
bration velocity was divided by the acoustic pressure mea-
sured with a microphone located in close proximity to the
LDV measuring point. Figure 5 presents an admittance in
that particular point on the surface of the plastic mine simu-
lant. Scanning the area over the mine’s casing with the LDV
allowed for presenting, in Fig. 5, spatially distributed vibra-
tion velocity profiles at the resonance frequencies.

In order to compare these experimental results with the
results calculated using the analytical model described in the
preceding section, we have to find the boundary condition
parameters defined in Eqs. �6� and �7�. The flush-buried mine
is constrained by the adjacent soil in the radial direction.
Although this condition significantly restrains radial vibra-
tions, it also affects the boundary condition of the mine’s
upper plate. Therefore, we consider a general case of bound-
ary conditions modeled as a combination of translational and
rotational edge stiffnesses. To fit the experimental data, the
following constraints were chosen for a numerical example:
Translational factor KT ·a3 /D=32, rotational factor
KR ·Da−1=1. Parameters of the plastic mine included the
plate’s radius a=12.4 cm, thickness hM =2.3 mm, density
�M =1150 kg/m3, Young’s modulus EM =17�109 Pa, and
Poisson ratio �M =0.3.
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The parameters above were substituted into the bound-
ary conditions �6�–�9� to yield eigenvalues �mn and modal
constants Cmn. Using the expression for the mode shapes �5�
and the condition �10�, we obtain the normalization coeffi-
cients Amn that control respective amplitudes of vibration
modes. Detailed procedure and a MATLAB code for calculat-
ing �mn, Cmn, and Amn is described in Ref. 21. Equation �5�,
combined with Eqs. �13�–�15�, allows for calculating the dy-
namic admittance �16�. This admittance includes modal
mass, stiffness, and damping parameters described by Eqs.
�17�–�19�. The results of the modeling are presented in Fig.
5, which shows good agreement between calculated and
measured admittances. Although our model predicts five vi-
bration modes in the mine’s frequency response, only three
are noticeable in the experimental curve because the re-
sponse was measured in a particular location. Indeed, as il-
lustrated in Fig. 5, scanning the surface of the mine’s casing
with the LDV revealed the “missing” modes at 249 and
419 Hz.

IV. SOIL EFFECT ON MINES’ VIBRATIONS

A. Soil effect on the vibration amplitude

A range of factors influences manifestation of the mine’s
vibration modes on the soil surface; suggested that contrib-
uting factors include the soil mechanical loading, the inho-
mogeneity of the soil content, the soil layering, the distribu-
tion of moisture in the soil, vegetation, and weathering.22,23

As a result, the soil layer above the buried mine considerably
affects its dynamic response, diminishing vibration ampli-
tudes and shifting resonant frequencies. At deeper depths, the
soil vibration amplitude measured above the buried mine is
comparable with the “off mine” level resulting in poor de-
tection and discrimination. Figure 6 shows vibration velocity
profiles at various resonance frequencies of a plastic mine
buried at gradually increasing depths. The images were ob-
tained by scanning the surface over the buried mine with the
LDV. The experimental setup for the measurements was
identical to the setup previously used for a flush-buried mine,

with the only difference being that during this test uniform
layers of dry sand were distributed over the mine simulating
burial depths in the range of 2 mm to 80 mm. According to
Fig. 6, in the frequency range below 1 kHz, a flush-buried
�zero-burial depth� plastic mine exhibits at least three well-
defined vibration modes. The vibration amplitude of each
higher mode is approximately 20 dB lower than the preced-
ing mode. Introduction of a 40 mm soil layer above the mine
results in considerable diminishing of the second- and first-
modal vibration amplitudes. The third vibration mode be-
comes invisible. A further increase in the burial depth leads
to a gradual amplitude reduction, until the mine’s vibration
response reaches the off mine level and the mine is indistin-
guishable from the surrounding soil.

Another representation of the vibration amplitude reduc-
tion due to burial depth is given in Fig. 7, which shows
dynamic admittances of the plastic mine simulant measured
in a particular location next to its center. The peaks of the
lowest resonance in the figure are labeled with the letters
A–F, that correspond to the gradually increasing depth of the
sand column above the mine. The other resonance noticeable
in the frequency response is denoted with letters B2, C2, D2,
and E2. The figure demonstrates that the amplitudes of both
modes decrease as the thickness of the sand column in-
creases. Multimodal behavior for the studied mine is observ-
able up to the depths of 40 mm, although for the burial
depths above 20 mm the high-frequency responses are indis-
tinguishable from the off mine vibrations and were simply
removed from the figure for the clarity of presentation.

Understanding physical mechanisms that contribute to
the reduction in vibration amplitude is crucially important,
since the amplitude is a key parameter used in the land mine
detection. Certainly, dissipation of the elastic energy in an
increasing layer of soil plays an important role. Figure 8
illustrates that the damping ratio �=1/ �2·Q�, where Q is a
quality factor obtained for the first vibration mode in Fig. 7,
is nonlinearly dependent on the burial depth. This suggests
that, in addition to friction, there could be other mechanisms
contributing into the amplitude reduction. We believe that the

FIG. 5. �Color online� Experimental and modeling re-
sults for the flush-buried plastic mine.
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increasing shear stiffness, KS1, plays a considerable role af-
fecting both the amplitude and the frequency of the reso-
nance vibration.

It is well known that in the SDOF system, the increasing
stiffness shifts the natural frequency upward without affect-
ing the vibration amplitude. However, in the MDOF system,
the increasing stiffness may result in diminishing the vibra-
tion amplitude as it shifts the resonance frequency toward the
antiresonance, where the amplitude is minimal. In the soil-
mine dynamic system, these so-called “transmission zeros”
were discussed by Yu et al.24,25 We suggest that in the pres-
ence of the antiresonances, the increasing soil shear stiffness
affects the vibration amplitude of the buried mine. This phe-
nomenon is illustrated in Fig. 9, showing calculated admit-

tances for the VS.-1.6 AT mine that features two resonances
and one antiresonance at approximately 380 Hz. The solid
line in the figure is the admittance of the unburied mine
obtained by fitting the experimental data.4 The dotted line
represents the admittance of the mine buried at 1 cm, where
KS1=2�106 Pa/m. Then, without modifying other param-
eters in the model, we calculated admittances for the higher
shear stiffness: KS1=7�107 Pa/m �dashed line� and KS1

=1.2�108 Pa/m �dashed-dotted line�. As could be seen
from the figure, the vibration amplitude of the mine buried in
the stiffer soil decreased substantially. Depending on the soil
type and condition, the stiffness could vary in a wide range;
but compacted or consolidated soil, in general, is stiffer than
the loose soil. There are many factors that can lead to the soil
stiffening,18 among them are moistening and freezing. There-

FIG. 6. �Color online� Vibration ve-
locity profiles measured on the soil
surface above the mine buried at dif-
ferent depths.

FIG. 7. �Color online� Soil admittances measured above the mine buried at
increasing depths. FIG. 8. Damping ratio versus burial depth.
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fore, under these conditions, the soil stiffening may reduce
the vibration amplitude of the buried mine. This observation
has an important practical implication since it may explain
some difficulties in detecting mines buried in consolidated or
frozen soils. The effect of amplitude reduction due to soil
stiffening is also accompanied by the upward resonance fre-
quency shift that we discuss next.

B. Effect of burial depth on the resonance frequency

In addition to reduction of the vibration amplitude, the
soil layer above the mine causes the resonance frequency
shift. For relatively small depths, Fig. 7 clearly shows a
downward resonance frequency shift attributed to the contri-
bution of additional soil mass. The downward resonance fre-
quency shift is observable not only for the first vibration
mode, but for higher modes as well.

It should be noted that effects of the amplitude reduction
and the downward resonance frequency shift caused by the
soil distributed over the mine surface are well understood
and have been observed for the lowest mine resonance in
both laboratory measurements and field tests.1–6,8 However,
recent investigations10,11,22,23 revealed that at certain depths
buried mines exhibit an unexpected upward frequency shift,
suggesting more complex dynamics of the soil-mine system.
Figure 7 indicates that the first resonance frequency de-
creases and then, at a certain burial depth, starts to increase
exhibiting an upward frequency shift at greater depths. The
initial decrease of the resonance frequency, i.e., A �0 mm�, B
�2 mm�, C �10 mm�, D �20 mm�, could be attributed to the
effect of additional mass of the soil resting on the mine’s
upper plate. This phenomenon is consistent with the added
mass theory and was observable up to the soil depth of
20 mm. However, after increasing the burial depth, we no-
ticed an abnormal increase of the resonance frequency, so
that E �40 mm� and F �80 mm� almost coincided with C
�10 mm�, and B �2 mm�. The resonance frequency of the
higher-mode exhibits comparable behavior. Although highly
suppressed, the E2 resonance indicates the upward frequency
shift similar to the one observed for the first resonance.

Another representation of the unusual upward frequency
shift is given in Fig. 10�a� where we plotted a relative fre-

quency of the first resonance versus the burial depth. The
relative frequency in the figure is a ratio between the natural
frequency at the current burial depth and the natural fre-
quency of the flush-buried mine, i.e., at zero depth. Consis-
tent with the previous observation, at small depths, the rela-
tive frequency decreases due to additional mass of the soil
layer. However, at the depth of 15 mm, the frequency starts
to increase contradicting assumption of the added mass. It is
suggested that this frequency increase is caused by variation
of the soil-mine dynamic stiffness as the burial depth in-
creases. We considered two possible explanations of this
phenomenon. The first deals with stiffening of the mine cas-
ing because of the nonlinear stress-strain relationship for the
casing. In other words, additional soil mass modifies the
stiffness of the casing and, therefore, the cumulative stiffness
of the whole soil-mine system. This explanation, however,
could hold for the exceedingly high stresses which are un-
likely to occur under the given experimental conditions. To
estimate the effect of the casing stiffening cased by the ad-
ditional mass, we conducted an experiment where concen-
trated weights were placed on the casing and the frequency
response was measured using the LDV and the microphone.
The test data were superposed in Fig. 10�b� with results of
the theoretical calculations. In contrast to Eq. �22�, which
accounts for both soil added mass and stiffness, formulation
used in this case accounts for the effect of added mass only:

fh/f0 = �0.25 · mM/�MS + 0.25 · mM� . �26�

Equation �26� predicts only a downward frequency shift,
which is supported by the experimental data in Fig. 10�b�. As
can be seen from this figure, we obtained very good agree-

FIG. 9. �Color online� Calculated admittances of the AT mine VS-1.6 illus-
trating diminishing of the vibration amplitude due to soil stiffening.

FIG. 10. �Color online� Relative resonance frequency of the first �lowest�
mode versus �a� burial depth and �b� added mass.
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ment between the measured data and the theoretical predic-
tion. Therefore, we conclude that the upward frequency shift
is unlikely to result from the casing’s stiffening, but is rather
caused by a different physical mechanism.

We have indicated previously that the dynamic behavior
of soil without a mine and a soil column above a buried mine
differs significantly. Flexural vibrations of the mine casing
result in bending of the soil layer above the mine. This effect
occurs because soil, in contrast to fluid, supports shear stress.
In the case of the bending vibrations, stiffness of the soil
layer above the mine is proportional to the cube of the lay-
er’s thickness, as predicted by Eq. �22�. We suggest that the
upward frequency shift is related to the complex dependence
of the soil stiffness on the burial depth. When the depth
increases, so does the additional mass and the soil stiffness.
According to Eq. �22�, stiffness increases insignificantly at
small depths, and its effect is negligible. However, at greater
depths, the increase of the soil stiffness is considerable, and
this effect overcomes contribution of the additional mass ex-
plaining the upward frequency shift. Figure 10�a� presents
experimental data and results of the theoretical calculation
where the shear stiffness of soil was considered as being
proportional to the cube of the burial depth, KS1h3, as our
model suggests. Soil parameters that enter into the calcula-
tion according to Eqs. �22� and �23� corresponded to the
well-graded sand: e=0.4, �S=1600 kg/m3, and �S=0.3. As it
could be seen from Fig. 10�a�, theoretical calculations match
well with the experimental data, supporting validity of the
given explanation.

Recent experimental work23 of Korman and Sabatier
provided yet another confirmation of importance of the shear
stiffness. To eliminate the contribution of the shear stiffness,
authors substituted a soil layer above an oscillating plate
with a water column. In contrast to experiments in which an
upward frequency shift was observed for relatively thick soil
layers, the test involving the water column has yielded only a
continuous decrease of the resonance frequency.

In addition to laboratory experiments, we studied the
effect of the upward frequency shift in field tests. Figure 11
shows the field data for AT mines VS-1.6 buried in sand and
gravel. Despite differences in soil composition, the upward
frequency shift was observed in both soils. Therefore, at rela-
tively large depths, effects of additional stiffness due to the
soil layer cannot be neglected and should be modeled appro-
priately using the soil stiffness proportional to the cube of the
burial depth.

C. Effect of moisture

Depending on field and soil conditions, dynamic re-
sponses of buried mines could vary in a broad range. This
variation occurs because environmental factors directly in-
fluence mechanical properties of the soil layer above the
mine. For example, soil moisture could be particularly im-
portant because field conditions could vary from extremely
dry weather to heavy rain. It has been observed that vibra-
tions of a mine buried in wet soil could be considerably
different from the one buried in dry soil. To understand and
quantify the effect of moisture, we conducted a laboratory

test in which the plastic mine simulant of radius 9.8 cm was
buried under gradually increasing sand depths subjected to
controlled levels of water saturation. Soil water content was
calculated using a gravimetric method:

WC = Wwater/Wsoil · 100 % , �27�

where Wsoil and Wwater are respective weights of soil and
water.

Initially, we repeated an experiment with the layers of
dry sand shown in Fig. 10�a�. A relative frequency shift of
the first resonance frequency F�h ,0% � /F�0,0% � caused by
increasing burial depths, h, was measured and results are
presented in Fig. 12 with solid dots. Then, the test was re-
peated for sand layers of the same depths but different water
contents, ranging from 2.6% to 18%. Moisture was uni-
formly distributed throughout the layers and was kept con-
stant for each test run. Experimental results in Fig. 12 show
that moisture considerably affects the resonance frequency of
the buried mine, especially at deep depths.

It is interesting to note that a significant upward fre-
quency shift occurs for a relatively small water content and
does not change much at higher moisture levels. This obser-
vation, coupled with our previous conclusion that an upward
frequency shift is due to the soil shear stiffness increase,
leads us to believe that the introduction of moisture results in
soil stiffening due to consolidation. As the test shows, even

FIG. 11. The resonance frequency deviation versus the burial depth for
VS-1.6 AT mine.

FIG. 12. Effect of the burial depth and water content on the resonance
frequency of the buried mine.
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relatively small water content creates an appreciable consoli-
dation �stiffening� effect. Further increases of the water con-
tent adds little to already consolidated soil, resulting in an
insignificant frequency shift.

V. CONCLUSIONS

Multimodal vibrations of buried landmines were ob-
served in both field and laboratory experiments. These
modes are modeled as oscillators with spatially distributed
effective masses, stiffnesses, and damping parameters, and
included into the previously developed lump-element model
of the soil-mine dynamic system showing good agreement
with the experimental data.

Vibration of buried mines is significantly affected by
soil on top of the mine. The most noticeable effects include
shifting the resonance frequencies and diminishing the vibra-
tion amplitudes as the burial depth increases. Decrease of the
vibration amplitude is accompanied by an initial decrease of
the resonance frequency due to additional soil mass. Interest-
ingly, while the amplitude of vibrations continues to dimin-
ish, after a certain burial depth, the resonance frequency
shifts upward. This phenomenon, observed in field and labo-
ratory measurements, cannot be explained by a conventional
approach that considers only the effect of additional soil
mass. It is assumed that an upward frequency shift occurs
because the soil shear stiffness increases with the burial
depth. The upward frequency shift becomes apparent when,
after a certain burial depth, the stiffening effect dominates
over the contribution of additional soil mass. Consistent with
the theory, experimental data show that the soil shear stiff-
ness is proportional to the cube of the burial depth. Labora-
tory experiments revealed that the soil moisture results in
further stiffening of the soil, thus amplifying the upward fre-
quency shift. The soil stiffening has another interesting im-
plication: The resonance frequencies shift toward the anti-
resonance resulting in reduction of the soil-mine vibration
amplitude.
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This article presents the results of a noise survey at Johns Hopkins Hospital in Baltimore, MD.
Results include equivalent sound pressure levels �Leq� as a function of location, frequency, and time
of day. At all locations and all times of day, the Leq indicate that a serious problem exists. No
location is in compliance with current World Health Organization Guidelines, and a review of
objective data indicates that this is true of hospitals throughout the world. Average equivalent sound
levels are in the 50–60 dB�A� range for 1 min, 1

2 , and 24 h averaging time periods. The spectra are
generally flat over the 63–2000 Hz octave bands, with higher sound levels at lower frequencies, and
a gradual roll off above 2000 Hz. Many units exhibit little if any reduction of sound levels in the
nighttime. Data gathered at various hospitals over the last 45 years indicate a trend of increasing
noise levels during daytime and nighttime hours. The implications of these results are significant for
patients, visitors, and hospital staff.
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I. INTRODUCTION

The importance of noise in health care has been recog-
nized for years, as evidenced by a statement in 1859 by
Florence Nightingale1,2

“Unnecessary noise, then, is the most cruel absence
of care which can be inflicted either on sick or
well.”
However, little work has been done to characterize and

reduce hospital noise even though it routinely ranks among
the top complaints of hospital patients, visitors, and staff.3,4

There are a small number of hospital noise surveys in
the open literature,4–21 and some studies that specifically
consider intensive care units,14,16,22–35 operating rooms,36–42

and nurseries.43–48 A few address tools found in hospitals,
particularly incubators and instruments used in
orthopedics.10,49–53 All of these studies are generally con-
ducted by physicians and nurses and reported in the medical
literature, which is also replete with editorials and letters
railing against noise.54–58 Taken as a whole, this body of
literature suggests that a significant problem exists, and that
it is generally getting worse rather than better, even in new
construction.

Interestingly, the literature on typical hospital noise lev-
els is generally limited to overall noise levels �either linear or
A-weighted�. There is little mention of typical spectra and
even less discussion of additional measures of the noise such
as spectral quality, tonality, and time variance. This makes it
quite difficult to discuss the noise in terms of human physi-
ological and psychological response.

There are only a handful of reports dealing with control
of hospital noise,1,43,59 and these are almost entirely limited
to administrative control measures such as closing doors and
asking staff to speak softly. Such measures have not met with

great success in industrial settings where there is, in theory,
greater control over personal behavior than exists in hospi-
tals. A notable exception to this is the recent study by Akhtar
et al.60 in which noise canceling headphones were given to
medical staff and the parents of children in a pediatric inten-
sive care unit �PICU�. This study found that subjects gener-
ally perceived the headphones to offer an improvement in the
environment, but overwhelmingly said they would prefer not
wearing them in spite of this improvement.

Noise in hospitals is important for a number of reasons
in addition to the obvious issue of annoyance. There is evi-
dence that the high sound levels in the hospital contribute to
stress in hospital staff61 and a suggestion from one study that
noise contributes to staff burn-out.62,63 Further, there is some
evidence that noise negatively affects the speed of wound
healing. Fife64 showed that hospital stays for cataract surgery
patients increased during the time of higher noise due to
construction of a new building. Also, Minckley65 found that
more medications were required for surgical patients in re-
covery when the sound levels present were high �over 60 dB
re 20 �Pa�. Wysocki,66 Toivanen et al.,67 and Cohen68 have
all shown delays in wound healing in animals �mice and rats�
when noise is present.

There are a few studies of the effects of noise on perfor-
mance in hospitals, but these present conflicting results.
Hawksworth et al.69 looked at the performance of trainee
anesthetists on a set of two standard psychomotor tests in the
presence of music, white noise, and silence and found no
difference in performance. Similarly Moorthy et al.70 studied
the ability of surgeons to place three laparoscopic sutures on
a suture pad in quiet and noisy conditions using background
operating room noise and music. They found no significant
differences in performance with and without sound present.
Park et al.71 conducted a study of orthopedic surgeons in
which they were asked to read x-rays in the presence of
controlled levels of noise. It was found that there was noa�Electronic mail: ilenebv@jhu.edu
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significant performance difference between noisy and quiet
conditions, but overall residents who preferred quiet did bet-
ter in quiet environments, and those who stated no prefer-
ence performed equally as well in both noise and quiet. By
contrast, Murthy et al.39 found that mental efficiency and
short-term memory declined in the presence of typical oper-
ating room noise for anesthetists. Murthy et al. also found
that speech discrimination declined 23% and speech thresh-
olds increased roughly 25% for the same level of
comprehension72—a result with important implications for
medical safety.

Finally, noise in hospitals could become important if it
permits one facility in an area to advertise a better patient
environment than other hospitals, i.e., if it offers a competi-
tive advantage.

While the problem of hospital noise has not been ad-
equately addressed, there are established guidelines and stan-
dards which deal with hospital noise. The World Health Or-
ganization �WHO� included guidelines for hospitals in their
Guidelines for Community Noise published in 1995.73 These
guidelines recommend an Lmax of no more than 40 dB�A� �re
20 �Pa� at night measured on the fast setting. They also
suggest patient room Leq of no more than 35 dB�A� during
the day and 30 dB�A� at night. The American National Stan-
dards Institute, Inc. �ANSI� also mentions hospital noise but
uses different measures for their standard. ANSI S12.2, pub-
lished in 1995, recommends a maximum RC�N� �neutral

spectrum room criterion� value ranging from 25 to 40 de-
pending on the room type, and a maximum NCB �balanced
noise criterion� value ranging from from 25 to 40.74 The
Environmental Protection Agency �EPA� document which
summarizes the significant community noise studies done in
the late 1960s makes its recommendations in terms of the Ldn

�day-night sound pressure level�, which should not exceed
45 dB�A�.75 Of these standards and guidelines, we find the
WHO values most frequently cited in the literature and thus
we will rely on those in this article. We will show in the
following that existing measures of sound pressure levels in
hospitals exceed these guidelines significantly, and have for
many years.

This article is the first step in a larger project to improve
the sound environment in hospitals. It focuses on the existing
sound pressure levels in a major US hospital and puts these
in the context of sound pressure levels reported at hospitals
in the last few decades. The measured data confirm the ex-
istence of a serious noise problem.

II. HOSPITAL NOISE LEVELS OVER THE YEARS

Although the literature on hospital noise is thin, some
reliable noise measurements have been made at a variety of
hospitals throughout the world over the last 40–50 years and
published in the open literature. We reviewed these data
carefully to enable us to answer the following basic ques-

FIG. 1. A-weighted equivalent sound pressure levels measured in hospitals during daytime hours as a function of the year of study publication. Error bars
indicate that data were given as a range spanned by the error bar. In these cases, the data point is shown as the logarithmic average of the range extreme values.
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tions: Is there any indication that hospital noise levels are
changing over time? Do hospital noise levels vary dramati-
cally from hospital to hospital? Do hospital noise levels vary
significantly with type of unit?

In gathering data to answer these questions, we discov-
ered a problem with the hospital noise literature that had
been previously noted by Philbin.48 The vast majority of the
published literature on hospital noise has been written by
medical staff with little or no training in acoustics. Unfortu-
nately, there tends to be a consistent error in the presented
results, namely that average sound pressure level information
is published, but that the average has been computed errone-
ously by taking the mean of the decibel values read on a
meter. The normal presentation gives a mean and a standard
deviation �in decibels�. To ensure the validity of our analysis,
we considered all literature we could find that took correct
averages, or presented raw data that we could average, or
that presented a standard deviation of 1 dB or less. We also
included data that were given as a range, and we show this as
a data point at the decibel average of the range end points
with error bars showing the span cited. Given the absence of
a hospital noise standard, the measurements in the literature
also vary from A-weighted Leq to unweighted Leq to Lpeak or
other measures. For consistency, we considered only
A-weighted Leq values, as these were most often measured.
Even with this restriction, we should note that there is no
known uniformity in the averaging time for the Leq; nor is it
known whether the sound level meter gathering data in each
case were set to slow or fast.

Figures 1 and 2 show the results of our compi-
lation of existing noise
studies.5–8,10–15,18–23,25,31–33,35,37–39,46,48,59,61,65,76–78 In these
and all other figures in this article, dB�A� is referenced to
20 �Pa and decibel averages refer to logarithmic or energy
averages. The A-weighted Leq are graphed as a function of
the year of publication of the study. Figure 1 shows results
for daytime hours and Fig. 2 for nighttime hours �using the
same hourly division as in the Ldn when possible�. When the
data provided did not specify time, they were included in the
daytime graph only. The results include hospitals of various
types �major research facilities to community hospitals� lo-
cated throughout the world. They make no distinction based
on type of medical unit observed.

Figures 1 and 2 show three items of interest. First, not
one published result shows a hospital which complies with
the WHO guidelines for noise in hospitals. Most of the data,
particularly that which is recent, shows sound levels
20–40 dB�A� higher. This certainly raises the question of
what significance the guidelines have.

Second, there is a clear trend for rising hospital noise
levels consistently since 1960. A straight line fit to the data
�included in the figures� shows an increase, on average, of
0.38 dB per year for daytime levels, and 0.42 dB per year
for the nighttime levels. The correlation coefficient for the
straight line fit is r=0.66 for the daytime levels and r=0.59
for the nighttime levels. The �logarithmic� average
A-weighted Leq in hospitals have risen from 57 dB�A� in

FIG. 2. A-weighted equivalent sound pressure levels measured in hospitals during nighttime hours as a function of the year of study publication.
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1960 to 72 dB�A� today during daytime hours, and from
42 dB�A� in 1960 to 60 dB�A� today during nighttime
hours.

Third, Figs. 1 and 2 show remarkably little variation
given that the results are for widely different sorts of hospi-
tals and medical units. Regardless of the reasons for this
relative consistency, it suggests that the problem of hospital
noise is universal, and that noise control techniques might
also be expected to be applicable broadly. The bulk of the
work on hospital noise has centered on intensive care units
and operating rooms �with emphasis on orthopedic surger-
ies�. These units do tend to show higher Leq on average than
other units included in measurement data, but not dramati-
cally so.

The next sections of this article present new data on
noise levels at a particular hospital—Johns Hopkins Hospital
in Baltimore, MD. Johns Hopkins Hospital �JHH� is a large
research medical facility which services a very broad com-
munity. It has been the top ranked hospital in the US �ac-
cording to US News and World Report� for the last 14 years.
As we will show in the following, the noise levels at JHH are
completely consistent with the above-presented results.

III. EQUIVALENT A-WEIGHTED SOUND PRESSURE
LEVELS IN JOHNS HOPKINS HOSPITAL

Over the last year, we have obtained sound pressure
level measurements at five different locations in Johns Hop-

kins Hospital. These are the Pediatric Intensive Care Unit
�PICU�, Weinberg 4C, Weinberg 5C, the Children’s Medical
Services Center 4th floor �CMSC4�, and Nelson 7. Weinberg
is the oncology center of JHH. Weinberg 5C differs from
Weinberg 4C in that Weinberg 5C has no acoustical tile ceil-
ing because it houses immuno-compromised patients and
there is concern about the holes in the standard acoustical
tiles trapping bacteria. Weinberg is the newest patient care
building in the hospital and came on line in 1999. CMSC4
and the PICU are pediatric units, with CMSC4 being a
medical/surgical unit and the PICU housing intensive care
children �but not neonates�. Nelson 7 is an adult medical/
surgical unit. Nelson 7, CMSC4, and the PICU are all housed
in the older portions of the hospital, which are now roughly
50 years old.

At each unit we used a consistent protocol for measure-
ments. We first measured one-minute Leq at many locations
on the unit, always including patient rooms, hallways, and
nurses stations. We simultaneously obtained octave-band
sound pressure levels at every location. Subsequently, we
obtained 24-h measurements at a minimum of three places
per unit—a patient room, a nurses station, and an examina-
tion room or empty patient room. In every case we requested
that patients, staff, and visitors continue with their normal
activity. All measurements were obtained with a Larson-
Davis system 824. Results were downloaded to a PC for
analysis. Measurements in hallways and patient rooms were

FIG. 3. A-weighted equivalent sound pressure levels measured in various locations in the PICU. Here and subsequently, NS indicates a nursing station.

3632 J. Acoust. Soc. Am., Vol. 118, No. 6, December 2005 Busch-Vishniac et al.: Noise levels in Johns Hopkins Hospital



made near the room center at a height of roughly 4.5 ft.
Some of the halls and some of the rooms had acoustical tile
ceilings but no other acoustical treatment. Other locations
had no acoustical treatment whatsoever. Thus, we found all
of the facilities to be quite reverberant.

Figures 3–8 show the 1 min A-weighted Leq as a func-
tion of location. In each case, the figure shows the Lmax, Leq,
and Lmin obtained using the slow averaging setting of the
meter. In general, there is more variation between rooms on
a unit than between hall measurements. This is almost cer-
tainly a reflection of the variations in activity in different
patient rooms with higher levels corresponding to rooms
with multiple visitors or louder playing of the TV.

Figure 3 shows an almost uniform set of sound levels
throughout the PICU, which is somewhat surprising given its
L-shaped geometry. The office measurements listed on this
figure are two measurements at the office of Nurse Manager
Claire Beers. Her office is at the extreme end of the unit. The
higher sound level corresponds to the door open, and the
lower value to the door closed. All rooms on the unit were
occupied. Nurses stations are distributed throughout the
larger patient rooms in addition to a main nurses station in
the corridor.

Figures 4 and 5 show Weinberg results. From these we
see that the new building is not particularly quieter than the
older buildings. This is surprising given that noise was an
issue considered during Weinberg design and construction.

Indeed, the construction design called for NC-35 for the new,
unoccupied building. Weinberg 4C is significantly quieter
than 5C due to the acoustical tile ceiling there. Further, hos-
pital air flow rates have increased significantly in the last
50 years so the older buildings are now driving more air
through air ducts than the system was originally designed to
handle, while Weinberg was built to handle the current
HVAC standards.

Figure 6 shows the 1 min averaged A-weighted Leq mea-
sured in CMSC4. CMSC4 is a particularly interesting loca-
tion because it serves as a living laboratory for the study of
hospitals. One of the corridors in this unit is the traditional
straight corridor with small indentation places located along
the walls which house computers for staff to enter patient
data. These tend to be places where physicians congregate,
particularly during rounds. The other corridor is nominally
parallel to the conventional one, but has been built intention-
ally with a curvature to it. This prevents line of sight contact
down the entire length of the hallway. On the curved corri-
dor, there are small cubicles oriented at 90° to the corridor
axis for staff to enter patient data. CMSC4 also has modified
their nurses station so that there is a small reception area at
the entry to the unit and a larger work area midway into the
unit. This contrasts with the conventional approach of con-
gregating the entire nurses station in a single location �except
in intensive care units�. Figure 6 shows that there is essen-
tially no acoustical advantage gained by the curved corridor.

FIG. 4. A-weighted equivalent sound pressure levels measured in various locations in Weinberg 4C.
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The results for straight corridor rooms �left half of the figure�
are about the same as those for the curved corridor �right half
of the figure�.

Figures 7 and 8 show the sound levels on Nelson 7. Here
we were able to get measurements in rooms with a greater
range of uses, and this is reflected in the variability shown in
Fig. 7. The rooms with the highest sound levels were a staff
conference room and a patient room with loud conversation.
The quietest room was an empty equipment room.

Figures 3–8 indicate which measurements were in hall-
ways, which in rooms, and which at nurses stations. By con-
sidering the nurses stations separately, one sees a pattern
emerge—they are generally noisier than the other areas on
the unit by 1–2 dB�A�. We can also consider the few rooms
that were empty and note that they were generally quieter
than the occupied rooms, but not always. In particular, when
the empty rooms were near nurses stations, they were noisier
rather than quieter than the other rooms on the unit. Finally,
we had a single set of measurements with an empty room in
which we were able to consider the effect of closing the
room door. This yielded a noise reduction of 2.2 dB�A� only.
Although we did not measure noise transmission through
walls from one patient room to another, we did not hear any
such sound transmission at any point during our measure-
ments.

Figure 9 presents the logarithmic average Leq, Lmax, and
Lmin measured on each of the five units. Also shown in that

figure are the WHO guidelines for operational hospital facili-
ties, and representative levels for normal speech and shout-
ing as measured at typical speaker/listener distances. This
figure makes three compelling points. First, it is clear that
there is little variation in the measured sound levels from
among the five units studied at JHH. Average Leq vary from
50 to 60 dB�A�. The PICU is the noisiest unit of the five,
while CMSC4, Weinberg 4C, and Nelson 7 are very similar
in level and are quietest.

The second interesting observation comes from compar-
ing the measured noise levels to WHO guidelines and the
typical speech levels �as cited in the WHO report�. Clearly,
the observed sound levels exceed the WHO guidelines
significantly—by at least 20 dB�A� on average levels, and by
at least 15 dB�A� on Lmax. Further, all of the measured loga-
rithmic average sound levels exceed the typical speech level
for communication between two people of 45–50 dB�A�,
suggesting that staff need to raise their voice routinely in
order to be heard above the noise. Given the evidence that
sound levels in hospitals are rising annually, there is reason
to be concerned that it might eventually be difficult to com-
municate orally even by means of shouting.

Third, the values given in Fig. 9 are a little below those
shown in Fig. 1 for 2004, but not dramatically so. They thus
complement the pattern shown in Figs. 1 and 2 of a generally
rising sound pressure level within hospitals regardless of
their type or location.

FIG. 5. A-weighted equivalent sound pressure levels measured in various locations in Weinberg 5C.
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IV. SOUND SPECTRA

Figure 10 shows the sound level in octave bands at the
various measurement locations of the PICU. With the excep-
tion of the very lowest curve, measured at the Nurse Manag-
er’s office, the spectra are very similar in shape. The spec-
trum is nearly flat between the 63 and 1000 Hz octave bands,
rolling off slowly at higher frequencies, and increasing at
frequencies below the 63 Hz band. The flat sound spectrum
region generally encompasses the speech band and, at the
low frequency end, is almost certainly caused by heating,
ventilating, and air conditioning noise. Given the constant
chatter in hospitals and the mobile sources �doctors and
nurses in halls for instance� it is not surprising to find the
spectrum shown in Fig. 10.

The octave band levels for the other hospital units mea-
sured are quite similar in form to that shown in Fig. 10. What
we present in Fig. 11 is the logarithmic average Leq in each
unit in each octave band. Note the similarity in shape of the
curves, although there is a significant difference in the levels.
The largest difference shown in Fig. 11 is 18 dB in the
16 kHz octave band, although the difference is more typi-
cally 5–10 dB. In JHH, then, there is significant difference
from unit to unit, although the overall form of the spectra is
quite similar.

The low frequency noise in the units is commonly found
in buildings and likely relates to the air handling system. We

obtained a small amount of data using a microphone directly
under an air vent and an accelerometer mounted on the wall
a short distance away. By considering the correlation be-
tween the two signals �with appropriate time delay for travel
to the wall from the air vent� it is possible to determine
whether the low frequency sound measured in the units is
structure-born or airborne. On the basis of our few measure-
ments, which produced generally low correlations, we be-
lieve the sound to be airborne.

The high frequency noise roll off in the hospital units we
measured is more gradual than one often sees in buildings.
We have not yet attempted to determine the source of the
high frequency noise, although alarms and mobile medical
equipment have been suggested as culprits. We cannot rule
out high velocity flow in the air handling system.

V. EQUIVALENT A-WEIGHTED SOUND PRESSURE
LEVELS AS A FUNCTION OF TIME OF DAY

In each unit we obtained a minimum of three 24 h mea-
surements of the Leq. When possible, one of these measure-
ments was made at the main nurses station for the unit, one
in an occupied patient room, and one in either an unoccupied
patient room or an examination room �normally used only in
daytime hours�. The measurements were made using 30 min
time averaging.

FIG. 6. A-weighted equivalent sound pressure levels measured in various locations in CMSC 4: � *� unoccupied rooms, � **� unoccupied and door closed.
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FIG. 7. A-weighted equivalent sound pressure levels measured in various rooms in Nelson 7.

FIG. 8. A-weighted equivalent sound pressure levels measured in various hall locations in Nelson 7.
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Figure 12 shows the A-weighted levels in the PICU as a
function of time, running from midnight to midnight. Shown
for comparison purposes only is the 24 h Leq in the academic
campus office of one of the authors. We note that in the
PICU it is simply not possible to determine time of day from
the sound level present. There is less than a 10 dB variation
from the lowest to highest sound pressure level shown in Fig.
12. By contrast, the campus office shows a 15 dB variation
and clearly shows when the office was occupied on this par-
ticular day.

Because an intensive care unit is for those in need of
round-the-clock monitoring, it is not surprising that it is
noisy 24 h a day. Indeed, it has been speculated that the
incessant noise and constant light make sleep so difficult to
achieve for patients in intensive care units that it might ex-
plain ICU-psychosis in patients, i.e., the development of psy-
chotic episodes in patients with extended ICU stays.79

Figure 13 shows Leq as a function of time in Weinberg
4C. Note that in these data there is a “quiet” period between
roughly 11 p.m. and 7 a.m., but it is only about 7–8 dB
quieter than the remainder of the day. The measurements in
Fig. 13 include three sites near and in the main nurses sta-
tion, one occupied patient room and one empty patient room.
The three nurses station sites are very similar and have
higher levels than the patient rooms. The occupied patient
room is only slightly different, possessing brief periods of
lower levels. The empty patient room is about 10 dB quieter
across the board.

Figure 14 shows the Leq results in Weinberg 5C. The
results are quite similar to those in Fig. 13. However, the
“quiet” period is shorter and more like the noisy period than
is the case for Weinberg 4C. Again, the three measurements
in and near the nurses station are the most intense. The oc-
cupied patient room is quite similar to the nurses station
levels. The unoccupied patient room is significantly quieter.
In this particular case, the unoccupied patient room was in a
corner location and had two sets of doors blocking it from
the corridor. The 37 dB level seen in quiet times thus defines
the noise floor for this room �the lowest we observed in our
measurements�. What is also interesting is that hospital ac-
tivity increased this noise level to about 50 dB �A� even
though the room remained empty and both sets of doors were
closed. We note that all doors in the hospital have large gaps
at the floor so we are not surprised by their lack of acoustic
insulation.

Figure 15 shows Leq measurements on CMSC4. Here
again the nurses station offered the highest noise levels—in
this case significantly above those measured in an occupied
patient room and in an examination room. These data show
less evidence of a “quiet” time of day than was apparent in
Figs. 13 and 14.

Figure 16 shows the Leq results obtained on Nelson 7.
Here there is evidence of a quiet period from about midnight
until 7 a.m. Again, the nurses station is noisier than the pa-
tient room and examination room. The only surprise in this
figure is that the examination room, which is rarely used and

FIG. 9. Logarithmic average A-weighted sound pressure levels measured in JHH compared with WHO guidelines and typical levels for speech.
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has two sets of doors separating it from the hallway, exhibits
a relatively high noise level. In this case, as for the other
empty patient and treatment rooms shown in Figs. 13–15, the
noise levels are directly attributable to HVAC noise and
show that it is the mechanical systems which are largely
responsible for this facility failing to meet the WHO noise
guidelines.

Figure 17 summarizes the data shown in 24 h measure-
ments by averaging the levels found in all five units in oc-
cupied patient rooms, unoccupied patient rooms or examina-
tion rooms, hallways, and nurses stations. The results show
that halls tend to be the noisiest areas, with nurses stations
and occupied patient rooms being very close to each other
and next in line. Empty patient rooms are significantly qui-
eter although they show evidence of noise intrusion during
daytime hours �possibly due to the doors being opened for
cleaning or other services�. Among these divisions of loca-
tion types, only the empty rooms show significant distinc-
tions in noise as a function of time of day. On average, then,
the hospital noise levels which most impact patients, staff,
and visitors are at about the same sound level constantly.

VI. THE IMPACT OF PERSONAL PAGING

While the goal of our study is to characterize the current
sound pressure levels in Johns Hopkins Hospital, we had a

fortuitous opportunity to be involved in the implementation
of a noise control measure in the PICU. When we first visited
the PICU we noted their dependence on overhead paging.
During these visits the overhead speakers throughout the unit
would be active at least once every 5 min, typically for no
more than 30 s per page. We investigated opportunities to
replace overhead paging of everyone in the PICU with per-
sonal, hands-free call units which broadcast only to the indi-
vidual desired to be reached. At the time, we found only one
commercial manufacturer of such devices—Vocera, Inc. of
San Jose, CA.

The idea of a personal, hands-free telecommunicator is
to provide a lightweight, convenient microphone and loud-
speaker or earphone to each staff member. These are typi-
cally linked via the existing telephone infrastructure or
through a computer server and use wireless technology. In-
stead of a page, a call is instigated to an individual’s personal
communicator. The net effect is that an overhead page heard
by everyone can be converted to a broadcast to a single in-
dividual.

During our noise characterization study, the PICU opted
to run a trial of the Vocera, Inc. noise badges. Subsequently
they purchased the devices and have been very successful in
using them routinely. Today, overhead pages in the PICU

FIG. 10. Octave-band Leq’s measured in various PICU locations.
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FIG. 11. Logarithmic average spectra measured on the five monitored units.

FIG. 12. Leq vs time in the PICU.
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have been reduced to roughly one or two per hour, generally
for people on the unit temporarily �for a consult, for in-
stance�.

We assessed the difference between the overhead paging
system and the personal communication system. Measure-
ments were made during a scripted broadcast from the speak-
ers and a badge at a distance of 3 ft �roughly the minimum
distance to the ear from an overhead speaker� and 6 in
�roughly the distance to the ears from a personal communi-
cator badge�. Results showed a 5.4 dB reduction of sound
from the overhead at a distance of 3 ft to the badge at a
distance of 6 in.. Of course, the reduction would be even
greater comparing the badge at a distance of 3 ft to the over-
head at 3 ft �a useful measure for privacy considerations�.
However, even these numbers are misleading, because the
greatest gain is in the reduction of the population insonified
using personal communicators compared to overhead paging.

Although personal communicators show significant
promise in reducing noise from overhead paging, it should
be noted that the speakers on these units are quite small in
order to prevent them from being large and heavy. Thus, the
quality of the sound produced is not as good as that generally
available in overhead paging systems. Sound quality seems
to be the single biggest compromise needed in conversion
from an overhead to a personal communication unit. How-
ever, the advantages of efficiency, hands-free communication
to prevent contamination, and noise reduction are seen by the
PICU staff as far outweighing the quality reduction.

We also note that although we studied only the single
commercial device available at the time, there are new en-
tries into the market for personal, hands-free paging systems.
We are actively interacting with a second project involving
Avaya at Johns Hopkins Hospital for CMSC4.

VII. DISCUSSION

The above-presented results certainly demonstrate a
noise problem in Johns Hopkins Hospital and suggest that
this problem probably exists at virtually all other modern
hospitals as well. The sound pressure levels are sufficiently
high to interfere with sleep, to potentially affect speech in-
telligibility unless voices are raised, and to create a general
din that is annoying to many. In addition to these direct ef-
fects of noise, there linger serious questions which have not
been answered adequately by research studies, namely,
whether elevated noise levels contribute to medical errors.

A related issue of great importance is the impact of noise
on communication and the potential of safety hazards arising
from an inability to be understood correctly. We have not
found studies which directly relate to hospitals and medical
errors, but we can offer some speculations. Normal hearing
individuals are well adapted to detecting speech signals im-
bedded in noise, as is evidenced by their ability to correctly
interpret speech even when the signal to noise ratio is as low
as −6 dB. However, the same statement cannot be made for
people with significant hearing impairments. Nor does it ap-

FIG. 13. Leq vs time on Weinberg 4C.
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ply to automated speech recognition systems, where one nor-
mally needs a signal to noise ratio of at least +15 dB in order
to ensure correct interpretation of the signal. This distinction
between human ears and automated speech recognizers is
very important for the hospital setting, as there is a great
desire to automate many hospital operations and this requires
use of speech recognition. The move toward a digital hospi-
tal includes functions from automated transcription of doc-
tors’ notes spoken into recorders to automated dispensing of
pharmaceuticals, and errors due to a poor acoustic environ-
ment simply cannot be tolerated. Further, when correct
speech interpretation is critical, as is often the case in hospi-
tal situations, then a +15 dB signal to noise ratio requirement
is appropriate. Thus, the high noise levels currently in place
pose a real impediment to moving forward with plans for a
digital hospital and with improved communication in gen-
eral.

The study reported here simply documents the situation
currently in place in a single hospital. What remains to be
done is to study and demonstrate means of improving the
noise environment in hospitals. There are several avenues for
investigation along these lines, some of which we are pursu-
ing.

First, although we have measured the noise in significant
parts of JHH, there are many areas we have not yet studied.
We will continue our work by measuring the noise environ-
ment in some of these areas as well. Of particular interest are
the operating rooms and the emergency treatment facilities.

Our study of operating room noise is just beginning. We have
been invited to monitor the noise in every operating room for
at least one 24 h period, and to correlate noise levels with the
types of surgeries being performed. This will permit us to
identify which surgical procedures are noisy and which are
relatively quiet. This is particularly important when one con-
siders that a prior study of orthopedic surgeons indicated that
over half showed significant noise-induced hearing loss, pre-
sumably from exposure to bone drills and saws.50,53

Second, it is important to not only characterize the ex-
isting environment, but to understand why it is so noisy. To
this end, we note that hospitals are notoriously lacking in the
materials that one normally associates with acoustical ab-
sorption. This is largely the result of concerns about infection
control, wear, and cost. However, there are materials avail-
able which meet hospital standards in these areas as well as
in related areas such as flammability and smoke production.
We are thus involved in a program to produce a series of
prototype sound absorbing panels for ceilings and walls
which meet hospital standards. We will demonstrate their
impact by installing them in Weinberg 5C while carefully
monitoring before and after ambient noise levels and rever-
beration times.

Third, communication in noise is an issue of increasing
importance in hospitals as they move to smaller operating
arenas and greater automation. We have embarked on a col-
laboration with medical personnel at JHH to consider tech-
nological solutions to communication problems which per-

FIG. 14. Leq vs time on Weinberg 5C.
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FIG. 15. Leq vs time on CMSC 4.

FIG. 16. Leq vs time on Nelson 7.
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mit improved speech recognition. In particular, the advantage
of stereophonic sound reception has not been exploited in
hospital environments using sound systems so we are work-
ing to demonstrate such systems and incorporate their advan-
tages.

Fourth, the literature shows that the overwhelming ma-
jority of audible alarms in hospitals result in no action being
taken.77,80–82 These alarms are, not surprisingly, a major
source of irritation to patients and visitors. A ripe avenue for
research is thus the effective use of audible alarms in hospi-
tals, with the aim to preserve patient safety while reducing
alarm noise.

Finally, although the current focus is on the major noise
sources such as HVAC systems, overhead paging and speech,
if we are successful in reducing the general din in hospital
units it is likely that the noise of particular instruments or
service objects �such as the meal tray carts� will become
more identifiable and important as contributors to the noise.
Here there will be a great opportunity for the design of quiet
hospital items which could be tested and marketed on the
basis of their ability to perform well while producing less
noise.

Overall, most people will spend some time in a hospital
and many will spend a large amount of time in them. The
problem of hospital noise is clearly under-studied and not
well understood. Our goal is to alter this landscape in mean-
ingful ways.
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Underwater and in-air sounds from a small hovercraft
Susanna B. Blackwella� and Charles R. Greene, Jr.
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Underwater and in-air recordings were made from a boat anchored near Prudhoe Bay, Alaska, while
a Griffon 2000TD hovercraft drove by at or near full power on four passes. At the closest point of
approach �CPA, 6.5 m�, underwater broadband �10–10 000 Hz� levels reached 133 and 131 dB re:
1 �Pa at depths of 1 and 7 m, respectively. In-air unweighted and A-weighted broadband
�10–10 000 Hz� levels reached 104 and 97 dB re: 20 �Pa, respectively. The hovercraft produced
sound at a wide range of frequencies. Both underwater and in air, the largest spectral peak
was near 87 Hz, which corresponded to the blade rate of the thrust propeller. In addition,
the spectral composition included several harmonics of this frequency. The shaft or blade rate of
the lift fan was barely detectable underwater despite its proximity to the water. The hovercraft
was considerably quieter underwater than similar-sized conventional vessels and may be an
attractive alternative when there is concern over underwater sounds. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2118347�

PACS number�s�: 43.50.Lj, 43.50.Rq, 43.30.Nb �DKW� Pages: 3646–3652

I. INTRODUCTION

Northstar Island is an artificial gravel island built for oil
production by BP Exploration �Alaska� in nearshore waters
of the Alaskan Beaufort Sea. Most of the sound emanating
from the island operation is not produced on the island itself,
which is relatively quiet, but by the vessels connected to the
Northstar operation �Blackwell and Greene, submitted�. The
predominant sound sources are crew boats in particular, but
also tugs, self-propelled barges, oil spill response vessels,
and the vessel from which the hovercraft measurements were
made. Vessel sounds are of concern because of potential dis-
turbance to marine mammals �Richardson et al., 1995�, es-
pecially bowhead whales.

During the summer of 2003, BP tested a relatively small,
diesel-powered hovercraft to ferry crew and supplies be-
tween the mainland and Northstar Island. Along with other
advantages, it was anticipated that the hovercraft would pro-
duce less underwater sound than the crew boat.

The main objectives of this study are to characterize the
sounds of this hovercraft in water and air by determining
received levels, spectral characteristics, and transmission loss
through both media, and to compare the findings with sounds
from conventional vessels of approximately the same size.

II. METHODS

Underwater and airborne recordings were obtained on 8
August 2003 near Prudhoe Bay �Beaufort Sea�, Alaska. The
recording site was between the mainland and Northstar Is-
land at a location 5.2 km north of the crew boat dock at West
Dock. The recording vessel’s position was 70° 26.48� N,
148° 34.28� W, and water depth was 7.3 m.

A. Acoustic equipment

The omnidirectional sensors included two hydrophones
and a microphone, all calibrated. The hydrophones were
model 6050C by International Transducer Corporation �ITC�
and included a low-noise preamplifier next to the sensor and
a 30-m cable. The hydrophone cables were attached with
cable ties to a fairing to minimize strumming. Prior to re-
cording, the hydrophone signals were amplified with an
adjustable-gain postamplifier. The omnidirectional micro-
phone was a G.R.A.S. Sound and Vibration 1

2-in. prepolar-
ized free field microphone model 40AE with an ICP preamp-
lifier model TMS426C01 and a windscreen. Prior to
recording, the microphone signals were amplified with an
adjustable-gain postamplifier.

Hydrophone and microphone signals were recorded si-
multaneously on three channels of a SONY model PC208Ax
instrumentation-quality digital audiotape �DAT� recorder.
The sampling rate was 24 kHz, providing a frequency re-
sponse that was nearly flat from �4 to 10 000 Hz on all
channels. Both types of sensors were calibrated from
4 to 20 000 Hz. Quantization was 16 bits, providing a dy-
namic range of �80 dB between an overloaded signal and
the instrumentation noise. A memo channel on the tape re-
corder was used for voice announcements, and the date and
time were recorded automatically.

B. Field procedures

Recordings were obtained using the Alaska Clean Seas
�ACS� vessel Mikkelsen Bay of length 12.8 m as a recording
platform. After selecting a recording location that satisfied
our acoustic needs as well as logistical and safety concerns,
the Mikkelsen Bay was anchored, all engines and sound-
generating devices were shut down, and the hydrophone
string was lowered into the water with the two hydrophones
at depths of 1 and 7 m. A microphone was positioned on the
deck of the vessel, �2 m above water level, with an unob-a�Electronic mail: susanna@greeneridge.com
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structed path to the sound source at all times. The hovercraft
was asked to drive by the recording vessel at full speed four
different times, as shown in Fig. 1. A hand-held GPS
�Garmin model 12XL�, placed on the bridge of the hover-
craft, logged its position every 5 s. During the nearby portion
of the fly-by, the hovercraft’s distance from the recording
vessel was called out �and recorded� every few seconds by an
observer on the Mikkelsen Bay using a laser rangefinder
�Bushnell model # 20-0880�. Wind speed, wind direction,
and temperature were recorded over a period of 4 min with a
Kestrel 2000 Pocket Thermo Wind meter �Nielsen Keller-
man, Chester, PA 19013�, and wave height �sea state� was
estimated. A total of 27 min of boat-based recordings were
obtained.

The hovercraft, shown in Fig. 2, was a Griffon 2000TD
�length 11.9 m, width 4.8 m�, capable of carrying 20 passen-
gers at high speeds over a variety of surfaces. Its top speed
with full payload was said to be 35 knots �18 m/s� in ideal
conditions, i.e., calm water, no wind, and 15 °C ambient
temperature. It was both lifted and propelled by a single
Deutz air-cooled 355 hp �265 kW� diesel engine
�BF8L513LC�, running at a maximum speed of 2100 rpm.
The 12-bladed lift fan turned at a maximum of 2100 rpm, as
it was coupled directly to the engine; its blade rate was there-
fore 420 Hz. The thrust propeller had 4 blades with variable

pitch. The pulley ratio between engine and propeller was
1.52 �70 to 46� so at an engine rpm of 2100 the propeller rpm
was 1380 and the blade rate was 92 Hz. According to the
manufacturer’s specifications, maximum recommended wind
speed for normal operations was 30 knots or 15 m/s �Force 7
Beaufort�, and maximum recommended wave height was
1 m.

C. Signal analysis

1. Underwater sounds

The recorded, digitized hydrophone signals were trans-
ferred as time series to a computer hard drive for processing.
They were then equalized and calibrated in units of sound-
pressure with flat frequency response over the data band-
width �10–10 000 Hz�. Analysis was done using MATLAB
�The MathWorks, Natick, MA� routines and custom pro-
grams for analysis of both transient and continuous signals.
For each recording, a sound-pressure time series �waveform�
was inspected to help select samples for further analysis.

To assess variability in broadband levels during a fly-by
of the hovercraft, acoustic recordings were partitioned into
overlapping segments of length 0.25 s. Computing the mean
square pressure of each segment yielded the broadband
sound pressure level �SPL� for that segment. Each analysis
segment was shifted in time by 0.1 s from the previous seg-
ment. This process produced a time series representing the
fluctuation in broadband SPLs during the hovercraft’s very
rapid passage in front of the recording vessel.

Background levels �10–10 000 Hz� were obtained by
computing the mean square pressure of 30-s segments, while
the hovercraft was at least 1 km away or before the start of
the experiment.

Spectral composition was examined by calculating the
sound-pressure spectral density by Fourier analysis, using
the Blackman-Harris minimum three-term window �Harris,
1978�. A signal section of length 1.5 s was selected at the
maximum broadband value on each run, i.e., at or near the
CPA. Two 1-s segments overlapped by 50% were analyzed.
This resulted in 1-Hz bin separation and 1.7-Hz bin resolu-
tion. One-third-octave band levels were derived from the
narrow-band spectral densities by summing the mean square
pressures in all frequency cells between the lower and upper
frequency limits for the one-third-octave band in question.
Proportional amounts were taken from the end cells as ap-
propriate.

Distances from the hydrophones to the hovercraft were
calculated based on a combination of GPS positions,
rangefinder distances, and the travel speed of the hovercraft.

2. Airborne sounds

Microphone data were transcribed to disk files and ana-
lyzed in the same way as the hydrophone data. Microphone
data were unweighted and are expressed in dB re: 20 �Pa.
To allow comparisons with published data for various sound
sources, a few values were A-weighted and are expressed in
dBA re: 20 �Pa.

FIG. 1. Track of the hovercraft during its four passes near the recording
vessel, shown as a filled circle. During the recordings the hovercraft was
traveling on the same path as the wind, which was from the south-southeast.

FIG. 2. Griffon 2000TD hovercraft landing on the slope protection mat at
Northstar Island’s southeastern shore.
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We fitted a simple propagation model to broadband lev-
els received by the microphone in order to develop equations
that characterize propagation loss in air:

RL�received level� = A − B log�R� . �1�

In this equation, R is the range in m and the unit for RL is
dB re: 20 �Pa. The constant term A is the hypothetical
extrapolated level at distance 1 m based on far-field mea-
surements; B is the spreading loss. When applying the
model to the data, recordings were included at increasing
distances from the sound source until the point at which
levels reached a minimum and remained constant �within
�±2 dB�. This model is not ideal in that it ignores aspect
dependence that is confounded with range dependence.
Propagation loss modeling was inappropriate for the un-
derwater data because the signal at all but the closest few
meters was too close to background levels.

III. RESULTS

The hovercraft measurements were made during a short
window of acceptable weather conditions on 8 August 2003.
Wind was from the south-southeast, 5.1 m/s �10 knots� on
average with peaks at 5.7 m/s �11 knots�, temperature was
5.6 °C, and sea state was 1–2. The hovercraft runs were
roughly NNW-SSE, i.e., either with or against the wind �see
Fig. 1�. The hovercraft was run at or near full throttle on all
passes, but sea conditions kept its speed well below the the-
oretical maximum �35 knots�. For runs 1–4, mean travel
speed calculated from GPS positions, using straight stretches
of the tracks centered on the closest point of approach �CPA�
to the recording vessel, were as follows: 11.8 m/s
�22.9 knots�, 9.9 m/s �19.2 knots�, 11.9 m/s �23.1 knots�,
and 9.8 m/s �19.0 knots�, respectively. Runs 1 and 3 were
downwind; runs 2 and 4 were upwind.

A. Underwater sounds

Figure 3 shows the broadband �10–10 000 Hz� SPL
time series for the deep hydrophone during the fourth pass.

Note that sound radiating from the hovercraft is likely to be
directional, so that sound levels will vary both as a function
of distance and of the aspect of the craft to the receiver. The
latter variable was not taken into account in these measure-
ments. Maximum SPLs were 122.5–130.9 dB re: 1 �Pa for
the four passes. The spikes before and after the CPA �indi-
cated by arrows in Fig. 3� are caused by waves slapping on
the vessel’s hull. The shallow hydrophone data were more
contaminated by wave noise than the deep hydrophone data,
and the fourth pass did not yield any useable data. Maximum
SPLs for the shallow hydrophone were 130.0–132.8 dB re:
1 �Pa, on average 7.4 dB higher than the deep hydrophone
values for the three runs for which both sets of data were
available. Background levels on the deep hydrophone �com-
puted over 30-s samples�, obtained while the hovercraft was
�1 km from the recording vessel or before the hovercraft
was on location, were in the range 114–119 dB re: 1 �Pa.

Sound spectral density levels are plotted in Fig. 4 to
examine the tones �narrow spectral peaks� produced by the
hovercraft during a fly-by. The largest peak was centered at
�87 Hz, with smaller peaks at harmonics thereof, i.e., 173.5,
260, 346, and 432.5 Hz �Fig. 4�. A comparison of spectral
lines from different samples during the fly-by showed the
expected amount of Doppler shift between approach and re-
treat.

The thrust propeller was expected to produce sound with
a fundamental frequency near 92 Hz. This is based on the
nominal 2100 rpm engine rotation rate at full power, the pul-
ley ratio of 1.52 �resulting in a propeller shaft rate of
1382 rpm�, and the presence of 4 blades on the propeller
��1382 rpm�4 blades� /60=92 Hz�. The occurrence in the
spectra of a strong narrow-band component centered be-
tween 86 and 87 Hz, but no strong component centered at
92 Hz, suggests that the actual engine and propeller rotation
rates were slightly less �by �5.5%� than the nominal full-
power values. These rotation rates are consistent with the
lower speed appropriate to the sea conditions. The presence
of narrow-band components centered at 173.5, 260, 346, and
432.5 Hz, which are very close to multiples of 86.5 Hz,
strongly suggests that the component near 87 Hz was the
fundamental frequency associated with the thrust propeller.

Both the lift fan and the thrust propeller were likely
generators of airborne sound, but we expected sounds from
the lift fan to be easier to detect on underwater recordings.

FIG. 3. Broadband �10–10 000 Hz� sound pressure time series for the deep
hydrophone during run 4. The x axis shows time, centered on the closest
point of approach �CPA�, and the corresponding distance from the hover-
craft, calculated using the vessel’s mean speed during that particular run.
Arrows indicate spikes in the sound pressure time series that were caused by
waves slapping the recording vessel’s hull.

FIG. 4. Sound-pressure density spectrum �10–1000 Hz� for a 1.5-s sample
recorded by the deep hydrophone and centered on the maximum broadband
value for run 3.
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The lift fan was positioned under the hovercraft, close to the
water, whereas the thrust propeller was upright on the stern
deck �Fig. 2�. However, contrary to expectation, lift fan com-
ponents �i.e., 420 Hz blade rate −5.5% = �397 Hz� were
present but small in the underwater sound, even at the CPA.

Figure 5 shows levels of underwater sound for seven
selected one-third-octave bands versus distance from the
hovercraft for the two hydrophone depths. The one-third-
octave band centered at 80 Hz is dominant at close distances
on the shallow hydrophone. Levels for this band reach back-
ground values much faster on the shallow than on the deep
hydrophone, which is what we would expect for an airborne
sound source. Another difference in the sounds at the two
depths involved the relative levels in the one-third-octave
bands centered at 20 and 63 Hz: they contained some of the
highest received levels at the shallow depth, but some of the
lowest levels at the deeper depth.

B. Airborne sounds

Figure 6�a� shows the broadband �10–10 000 Hz� SPL
time series for the microphone during the fourth pass. Maxi-
mum SPLs were 97–104 dB re: 20 �Pa for the four passes
�maximum A-weighted levels were 85–97 dBA re: 20 �Pa�.
Broadband �10–10 000 Hz� levels of airborne sound as a
function of distance from the hovercraft are shown in Fig.
6�b�. The logarithmic sound propagation model represented
by Eq. �1� was fitted separately to data from the hovercraft’s
approach and retreat. Spreading loss terms were 15.5 and
12.4 dB/tenfold change in distance, respectively. The effects
of aspect and range dependence were confounded in the
measurement geometry. This probably accounts for the de-
viations from expected spherical spreading �20 dB/tenfold

change in distance�, although other possible causes include
atmospheric refraction and near-field effects. The spreading
loss coefficient was smaller for the vessel’s retreat in all four
passes. Background in-air values were in the range
74–80 dB re: 20 �Pa.

Sound spectral density levels are plotted in Fig. 7 to
examine the tones or frequency peaks produced by the hov-
ercraft in air during a fly-by. As seen in the underwater data
the spectrum included a large peak at 87 Hz. In addition
eight harmonics of this fundamental frequency were found
up to �870 Hz.

FIG. 5. Mean received levels as a function of mean distance from the
hovercraft for seven selected one-third-octave bands and both hydrophones.
�a� Shallow hydrophone. �b� Deep hydrophone. The indicated frequencies
correspond to the bands’ center frequencies.

FIG. 6. �a� Broadband �10–10 000 Hz� sound pressure time series for the
microphone during run 4. The x axis shows time, centered on the closest
point of approach �CPA�, and the corresponding distance from the hover-
craft, calculated using the vessel’s mean speed during that particular run. �b�
Mean received broadband �10–10 000 Hz� levels in air �� one s.d.� for the
hovercraft’s approach �filled circles�, CPA �gray diamond�, and retreat
�empty triangles�, as a function of distance. The logarithmic spreading loss
model �R in m� was applied to both data sets.

FIG. 7. Sound-pressure density spectrum �10–1000 Hz� for a 1.5-s sample
recorded by the microphone and centered on the maximum broadband value
for run 3.
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The location of the thrust propeller on the stern deck of
the hovercraft, in full view of the recording vessel, made it
likely that tones produced by this propeller would be identi-
fied on the recordings. If we assume that the hovercraft was
running somewhat below full power �see Sec. III A�, then the
peak centered at �87 Hz very likely represents the thrust
propeller’s blade rate. Richards and Mead �1968� name the
propeller rotational noise �at 80–800 Hz� as the major
source of sound from a hovercraft.

Figure 8 shows that the one-third-octave band contain-
ing the thrust propeller’s blade rate is dominant at close dis-
tances. Received one-third-octave levels of airborne sound
generally decreased with distance at a higher rate for higher
than for lower frequencies. For example, between the CPA
�6.5 m� and 1310 m, received levels dropped by 12 dB for
the band centered at 20 Hz, and by 39 dB for the band cen-
tered at 6300 Hz.

IV. DISCUSSION

The purpose of this paper is to present underwater and
in-air sound measurement results for a small hovercraft in
use for crew transfer to and from an island-based oil produc-
tion facility. It might have been desirable to perform a physi-
cal acoustics study of the sources of sound on the hovercraft,
including the directional effects, but such a study was well
beyond the scope of the project. Good reviews of propeller
and propfan noise are in Chap. 1 of Hubbard �1995� or
Chaps. 9 and 10 in Richards and Mead �1968�. These refer-
ences do not include considerations of underwater sounds.

A. Underwater sounds

Few measurements of underwater sounds from hover-
craft have been reported previously, and the limited existing
data concern larger hovercraft. Slaney �1975� recorded the
sounds from a Bell Voyageur hovercraft; in that study the
hydrophone was at 1.8-m depth. The Bell Voyageur was a
much larger hovercraft than the Griffon 2000TD used in this
study: 20 m long, 11.2 m wide, and with a 23 720 kg pay-
load, as compared to 11.9 m, 4.8 m, and 2268 kg for the
Griffon 2000TD. The Bell Voyageur was powered by two
marine gas turbines �2�1300 hp continuous� that drove two
centrifugal lift fans and two propellers. At a horizontal dis-
tance of 46 m, received levels in one-third-octave bands cen-

tered at 80–630 Hz were �110 dB re: 1 �Pa. In our data
set, the corresponding values were 97–105 dB �at a hydro-
phone depth of 1 m�. Slaney �1975� also reported a
50–2000 Hz band level of 121 dB re: 1 �Pa �also at a dis-
tance of 46 m�, compared to �111 dB in our data set for the
same frequency range.

In another study, Brown �1988� reported broadband
�22.5–22 500 Hz� levels of underwater sound generated by
an AP.1-88 Hovercraft. Recordings were made with a hydro-
phone on the bottom in water 6–7 m deep. However, this
hovercraft was also considerably larger than the Griffon
2000TD: 25 m long, 10.5 m wide, 7260 kg payload, pow-
ered by four diesel engines �two propulsion and two lift en-
gines, at 2�500 and 2�390 hp continuous, respectively�
driving six pairs of lift fans and two propellers. Maximum
SPLs, as recorded on the bottom, were 122–126 dB and
117–119 dB re: 1 �Pa at CPAs of 15 and 30 m, respec-
tively. Brown �1988� presented one-third-octave band data
from which we calculated a maximum level of 124 dB re:
1 �Pa at a distance of 15 m for the 25–8000 Hz band. For
that distance and frequency range �with hydrophone depth
7 m�, our measured value is 122 dB re: 1 �Pa, i.e., slightly
lower.

In view of the differences in size and engine power be-
tween the hovercraft in this study and those studied by
Slaney �1975� and Brown �1988�, the lower received levels
for the Griffon 2000TD are expected. However, large differ-
ences would not be expected, as �other factors being equal� a
halving of power output would only result in a 3-dB drop in
SPL. Similarly, dividing the power output by 5 would result
in a 7-dB drop in SPL. If we limit our analysis to the pro-
pulsion �thrust� engine horse power, the differences between
the vessels seem reasonable: the Bell Voyageur had 7.3 times
the Griffon’s hp and a 10 dB higher broadband level. The
AP.1-88 had 2.8 times the Griffon’s hp and a 2.5 dB higher
broadband level.

The Griffon 2000TD hovercraft included three inter-
linked rotating components that might be expected to pro-
duce tonal sounds at particular frequencies: the vessel’s die-
sel engine, the 12-bladed lift fan located under the vessel,
close to the water, and a 4-bladed thrust propeller positioned
vertically on the aft deck. When the hovercraft ran at full
power, these sources were all in air. Therefore, we expected
SPLs recorded by the shallower hydrophone �depth 1 m�
during the fly-bys to be higher than those recorded by the
deeper hydrophone �depth 7 m�. This turned out to be true at
the CPA where the difference was over 7 dB, indicating a
rapid loss with depth. The experimental conditions �i.e., sea
state� were such that the sounds produced by the hovercraft
did not exceed ambient levels by a sufficient amount and
duration to model transmission loss usefully.

Compared to the deep hydrophone, the shallow hydro-
phone recorded higher levels for the one-third-octave band
centered at 20 Hz �Fig. 5�. This is accounted for by the low-
frequency cutoff caused by the shallow water at the record-
ing site �Richardson et al., 1995�. The fact that the hovercraft
is a sound source in air, where the low-frequency cutoff phe-
nomenon does not apply, explains the presence of a range
dependency at such a low frequency.

FIG. 8. Mean received levels of airborne sound as a function of mean
distance from the hovercraft for seven selected one-third-octave bands. The
indicated frequencies correspond to the bands’ center frequencies.
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The distance at which broadband levels reached back-
ground values can be estimated by examining one-third-
octave band levels �Fig. 5�. For the shallow hydrophone �Fig
5�a�� levels for five out of seven bands shown did not de-
crease beyond 300 m. The exceptions were the bands cen-
tered at 80 and 200 Hz. For the deep hydrophone �Fig. 5�b��
the exceptions were the bands centered at 63 and 80 Hz.
These exceptions had or were close to having reached their
lowest value by a distance of 1 km. Consequently, for the
particular set of sea state and water depth found during our
recordings, we estimate that underwater sound levels had
returned to background values by �1 km fore and aft of a
Griffon 2000TD hovercraft cruising by at full power.

The hovercraft recorded in this study was used as an
alternative to conventional crew boats �length 19 m� at
Northstar Island. Therefore, we compared levels of underwa-
ter sound produced by the hovercraft with conventional
propeller-driven crafts of similar sizes. We have no close-up
recordings of the Northstar crew boat, but unpublished mea-
surements showed broadband �10–10 000 Hz� levels of
121 dB re: 1 �Pa at a distance of 1820 m during cruising. A
15 log�R� propagation loss �which has been measured for
this area, see Blackwell and Greene �submitted�� brings this
value to 130.9 dB �the maximum hovercraft value at 6.5 m
for the deep hydrophone� at a distance of �400 m. Greene
�1985� reported source levels of 156 dB re: 1 �Pa-m for the
90-Hz tone of a 16-m crew boat. Buck and Chalfant �1972�
reported source levels of 166 dB re: 1 �Pa-m for a 37-Hz
tone produced by a 25-m tug pulling an empty barge. In the
two latter studies the broadband levels can only be higher
than the values reported here. Thus, despite the paucity of
comparable underwater measurements it is clear that conven-
tional vessels of approximately the same size as the Griffon
2000TD hovercraft have higher source levels than the hov-
ercraft. More importantly, because the hovercraft sound
source is in air, it does not propagate well horizontally
through the water. Consequently the amount of time that the
two types of craft will be audible underwater while passing
by a stationary underwater listener is on the order of 20–60
times longer for a conventional propeller-driven vessel.

Blackwell et al. �2004� also monitored underwater
sounds from Northstar using an autonomous recorder located
550 m from the island. Broadband �10–500 Hz� sound lev-
els were averaged for 1 min every 4.3 min. Whereas crew
changes at the island by the crew boats raised broadband
levels �600 m away by �15 dB, those by the hovercraft did
not cause a noticeable change in broadband levels at that
distance.

In conclusion, the Griffon 2000TD hovercraft was con-
siderably quieter underwater than conventional vessels of
comparable sizes. A hovercraft is therefore an attractive al-
ternative when there is concern about the levels or the dura-
tion of vessel sounds produced underwater.

B. Airborne sounds

Maximum broadband values at the CPA were
97–104 dB re: 20 �Pa or 85–97 dBA re: 20 �Pa. For com-
parison, this corresponds to the sounds of a blender at the

operator’s position, or the cockpit of a light aircraft in the
compilation of common airborne sounds by Kinsler et al.
�2000�. In one of the rare publications on hovercraft sounds
in air, Lovesey �1972� reports maximum broadband SPLs for
five types of hovercraft at a distance of 152 m during ma-
neuvering in a terminal area. These were 94, 94, 95, 85, and
69 dBA for SRN2, SRN3, SRN5, SRN4, and VT1 hover-
craft, respectively �the SRN2, 3, and 5 hovercraft were early
models not optimized for reduced noise�. The values for the
SRN hovercraft are all higher than those recorded for the
Griffon 2000TD, whereas the maximum value recorded for
the VT1 is comparable. However, the hovercraft reported on
by Lovesey �1972� were 3–80 times heavier than the Griffon
2000TD and had 2.5–38 times the horsepower. In addition,
they were maneuvering, not flying by at full power as during
our measurements. The Griffon 2000TD’s specifications
sheet states that the external noise level is less than 90 dBA
at 150 ft �46 m�. This statement is supported by our mea-
surements �not shown�.

The hovercraft’s spectral composition in air was very
similar to that underwater, with a peak at �87 Hz accounted
for by the thrust propeller’s blade rate. Consequently, the
one-third-octave bands centered at 80 Hz �and 160 Hz, not
shown� showed marked increases, relative to neighboring
bands, at all recorded distances. Slaney �1975� reported simi-
lar peaks in the one-third-octave bands centered at 100 and
200 Hz. Eight harmonics to the fundamental 87 Hz fre-
quency were detected in the spectrum. In comparison,
Wheeler and Donno �1966� detected up to 14 harmonics of
this rotational noise on the SRN5 hovercraft.

Because all the hovercraft’s sound sources �engine, lift
fan, and propeller� were located in air during cruising, the
craft was detectable in air out to distances exceeding the
maximum distances where it would be detectable underwa-
ter. Mean broadband values in air reached a minimum and
then remained constant at �100 m and 150 m during ap-
proach and retreat, respectively �Fig. 6�b��. However, there
was a large amount of variation in background sound during
the recording. In addition, many organisms are able to hear
tones at levels below ambient—for example, the acoustics
crew could clearly hear the hovercraft in air at distances of
more than 400 m. Levels for three of the seven selected one-
third-octave bands shown in Fig. 8 were still decreasing
1 km from the hovercraft, but only slightly. It is therefore
reasonable to state that airborne broadband levels reached
background values less than 2 km from the hovercraft for the
conditions existing during our measurements.
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The feasibility of applying active noise control in large rooms, in which global control is very
difficult, is investigated. Local control can only ensure sound attenuation near error-sensor positions.
Considering that workers usually work only in certain regions of a workroom, a new “locally
global” control strategy is proposed. The objective is to reduce the acoustic potential energy in the
target region. Compared to local control, “locally global” control ensures overall noise reduction
over the target region. Compared to global control, it allows the number of control channels to be
significantly reduced. The placements of the control loudspeakers and error microphones must be
optimized to ensure that, while the sum of the squared sound pressures at the error sensors is
minimized, the potential energy in the target region is reduced. Room sound fields are modeled
using the image-source method and point sources. Genetic algorithms are used to optimize the
locations of the control loudspeakers and error microphones. Both numerical and experimental
results are presented. The sensitivities of control performance to variations in the excitation
frequency, the control-source positions, and the error-sensor locations are investigated. © 2005
Acoustical Society of America. �DOI: 10.1121/1.2114587�
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I. INTRODUCTION

Active noise control �ANC� in sound cavities has been
widely investigated in the past decade. Sutton, Elliott, and
McDonald1 and Elliott, Nelson, Stothers, and Boucher2 in-
vestigated ANC in vehicle and aircraft cabins. Park and
Sommerfeldt3 and Parkins, Sommerfeldt, and Tichy4 com-
pared the performance of energy-density control using
sound-intensity error sensors and squared-sound-pressure
control. They used microphone error sensors in small enclo-
sures, and found superior performance of the energy–density
control. Lindqvist and Sjosten5 used a method-of-images ap-
proach to address issues in local control, such as the number
of secondary sources needed to obtain, for example, a 5 dB
average sound-pressure-level reduction in a partial volume of
0.5 m3 �around a microphone�. Like the work discussed
above, almost all of the work reported in the literature fo-
cused on very small enclosures. The sound fields considered
were in most cases actually two or one dimensional because
of the very small magnitudes of one or two of the room
dimensions compared to the wavelength of sound. These re-
sults beg the question of whether ANC can be applied to
large, three-dimensional rooms like industrial workrooms.
The work reported here was a preliminary attempt to answer
this question, and suggests that the answer is yes.

In many industrial workrooms, the low-frequency noise
radiated from ventilation fans, engines, etc., is dominant.
Investigations6,7 have shown that exposure to low-frequency

noise for long periods of time can contribute to hearing loss,
and cause other detrimental effects. As is well known, active
noise control can be very effective at controlling low-
frequency noise. Therefore, it is of considerable interest to
investigate the application of ANC technologies to large
rooms like industrial workrooms. That is the objective of this
paper.

Regarding the application of ANC in large, three-
dimensional rooms, there is very little work reported in the
literature. Lu and Clarkson8 investigated the performance of
active-noise-control systems in reverberant rooms. However,
their work focused on the performance—for example, the
convergence performance—of electronic controllers. Guo
and Hodgson9 used a method-of-images approach to study
the active control of noise from a point source in an empty,
rectangular room numerically and experimentally, using one
or more control sources. Significant control was achieved
when the location of the primary source was appropriate, and
when the configuration of the control system was optimally
arranged.

Ideally, as a result of active control, a global sound re-
duction is achieved with a limited number of control chan-
nels. In free-field environments, global control can be
achieved by locating control sound sources at distances less
than half a wavelength away from the primary source�s�. In
small enclosures, global control can be realized using the
modal-coupling method. In cases when global control is dif-
ficult to achieve, local control can be used if the required
control region is very small, such as when canceling noise at
the positions of passengers’ ears in vehicle cabins.

Because of the large volumes of many industrial rooms,
global control becomes very difficult, if not impossible, to
realize with reasonable cost. The local-control strategy is not
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very useful, because workers usually occupy large regions of
their workplaces. To resolve this problem, a new control
strategy, called “locally global” control, is proposed here.
The objective of this control strategy is to reduce the acous-
tic potential energy over a limited target region of the room.
Hence, an overall noise reduction can be obtained in the
target region of interest. Compared to the global-control
strategy, the required number of control channels is signifi-
cantly reduced. This control strategy is fundamentally differ-
ent from traditional local control. As will be shown in this
paper, with the “locally global” control strategy, an overall
noise reduction can be achieved over a horizontal area of up
to 20 m2, with a depth of 0.5 m, using only two error micro-
phones; a local-control strategy can only achieve noise at-
tenuation in small regions around the error microphones.

The control strategy uses the acoustic potential energy
over the target region as the cost function. Moreover, in prac-
tice, there are no error sensors that can sense acoustic poten-
tial energy directly. Therefore, the placement of the control
loudspeakers and error microphones must be optimized. This
ensures that, while the sum of the squared sound pressures at
the error sensors is minimized, the potential energy in the
control region is reduced. In this paper, following Lindqvist
and Sjosten,5 sound fields in rooms are modeled using the
image-source method with phase.9,10 Genetic Algorithms
�GA’s�11 and the quadratic-optimization method12 are com-
bined to optimize the locations of the control loudspeakers
and error microphones. Both numerical and experimental in-
vestigations conducted in the present research demonstrate
the great effectiveness of the proposed “locally global” con-
trol strategy.

II. THEORETICAL DEVELOPMENT

A. “Locally global” control strategy

As discussed above, in many industrial rooms it is most
effective to design a control system that ensures noise reduc-
tion only over particular regions of interest. To achieve this,
a new control strategy, called “locally global” control, is pro-
posed here. The acoustic potential energy in the target region
is used as the cost function. In practice, there are no error
sensors that can sense acoustic potential energy directly. To
realize a control strategy, control systems have to be appro-
priately designed. In this study, a design system was devel-
oped using the image-source method with a phase to model
the sound field. Genetic algorithms were used to optimize the
locations of the control loudspeakers and error microphones.
As shown below, the optimization process reduces the poten-
tial energy in the control region if the controller minimizes
the sum of the squared sound pressures at the error sensors.
The advantage of this control strategy is that it reduces the
required number of control channels and, hence, the cost of
active control, while ensuring noise attenuation over the de-
sired region. In the following sections, the image-source
method9,10 and genetic algorithms are briefly described be-
fore the optimal-design method is introduced.

B. Image-source method

In a free field, the sound pressure emitted by a point
source can be expressed as

p�X,X�� = q
i��0e−ikR

4�R
= qZR, �1�

in which q is the complex source strength, ZR is the complex
acoustic transfer impedance from the source position to the
receiver position, � is the angular frequency, k is the wave
number, �0 is the air density, X is the source position
�x ,y ,z�, X� is the receiver position �x� ,y� ,z��, and R is the
distance between the source and the receiver.

When a rigid wall is present, the sound at a receiver
position is the sum of the direct sound and reflections from
the wall. In the image-source method, to model wall reflec-
tion, the wall is replaced by an image source located sym-
metrically on the other side of the wall �see Fig. 1�. Thus, the
sound pressure becomes the sum of the contributions from
the original and image sources, expressed as

p�X,X�� = pd + pi = q� i��0e−ikRd

4�Rd
+

i��0e−ikRi

4�Ri
� , �2�

where the subscripts d and i represent the direct and image
sources, respectively.

Let the term in the bracket in Eq. �2� be the acoustic
transfer impedance defined as

ZR�X,X�� =
i��0

4�
� e−ikRd

Rd
+

e−ikRi

Ri
� . �3�

Then, the sound pressure in a nonfree field can still be ex-
pressed as in Eq. �1�.

In a rectangular enclosure with six rigid walls, the
acoustic transfer impedance from the source to a receiver
becomes

ZR�X,X�� =
i��0

4�
�
p=1

8

�
r=−�

�
e−ik�Rp+Rr�

�Rp + Rr�
, �4�

in which Rp represents the eight vectors given by the eight
permutations over ± of

Rp = �x ± x�,y ± y�,z ± z�� , �5�

r is the integer vector triplet �n , l ,m�, and

Rr = 2�nLx,lLy,mLz� . �6�

FIG. 1. Schematic diagram of a single reflection modeled by the image-
source model.
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If the room walls are not rigid, reflections from the walls
can still be modeled with good accuracy using image sources
as long as the absorption is small. In this case, the acoustic
transfer impedance between the source and a receiver can be
written as

ZR�X,X��

=
i��0

4�
�
p=0

1

�
r=−�

�

�x1
�n−q��x2

�n��y1
�l−j��y2

�l� �z1
�m−s��z2

�m�e
−ik�Rp+Rr�

�Rp + Rr�
, �7�

in which Rp is now expressed in terms of the integer vector
p= �q , j ,s� as

Rp = �x − x� + 2qx�,y − y� + 2jy�,z − z� + 2sz�� . �8�

The �’s are the angle-independent pressure reflection coef-
ficients of the six walls.

It should be mentioned that, in the present research, it
was assumed that the overall dimensions of the noise sources
and any obstacles in the room are much smaller than the
sound wavelength of interest. Therefore, noise sources can
be simplified as point sources, and the effect of obstacles can
be neglected.

C. Genetic algorithms

Previous research13,14 has shown that genetic algorithms
are powerful and versatile tools for optimal design. There-
fore, genetic algorithms were employed here to find the op-
timal locations of the control loudspeakers and error micro-
phones of the active control systems.

Genetic algorithms are stochastic search techniques
based on the mechanism of natural selection and natural
genetics.11 They start with an initial set of random solutions
to the physical problem, called the “initial generation.” In the
present research, the solutions are a set of control-
loudspeaker or error-microphone positions, which are coded
into binary strings. Each solution in the generation is evalu-
ated by a cost function �i.e., the reduction of the acoustic
potential energy in the target region� and assigned a numeri-
cal fitness value. This value indicates the performance of the
configuration of the control loudspeakers or error micro-
phones in reducing the noise. Then, according to their fitness
values, some solutions are selected as “parents” for “repro-
duction.” Those solutions with higher fitness values have a
higher probability of being selected, thus maintaining the
rule of “survival of the fittest.” Through a crossover operator
�a process to create “children” by randomly copying infor-
mation from two “parents”� and/or a mutation operator �a
process to create a “child” by randomly varying the informa-
tion in a “parent”�, “children” are produced to form a new
generation. The children represent new configurations of the
control loudspeakers or error microphones. Generally speak-
ing, the solutions in the new generation are better than those
in the previous generations. The “evolution” cycle is re-
peated until an optimal solution is found.

In the present investigation, advanced GA techniques,
such as the steady-state genetic algorithm �SSGA� and the

selection method of stochastic remainder sampling �SRS�
without replacement,11 were employed to improve the search
performance.

D. Optimal control-system design

The design process is divided into two steps. First, the
locations of the control loudspeakers are optimized to mini-
mize the acoustic potential energy in the target region. At this
stage, it is assumed that there is a virtual sensor that can
sense the acoustic potential energy. After the optimal loca-
tions of the control loudspeakers are determined, the loca-
tions of the error microphones are optimized. The objective
is to find the optimal locations of the error microphones, so
that the acoustic potential energy in the target region can be
significantly reduced, while the sum of the squared signals
from the error microphones is minimized.

1. Location optimization of the control loudspeakers

During the design process, many location configurations
are explored by the genetic algorithms. The location configu-
rations are evaluated by the reduction of the acoustic poten-
tial energy in the target region. To do so, the optimal control
strength of each explored configuration is obtained using the
quadratic-optimization method. The acoustic potential en-
ergy in the target region can be expressed as

Ep =
1

4�0c0
2	

V

�p�r��2 dr =
1

4�0c0
2	

V

p�r�*p�r�dr , �9�

in which c0 is the sound speed in air, V is the volume of the
target region, and * denotes a complex conjugate.

Since a linear system is being considered, the sound
pressure at one point is the sum of the sound pressures in-
duced by the primary and control sources, expressed as

p�r� = pp�r� + pc�r� , �10�

in which the subscripts p and c represent the primary and
control sources, respectively.

Substituting Eq. �1� into Eq. �10�, and then substituting
the resulting equation into Eq. �9�, one obtains

Ep = qc
HAEqc + qc

HbE + bE
Hqc + Ẽ , �11�

with

AE =
1

4�0c0
2	

V

ZRc

* ZRc

T dV , �12�

bE =
1

4�0c0
2	

V

ZRc

* ZRp

T dV qp, �13�

Ẽ =
1

4�0c0
2qp

H	
V

ZRp

* ZRp

T dV qp. �14�

Here Ẽ is the acoustic potential energy induced by the
primary sources, qc is the vector of control-source strengths,
qp is the vector of primary-source strengths, ZRc

is a vector
of the acoustic transfer-impedance functions of the control
sources in the target region, and ZRp

is a vector of the acous-
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tic transfer-impedance functions of the primary sources in
the target region.

By taking the derivative of Eq. �11� with respect to qc,
one can obtain the vector of optimal control-source strengths
that minimizes the acoustic potential energy, as follows:

qc = − AE
−1bE. �15�

Under this optimal control output, the reduction of the
acoustic potential energy in the target region can be calcu-
lated as

Ereduction = − bE
Hqc. �16�

This is used as the cost function in the genetic algorithm to
evaluate the fitness of the control-source configuration. The
higher the reduction, the higher is the fitness value assigned
to the configuration. At the end of the search, one optimal
configuration—or at least a configuration close to the
optimal—is obtained. For clarity, the whole design process is
detailed in Fig. 2.

2. Location optimization of error microphones

After the optimal configuration of the control sources is
obtained, the optimal positions of the error microphones are
searched for in the target region, using genetic algorithms.
The design procedure is similar to the location optimization
of the control loudspeakers, except that, for each searched
configuration, the optimal control strength is calculated by
minimizing the sum of the squared sound pressures at the
error-microphone positions, expressed as

�
i=1

Ne

�p�ri��2 = qc
HAqc + qc

Hb + bHqc + pps, �17�

with

A = Zc
HZc, �18�

b = Zc
HZpqp, �19�

FIG. 2. Flow chart of the optimization procedure for
control loudspeakers �note: M is the maximum genera-
tion number in the evolution�.
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pps = qp
HZp

HZpqp. �20�

Here Zc and Zp are the matrices of acoustic transfer imped-
ances between the error-microphone locations and the con-
trol sources and primary sources, respectively. pps is the sum
of the squared pressure amplitudes, at the Ne error-
microphone locations, induced by the primary sources
only.

By minimizing Eq. �17�, the optimal control strengths
can be obtained as

qc = − A−1b . �21�

However, the control objective is to attenuate the noise over
the whole target region, rather than only at the error-
microphone positions. Thus, in the genetic algorithm, the
performance of the Ne error-microphone configuration must
be evaluated by the reduction of the acoustic potential energy
in the target region. At the end of the search, the optimal
configuration of the error microphones—or at least a con-
figuration close to the optimal—is found. With this optimal
configuration, a significant reduction of acoustic potential
energy in the target region is achieved, while the sum of the
squared outputs of the error microphones is minimized.

III. NUMERICAL INVESTIGATION

In this section, the locally global control strategy was
implemented in small and large rooms. The small room �an
empty office� was chosen because it was available for use for
experimental validation. The large room was chosen to ap-
proximate a simplified industrial workroom; a suitable real
industrial workroom, available for experimental work, could
not be found.

A. Active control in a small room

Numerical investigations were first carried out for a
small room with dimensions 5.3 m long, 3.95 m wide, and
2.72 m high. The reflection coefficients were assumed to be
0.94 for the four walls, 0.99 for the floor, and 0.81 for the
ceiling �this choice is explained in Sec. IV�. The primary
source was assumed to be located at the corner of the room.
A 2-by-2 control system was designed to control the noise in
the 0.5 m thick horizontal layer centered around the horizon-
tal plane 1.60 m above the floor. The source signal was a
100 Hz pure tone. Both the length and the width of the room
are larger, while the height is a little smaller, than one wave-
length of this noise signal. The source strength was
0.01 m3/s. In theory, an infinite number of image sources
should be used in the calculation; in practice, a finite number
has to be used. Here an image-source order of 60 was used;
this was determined to be sufficient to achieve high accuracy
in studies of the convergence of the calculated sound-power
output of the noise source.9

As is known, when a control source is placed within a
half-wavelength of a noise source, global control can be re-
alized. However, it is often inconvenient to put control
sources close to noise sources in many practical situations.
To make this research more meaningful and generalizable,
control loudspeakers and the primary noise source were

separated by at least one half-wavelength. Without this dis-
tance constraint, the control sources tend to be located at the
same position as the noise source after optimization. In the
genetic algorithm, the location region for the control-source
optimization was the whole room; for the error-microphone
optimization, it was the target region.

A Cartesian coordinate system was established for the
room, with one of the corners as the origin, the x and y axes
in the two horizontal directions, and the z axis in the vertical
direction. In the case of a noise source in the corner with
coordinates �0, 0, 0�, the optimal positions of the control
sources were found to be �2.42, 0.85, 0.91� and �1.15, 2.22,
0.54�. The two error microphones were optimally located at
�2.29, 1.20, 1.6� and �1.91, 3.42, 1.6�. Figure 3 shows the
control performance, quantified by the change of the sound
field in the plane 1.6 m high after control. Because of the
long wavelength of the low-frequency sound, sound fields in
other planes would be similar to that at 1.6 m high. In this
figure and those discussed below, negative values in decibels
represent sound reduction as a result of control, while posi-
tive values indicate a sound increase. From this figure, one
can see that a significant sound reduction was achieved at
most positions using the optimally designed two-by-two con-
trol system. Large reductions were achieved near the error-
microphone locations. The average reduction in the target
region was 15.3 dB. However, after control, the sound-
pressure level increased slightly at a few positions that had
relatively low noise levels before control. This phenomenon
is very similar to that which occurs when a global-control
strategy is used in control-system design.

To further show the effectiveness of, and the necessity
for, optimal design, the control performance of various non-
optimal configurations was investigated. The typical control
performance of a nonoptimal system is shown here. In the
control system, the two control loudspeakers were located at
�2.0, 0.6, 0.0� and �1.8, 0.9, 1.5�, respectively; the micro-
phones were located at the same positions, as in the optimal
case. The control performance is shown in Fig. 4. As is
shown, sound reduction was not achieved at most positions.
In fact, the average sound-pressure level increased by

FIG. 3. Predicted control performance of an optimal two-by-two control
system in a small, office-sized room.
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4.7 dB. It should be noted that the two control loudspeakers
were closer to the noise source than in the optimal case.
Despite this, the noise was not attenuated, but increased in
the target region. This demonstrates that, in order to imple-
ment the proposed control strategy, a control system must be
optimally designed.

B. Active control in a large room

To further test the proposed control strategy in a con-
figuration more closely approximating an industrial work-
room, noise control over a localized region of a large room
was investigated. A typical result is reported here. A two-by-
two control system was designed for a room 10 m wide by
20 m long by 5 m high. The reflection coefficients of the
room surfaces, and the other conditions, were the same as for
the small room discussed above. A 100 Hz pure tone was
again used as the source signal. The noise source was placed
in the corner with coordinates �0, 0, 0�. The target region of
control was 6�x�10 and 15�y�20 and z=1.6. The opti-
mal positions of the control loudspeakers were �4.13, 12.76,
2.58� and �0.32, 2.36, 0.65�. The error microphones were
optimally located at �8.58, 15.97, 1.60� and �7.03, 16.13,
1.60�. Note that the error microphones were in the target
region, but the control sources were well outside of it. Figure
5 shows the control performance in the target region. The
noise is significantly reduced in the control region, using
only two control channels. The average reduction is 13.5 dB.

C. Sensitivity studies

The sensitivities of the control performance to varia-
tions, with respect to a reference configuration, of the exci-
tation frequency, control-source positions, and error-sensor
locations were also analyzed in the research. This was done
by varying these parameters around their optimal values. The
optimal control system in the large room, discussed in the
last section, at an excitation frequency of 100 Hz, was used
as the reference configuration.

To investigate the sensitivity of the optimal control sys-
tem to the excitation frequency, a 95 Hz signal, representing

a 5 Hz deviation from the reference frequency, was used to
excite the sound field. The control performance is shown in
Fig. 6. Comparing Figs. 5 and 6, one can see that, with the
change of excitation frequency, the quiet zone, where sound
attenuation is achieved as a result of control, is reduced.
Obvious sound increases are observed in some local regions.
The overall sound reduction achieved is 5.3 dB, 8.2 dB less
than that in the optimal reference case. Simulations with
other excitation frequencies near the optimal frequency
showed similar results. The results indicate that, as the exci-
tation frequency varies around the optimal frequency, an
overall sound attenuation is still achieved, but with a degra-
dation of performance in both the quiet-zone size and the
amplitude of the reduction.

The sensitivity to the positions of the control sources
was analyzed by changing their optimal positions by small
amounts. Two typical cases are presented here. The two con-
trol sources were first moved to �4.13, 12.46, 2.58� and �0.32,
2.06, 0.65�, 0.3 m away from their corresponding optimal
positions. The error sensors remained at their optimal loca-

FIG. 4. Predicted control performance of a nonoptimal control system in a
small, office-sized room.

FIG. 5. Predicted control performance of an optimal control system in a
large room at 100 Hz �reference configuration�.

FIG. 6. Predicted control performance of the optimal control system in a
large room with excitation frequency of 95 Hz.
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tions; the excitation frequency was 100 Hz. Figure 7 shows
the resulting control performance. Compared to the optimal
case �Fig. 5�, the quiet zone decreases and the overall sound
attenuation achieved is reduced by 4.1 dB. The control
sources were then moved farther away from the optimal lo-
cations by 0.2 m �0.5 m in total� to �4.13, 12.26, 2.58� and
�0.32, 1.86, 0.65�. As shown in Fig. 8, the quiet zone be-
comes even smaller and the overall reduction achieved de-
creases to 7.6 dB, 5.9 dB less than the optimal case.

Finally, the error sensors were also moved a short dis-
tance from their optimal locations. The control sources were
kept at their optimal locations; the excitation frequency was
100 Hz. When the error sensors were moved to �8.58, 15.67,
1.60� and �7.03, 15.83, 1.60�, 0.3 m away from their optimal
locations, both the quiet-zone size and the amplitude of the
sound reduction decreased slightly, as shown in Fig. 9. The
overall sound reduction is 1.9 dB less than that in the opti-
mal case. When the error sensors are moved to �8.58, 15.47,
1.60� and �7.03, 15.63, 1.60�, 0.5 m away from their optimal
locations, the overall sound reduction achieved is 8.9 dB,

4.5 dB lower than that in the optimal case. As is shown in
Fig. 10, the quiet zone further decreases as well.

Based on this analysis, it can be concluded that, when
the excitation frequency or the locations of the control
sources and error sensors vary around their optimal values,
an overall sound reduction is still achieved, but the perfor-
mance degrades to various extents. The control performance
is more sensitive to a change of excitation frequency than to
control-source and error-sensor locations. This is because the
change of excitation frequency can result in a significant
change in the sound field.

IV. EXPERIMENTAL INVESTIGATION

Simulation has shown that, through optimal design,
noise reduction can be achieved in a target region using
ANC. In order to validate the findings, experiments were
carried out. The optimally designed two-by-two control sys-
tem discussed in Sec. III A was implemented in a room �an
empty office� with the same dimensions as in the simulation.
The ceiling of the room was a suspended acoustic ceiling

FIG. 7. Predicted control performance in a large room, with a 0.3 m devia-
tion of the control-source locations from their optimal values.

FIG. 8. Predicted control performance in a large room, with a 0.5 m devia-
tion of the control-source locations from their optimal values.

FIG. 9. Predicted control performance in a large room, with a 0.3 m devia-
tion of error-sensor positions from their optimal values.

FIG. 10. Predicted control performance in a large room, with a 0.5 m de-
viation of the error-sensor positions from their optimal values.
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with mineral-fiber acoustic tiles. The floor was made of vinyl
tiles on concrete. The walls were of double-plasterboard,
stud construction. The reflection coefficients of the room sur-
faces were estimated by measuring the reverberation times of
the room. The average room absorption was then estimated
using diffuse-field theory. By distributing the absorption in a
realistic way, reflection coefficients—0.94 for the walls, 0.99
for the floor, and 0.81 for the ceiling, as used in the simula-
tion work—were obtained. An EZ-ANC controller15 incorpo-
rating the Filtered-x, Feed-forward, LMS algorithm was
used. At 100 Hz, the background-noise level from the venti-
lation system was as high as 65 dB.

Figure 11 shows the schematic of the active control sys-
tem. Figure 12 shows the control signals to the control loud-
speakers, and those from the error microphones. One can
observe that, once control was enabled, the system con-
verged very quickly and in a stable manner. The residual
signals from the error microphones were due to background
noise.

The noise attenuation was measured over the plane
1.60 m above the floor, as in the simulation. The measure-
ment grid had 0.5 m intervals in both horizontal directions.
Figure 13 shows the change of the sound field as a result of
the control. The horizontal and vertical axes correspond to
the width and length of the room, respectively. One can see

that, after control, sound reduction was achieved over most
of the target region. At positions close to error microphones,
significant sound reduction was achieved. The average sound
reduction was 7.8 dB. It can also be observed that, at some
positions where the original noise was low, the noise in-
creased. This is because the “locally global” control strategy
was employed in the design. With this control strategy, the
control system tends to attenuate noise at positions where the
noise is loud, but may increase the noise somewhat at posi-
tions where it is originally quiet.

It must be pointed out that the conditions in the experi-
mental room were not identical to those assumed in the
model. In the model, the room walls were assumed to be
rigid. In practice, however, because the room walls were
plasterboard, stud structures, they vibrated under the acoustic
excitation in the experiment. The door to the room was not
included in the model. Also, of course, the reflection coeffi-
cients of the room surfaces used in the model may not have
been exactly the same as the actual values. Despite these
differences, and the considerable background noise, substan-
tial sound reduction was achieved by the designed control
system using the sound-field model. This further suggests
that the control strategy does not require a highly accurate
sound-field prediction—that is, a highly accurate sound-field
prediction model. If true, then the methods discussed here
could be readily applied to the design of control systems in
more complex enclosures.

To further show the effectiveness of optimal design, ex-
periments were also done with a number of nonoptimal con-
trol systems. A typical experimental result is presented here.
The positions of the two control loudspeakers were �2.15,
1.50, 0.91� and �0.75, 3.26, 0.54�. The two error microphones
were located at �2.46, 2.95, 1.6� and �2.20, 4.50, 1.6�. The
resulting control performance is shown in Fig. 14. Again,
with a nonoptimal system, the noise increased at most posi-
tions, instead of being attenuated. The average increase was
9.7 dB in this case.

V. CONCLUSIONS

In this paper, the active control of low-frequency noise
in rooms was investigated. To deal with difficulties associ-

FIG. 11. Schematic of the active noise control system.

FIG. 12. Control and error signals.

FIG. 13. Control performance of an optimal control system in the small
room, measured on a 0.5 m receiver grid.
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ated with three-dimensional sound fields, a novel control
strategy called “locally global” control was proposed. Com-
pared to the local-control strategy, it ensures overall noise
reduction over all of a target region. Compared to the global-
control strategy, it requires a lower number of control chan-
nels and, therefore, reduces the cost of the application of
ANC in rooms. Since the control strategy uses the acoustic
potential energy over the target region as the cost function,
and since, in practice, there are no error sensors that can
sense acoustic potential energy directly, the placement of the
control loudspeakers and error microphones must be opti-
mized. This ensures that, while the sum of the squared sound
pressures at the error sensors is minimized, the potential en-
ergy in the target region is significantly reduced.

Simulations were carried out for small and large rooms.
Experiments were conducted in the small room to validate
the simulation results. Both simulation and experimental re-
sults demonstrated the high effectiveness of the proposed
control strategy. The sensitivity of the control performance to
variations in the excitation frequency, and to control-source
and error-sensor positions, were analyzed. The results indi-
cate that, as these parameters vary around their optimal val-
ues, an overall sound reduction may still be achieved, with
some performance degradation. The control performance is
more sensitive to a change of excitation frequency than to
the control-source and error-sensor locations. The research

showed that it is feasible to apply ANC in three-dimensional
rooms using the proposed “locally global” control strategy.

In the present research, in order to focus on the investi-
gation of the proposed control strategy, a pure-tone noise and
continuous room target regions were used. It would be of
great interest to extend the research to broadband noise and
to control over two or more unconnected regions.
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Modal analysis of a rectangular room requires evaluation of the eigenvalues of the Helmholtz
operator while taking into account the boundary conditions imposed on the walls of the room. When
the walls have finite impedances, the acoustic eigenvalue equation becomes complicated and a
numerical method that can find all roots within a given interval is required to solve it. In this study,
the interval Newton/generalized bisection �IN/GB� method is adopted for solving this problem. For
an efficient implementation of this method, bounds are derived for the acoustic eigenvalues and their
asymptotic behavior explored. The accuracy of the IN/GB method is verified for a canonical
problem by comparing the modal solution with the corresponding finite element solution.
Furthermore, reverberation times estimated using the IN/GB method are compared to
those calculated using the finite difference method. Through these examples, it is demonstrated
that the IN/GB method provides a useful and efficient approach for estimating the
acoustic responses of rectangular rooms with finite wall impedances. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2114607�

PACS number�s�: 43.55.Br, 43.55.Ka, 43.20.Ks �NX� Pages: 3662–3671

I. INTRODUCTION

Modal analysis is a classical method for solving prob-
lems in room acoustics �see, for example, Refs. 1–5�. Using
this method, once all the normal modes are known, the
acoustic pressure distribution for an arbitrary sound source in
a room can be easily computed. Although the modal theory
of room acoustics was established and fully formulated over
a half century ago,1 it is still incomplete in the sense that
there is no well-developed, general method for finding eigen-
values that correspond to room modes for walls with arbi-
trary impedances. Only for rooms with perfectly or nearly
rigid walls or rooms with the same impedance on each pair
of parallel walls are the eigenvalues or their approximations
easy to evaluate. Hence, only these cases have typically been
considered in the acoustics literature.1–6 However, the effect
of finite wall impedances on quantities of interest, such as
the reverberation time, is of general interest and important
for real-world problems. Hence there is a need for an effi-
cient and accurate method for evaluating eigenvalues for the
more general case.

The difficulty in finding the acoustic eigenvalues arises
from the nonlinear and transcendent nature of the acoustic
eigenvalue equation,1,2,5 which necessitates the use of nu-

merical methods. In addition, for the modal solution to be
accurate, these methods must be able to evaluate all the roots
of this equation within a given interval. Classical numerical
approaches for solving nonlinear equations such as Newton’s
iteration are not suitable for solving these equations because
they yield one root for a single initial guess. Moreover, the
initial guess must be “good” in order to obtain a root in the
range of interest. If the number of roots in a range of interest
is unknown, which is often the case in the acoustic eigen-
value problem for a room with finite wall impedances, these
methods cannot be applied. Although several numerical
methods have been developed to attack this problem �some
of which work relatively well�,7,8 it is generally recognized
that a simpler, more efficient, and stabler method would
greatly increase the practicality of using modal analysis in
studies of room acoustics.

In this study, the interval Newton/generalized bisection
�IN/GB� method9–11 is applied to the acoustic eigenvalue
equation to overcome the above-mentioned difficulties. The
IN/GB method is an extension of the classical Newton itera-
tive method, combined with the concept of interval
arithmetic.9–12 The method is guaranteed to find all possible
solutions of a system of equations within intervals specified
for each variable. In addition, the quadratic convergence of
the Newton method is preserved.11a�Corresponding Author; Electronic mail: ynaka@bu.edu
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The remainder of this paper is organized as follows. In
Sec. II, we derive the acoustic eigenvalue equation. In Sec.
III, we discuss the application of the IN/GB method to the
acoustic eigenvalue problem. In particular, we derive limits
and approximations of eigenvalues that yield “good” initial
guesses for intervals used in this method. These limits and
approximations are useful not only for efficient implementa-
tion of the IN/GB method, but find more general applica-
tions. The subsequent sections describe three numerical ex-
periments. In Sec. IV, we evaluate acoustic eigenvalues using
the IN/GB method for a one-dimensional problem. In Sec. V,
we evaluate the modal solution for a point source problem
and compare our results with a benchmark solution obtained
using the finite element method �FEM�. In Sec. VI, we esti-
mate room reverberation times using the acoustic eigenval-
ues, and compare our results with calculations using the
finite-difference time-domain �FDTD� method.13 We make
concluding remarks in Sec. VII. In the Appendices, we re-
view interval arithmetic first, and then describe the IN/BG
method for single and multiple variable problems, of which
the latter is required for solving the acoustic eigenvalue
equation.

II. ACOUSTIC EIGENVALUE EQUATIONS

Normal modes of a rectangular room are obtained by
solving the homogeneous Helmholtz �reduced wave� equa-
tion. For a room with uniform impedance on each of its
walls, the three-dimensional homogeneous Helmholtz prob-
lem for the acoustic pressure p�x ,y ,z� is described as

− �2p − k2p = 0, in � , �1�

�p · n = − i
�c

Zj
kp = − i� jkp, on � j , �2�

where � is the entire space of the room, � j is the jth wall
whose impedance is denoted by Zj, i is the imaginary unit,
k=� /c is the driving wave number with angular frequency
�, c is the speed of sound, n is the outward normal unit
vector on the walls, � is the density of the medium inside
the room, and � j =�c /Zj are the specific acoustic admit-
tances of the walls. Figure 1 shows the coordinate system
used for this problem. The domain is �= �0,Lx�� �0,Ly�
� �0,Lz�.

The solution of this homogeneous Helmholtz problem
can be obtained by the separation of variables.1–5 Exponen-
tials are chosen as the eigenfunctions in this study; for ex-
ample, the eigenfunction in the x direction is given in the
form

�x�x� = Aeikxx + Be−ikxx, �3�

where kx �which is generally a complex value� is the eigen-
value in the x direction, and A and B are complex constants.
After applying Eq. �3� to the boundary conditions Eqs. �2� at
x=0 and x=Lx, the lth eigenfunction in the x direction is
obtained as

�xl�x� = �kxl + �1k�eikxlx + �kxl − �1k�e−ikxlx, �4�

where �1 is the specific acoustic admittance at x=0. kxl is the
lth root of kx for the following acoustic eigenvalue equa-
tion:

ei2kxLx =
�kx − �1k��kx − �2k�
�kx + �1k��kx + �2k�

, �5�

in which �2 is the specific acoustic admittance at x=Lx. The
eigenfunctions and eigenvalues in the y and z directions can
be defined in the similar manner.

Since Eq. �5� is a nonlinear equation involving exponen-
tials, its analytical solution is not feasible. Hence, it must be
solved numerically, using a method that will yield all roots in
a given interval. The solution of this problem using standard
Newton’s iteration with several initial guesses is fraught with
difficulties, as different guesses might lead to the same root
and it is impossible to determine if all roots within an inter-
val have been estimated.

With this as motivation, the applicability of the IN/GB
method for solving this problem is explored. The IN/GB
method evaluates all possible solutions of a nonlinear equa-
tion system within a given range, and is therefore an appro-
priate method for finding all important eigenvalues of the
acoustic eigenvalue equation. Interval arithmetic and the
IN/GB method are reviewed in the Appendices. For a more
detailed analysis of this method, the reader is referred to
Refs. 9–12.

III. APPLICATION OF IN/GB METHOD TO ACOUSTIC
EIGENVALUE EQUATIONS

A. Formulation of acoustic eigenvalue equation for IN/
GB method

The IN/GB method is defined for real intervals �see the
Appendices�. However, the approach can be used to find
complex roots in the acoustic eigenvalue equation, Eq. �5�,
by splitting the complex values into real and imaginary parts.
Two separate equations derived from the real and imaginary
components can then be written as f1�kxR ,kxI�=0 and
f2�kxR ,kxI�=0, respectively. In this study, the following form
is considered:

FIG. 1. Coordinate system of a rectangular room.
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f1�kxR,kxI�

� �kxR − �1Rk��kxR − �2Rk� − �kxI − �1Ik��kxI − �2Ik�

− e−2kxILx�cos�2kxRLx���kxR + �1Rk��kxR + �2Rk�

− �kxI + �1Ik��kxI + �2Ik�� − sin�2kxRLx���kxR + �1Rk�

��kxI + �2Ik� + �kxI + �1Ik��kxR + �2Rk��� = 0, �6�

f2�kxR,kxI�

� �kxR − �1Rk��kxI − �2Ik� + �kxI − �1Ik��kxR − �2Rk�

− �cos�2kxRLx���kxR + �1Rk��kxI + �2Ik�

+ �kxI + �1Ik��kxR + �2Rk�� + sin�2kxRLx���kxR + �1Rk�

��kxR + �2Rk� − �kxI + �1Ik��kxI + �2Ik��� = 0. �7�

The subscripts R and I denote the real and imaginary parts,
respectively. Equations �6� and �7� are solved for kxR and kxI

using the multivariate IN/GB method.

B. Limits and approximations of acoustic eigenvalues

Although the IN/GB method is guaranteed to find all
roots in a given interval, an intelligent choice of the initial
intervals makes it more efficient. In this section, the limits
and the asymptotic behavior of the acoustic eigenvalues are
derived in three theorems. Taken together, these three theo-
rems significantly reduce the size of the initial intervals
�from the entire complex plane�.

Theorem 1: The solutions of the acoustic eigenvalue
equation appear in pairs of opposite signs.

Proof: Replacing kx by −kx in the acoustic eigenvalue

equation, Eq. �5� leads to the same equation. Hence, if k̂x is a

solution of Eq. �5�, then −k̂x also satisfies this equation. �

This theorem illustrates that it is sufficient to find solu-
tions in only half of the complex plane. In this study, kxI

�0 is considered. In this half-plane, 0	e−2kxILx 
1 in Eqs.
�6� and �7�, while on the other half of the plane, it grows to
infinity as kxI decreases. For this reason, solutions are sought,
even for kxR
0, although nonpositive values of kxR are of no
interest from a physical point of view. If a root with negative
real part is found, then the root that has the opposite sign is
an eigenvalue of interest.

While the lower limit of kxI is determined from Theorem
1, the next theorem indicates that kxI cannot be infinite.
Taken together, these two theorems show that the interval to
be searched for the imaginary parts of roots can be restricted
to a moderate range.

Theorem 2: Let k̂xR and k̂xI be the real and imaginary
parts of a root of the acoustic eigenvalue equation, respec-

tively. If k̂xI�0, then k̂xI is not much larger than
max�1/2Lx , ��1k� , ��2k��.

Proof: Let � be a real number such that ����1. If k̂xI

1/2Lx , ��1k� , ��2k�, then e−2k̂xILx, �1Rk / k̂xI, �1Ik / k̂xI,

�2Rk / k̂xI, and �2Ik / k̂xI can be represented in terms of � as
e−1/�ae��, a1R�, a1I�, a2R�, and a2I�, respectively, where a’s

satisfy �a�
1. Dividing Eqs. �6� and �7� by k̂xI
2 and denoting

k̂xR / k̂xI by � gives

�� − a1R���� − �2R�� − �1 − a1I���1 − a2I��

= e−1/�ae���cos�2k̂xRLx���� + a1R���� + a2R��

− �1 + a1I���1 + a2I���

− sin�2k̂xRLx���� + a1R���1 + a2I��

+ �1 + a1I���� + a2R���� , �8�

�� − a1R���1 − a2I�� + �1 − a1I���� − a2R��

= e−1/�ae���cos�2k̂xRLx���� + a1R���1 + a2I��

+ �1 + a1I���� + a2R���

+ sin�2k̂xRLx���� + a1R���� + a2R��

− �1 + a1I���1 + a2I���� . �9�

� can be expanded in a perturbation series as

� = �0 + ��1 + �2�2 + ¯ . �10�

Substituting this expansion in Eqs. �8� and �9� and collecting
terms of O��0� yields

�0
2 = 1, �11�

�0 = 0. �12�

As these two equations are contradictory, the assumption

must be incorrect, and hence k̂xI is not much larger than

max�1/2Lx , ��1k� , ��2k�� if k̂xI�0.
The next theorem shows that when the magnitude of the

real part of the eigenvalue is large, the eigenvalue can be
roughly estimated �see also Ref. 2�.

Theorem 3: Let k̂xR and k̂xI be the real and imaginary
parts of a root of the acoustic eigenvalue equation, respec-

tively. If �k̂xR�max���1k� , ��2k��, then �k̂xR�	n� /Lx, where n

is an integer, and k̂xI	0.

Proof: If �k̂xR�max���1k� , ��2k��, then a real number �

with ����1 can be introduced to represent �k / k̂xR as

�1Rk / k̂xR=a1R�, �1Ik / k̂xR=a1I�, �2Rk / k̂xR=a2R�, and �2Ik /

k̂xR=a2I�, respectively, where �a�
1. Using the notation �

= k̂xI / k̂xR, the division of Eqs. �6� and �7� by k̂xR
2 leads to

�1 − a1R���1 − a2R�� − �� − a1I���� − a2I��

= e−2k̂xILx�cos�2k̂xRLx���1 + a1R���1 + a2R��

− �� + a1I���� + a2I���

− sin�2k̂xRLx���1 + a1R���� + a2I��

+ �� + a1I���1 + a2R���� , �13�

�1 − a1R���� − a2I�� + �� − a1I���1 − a2R��

= e−2k̂xILx�cos�2k̂xRLx���1 + a1R���� + a2I��

+ �� + a1I���1 + a2R���

+ sin�2k̂xRLx���1 + a1R���1 + a2R��

− �� + a1I���� + a2I���� . �14�
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Substituting the perturbation expansion of � in Eq. �10� into
Eqs. �13� and �14� and focusing on the terms of O��0� shows
that

��0
2 − 1��e−2k̂xILx cos�2k̂xRLx� − 1� + 2�0e−2k̂xILx sin�2k̂xRLx�

= 0, �15�

2�0�e−2k̂xILx cos�2k̂xRLx� − 1� − ��0
2 − 1�e−2k̂xILx sin�2k̂xRLx�

= 0. �16�

The elimination of �0 reduces these two equations to

�e−2k̂xILx cos�2k̂xRLx� − 1�2 + �e−2k̂xILx sin�2k̂xRLx��2 = 0.

�17�

This implies that

e−2k̂xILx cos�2k̂xRLx� = 1, �18�

e−2k̂xILx sin�2k̂xRLx� = 0. �19�

The solutions of these equations are

k̂xR =
n�

Lx
, �20�

k̂xI = 0, �21�

where n is an integer. �

Theorem 3 indicates that if the magnitude of the real
part of the solution is large relative to ��1k� and ��2k�, then it
is sufficient to find eigenvalues near kx=n� /Lx, which are
the eigenvalues when the walls are perfectly rigid both on
x=0 and x=Lx. Therefore, the initial intervals used in the
IN/GB method can be small and set only near kx=n� /Lx for
large kxR. Alternatively, the classical Newton iterative
method can be used for Eq. �5� with the complex variable kx

for �kxR� ��1k� , ��2k� with initial guesses n� /Lx. In either
case, the knowledge of the approximate solutions can be
used to vastly improve the computational efficiency.

In summary, the region on the complex plane in which
the eigenvalues are sought can be restricted as follows:

�1� 0
kxI.
�2� kxI is not much larger than max�1/2Lx , ��1k� , ��2k��.
�3� Near kx=n� /Lx, if �kxR� ��1k� , ��2k�.

Although the limits and approximations of acoustic eigenval-
ues are derived to improve the efficiency of the IN/GB
implementation, they may be applied to all methods for find-
ing acoustic eigenvalues and are not restricted to the IN/GB
method.

In the following sections, three numerical experiments
are performed to show the accuracy, efficiency, and the util-
ity of the IN/GB method.

IV. NUMERICAL EXPERIMENT 1: EIGENVALUE
CALCULATION

Eigenvalues in the x direction were found by implement-
ing the multivariate IN/GB method for solving the eigen-

value equations �Eqs. �6� and �7�� for driving wave numbers
k=2, 10, and 20. These wave numbers correspond roughly to
the frequencies of 100, 500, and 1000 Hz, respectively. In all
calculations, Lx=1 m, and the specific acoustic admittances
of the walls were set based on Fig. 1 in Ref. 14, which shows
the specific acoustic impedances of some commercial acous-
tic materials with rigid wall backing. At each frequency, the
specific impedances of Celotex C-4 1.25 in. and Johns-
Manville Acoustex 0.88 in. were obtained from this figure.
The impedances of the former material were used at x=0 and
the latter at x=1. Table I shows the specific acoustic imped-
ances used in the calculations. Because typical impedances
of commercial materials were used, the resulting boundary
conditions represent a real-world situation. Based on Theo-
rems 2 and 3 derived in the previous section, the initial in-
tervals for kxI were set at �0,10 max�1/2Lx , ��1k� , ��2k���.

The implementation of the IN/GB algorithm requires an
interval arithmetic software package. While some compilers
support interval arithmetic,15 public domain software is also
available in several programming languages.16

INTLIB
17 was

used to implement interval arithmetic in this study.
The ten eigenvalues with the smallest real parts are

shown in Fig. 2 and Table II for each driving wave number k.
Results show that there are a few eigenvalues whose imagi-
nary parts are much larger than the others, e.g., the first ei-
genvalue for k=2 and the second eigenvalues for k=10 and
k=20. The magnitudes of the eigenfunctions corresponding
to these roots change more rapidly in space than others �see
Eq. �4��. Although such roots are hard to find by some nu-
merical methods,7 the IN/GB method succeeds in finding
them. Note that this method is guaranteed to find all roots

TABLE I. Specific acoustic impedances Z1 /�c �on x=0� and Z2 /�c �on x
=Lx�.

k Z1 /�c Z2 /�c

2 3.0−16.0 i 3.0−25.0 i
10 2.5−2.0 i 1.5−5.0 i
20 3.0+2.0 i 1.5−2.0 i

FIG. 2. The ten eigenvalues with the smallest real parts in the x direction
with Lx=1 m and with boundary impedances shown in Table I.
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within a given interval. These results also indicate that it is
not appropriate to assume kxRkxI, an assumption that has
been previously used.1,2,5

Whereas Table II and Fig. 2 also validate that the eigen-
values obey the limits and asymptotic behavior derived in
Sec. III, these properties are more clearly seen in Fig. 3,
which shows the first 1000 eigenvalues ordered by the mag-
nitudes of their real parts. Results show that kxI approaches
zero with increasing kxR, as indicated by Theorem 3, and that
when kxR is large, the rate of change of kxI with respect to kxR

is approximately O�kxR
−1� for all the driving wave numbers k.

The behavior of kxR is shown in more detail in Fig. 4. This
figure shows the difference between kxlR, the real part of the
lth eigenvalue, and the nearest n� /Lx. As expected from
Theorem 3, kxlR converges to n� /Lx as the mode number l
grows, and the convergence rate is found to be approxi-
mately O�l−1� for all driving frequencies.

The efficiency of the IN/GB algorithm is demonstrated
by the observation that 1000 eigenvalues were calculated in
about 10 s for all the wave numbers mentioned above on a
computer with a 2.4 GHz CPU.

V. NUMERICAL EXPERIMENT 2: MODAL SOLUTION

As an application of the eigenvalues obtained using the
IN/GB method, the modal solution of the Helmholtz problem

in a two-dimensional rectangular room is calculated. The
modal solution is then compared with the benchmark solu-
tion computed using the finite element method �FEM� to
discuss the accuracy of the modal solution and hence the
validity of the application of the IN/GB approach to the
acoustic eigenvalue equation.

The problem domain is the rectangle on the xy plane in
Fig. 1, and the size of the room is 1 m�1 m �i.e., Lx=Ly

=1 m�. The governing equation is the inhomogeneous Helm-
holtz equation, given by

− �2p − k2p = ��x − xs� , �22�

in which xs is the source position, set at the center of the
room, i.e., xs= �xs ,ys�= �0.5,0.5�. On the walls at x=0 and
x=Lx, the impedance boundary conditions listed in Table I
are imposed for driving wave numbers k=2,10,20. The
walls on y=0 and y=Ly are rigid with a specific acoustic
admittance of zero.

A. Modal solution

1. Derivation of modal solution

Once all the eigenvalues in x and y directions are found,
the modal solution of Eq. �22� is expressed in the series
expansion in terms of the eigenfunctions as

p�x,y� = 

l=1

�



m=1

�

Ãlm�xl�x��ym�y� , �23�

where Ãlm are constants to be determined. The lth eigenfunc-
tion in the x direction �xl�x� is defined by Eq. �4�, and
similarly for �ym�y�.

When walls have nonzero acoustic admittance, the
eigenfunctions �xl�x� are orthogonal in the sense that

�
0

Lx

�xl�xl� dx = �xl�ll� �no sum on l� , �24�

where �ll� is the Kronecker delta function and

TABLE II. The ten eigenvalues with the smallest real parts in the x direction
with Lx=1 m and with boundary impedances shown in Table I.

k=2 k=10 k=20

1 0.0370+0.4524 i 0.7631+1.9528 i 2.9873+0.6154 i
2 3.0768+0.0106 i 2.6597+2.0652 i 4.8000+6.4000 i
3 6.2513+0.0052 i 5.6177+0.5628 i 6.0268+0.8930 i
4 9.4036+0.0034 i 9.0063+0.3390 i 9.1681+0.8216 i
5 12.5505+0.0026 i 12.2582+0.2467 i 12.3426+0.6812 i
6 15.6952+0.0020 i 15.4635+0.1947 i 15.5169+0.5668 i
7 18.8390+0.0017 i 18.6467+0.1611 i 18.6849+0.4814 i
8 21.9821+0.0015 i 21.8177+0.1375 i 21.8473+0.4171 i
9 25.1248+0.0013 i 24.9813+0.1200 i 25.0053+0.3674 i

10 28.2672+0.0011 i 28.1398+0.1065 i 28.1602+0.3280 i

FIG. 3. The 1000 eigenvalues with the smallest real parts in the x direction
with Lx=1 m and with boundary impedances shown in Table I.

FIG. 4. Difference between the real part of each eigenvalue kxR and the
nearest n� /Lx, which is the eigenvalue when the walls are perfectly rigid.
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�xl = �
0

Lx

�xl
2 dx �25�

=2Lx�kxl
2 − ��1k�2� −

i

2kxl
��kxl + �1k�2�ei2kxlLx − 1�

− �kxl − �1k�2�e−i2kxlLx − 1�� . �26�

Note that in Eq. �24�, �xl is multiplied by �xl�, and not by the
complex conjugate of �xl�. This orthogonality can be proven
by explicitly evaluating the integral in Eq. �24� and using the
fact that kxl satisfy the corresponding acoustic eigenvalue
equation, Eq. �5�. The eigenfunction is normalized as

�xl�x� =
�xl�x�
��xl

. �27�

The modal solution is represented in terms of the orthonor-
mal eigenfunctions as

p�x,y� = 

l=1

�



m=1

�

Alm�xl�x��ym�y� . �28�

Alm are obtained by using the orthogonality of the eigen-
functions, an approach routinely used when the solution is
sought for rigid walls. Substituting series expansion, Eq.
�28�, into the inhomogeneous Helmholtz equation Eq. �22�
and making use of the orthonormal property of the eigen-
functions, the modal solution is given by

p�x,y� = 

l=1

�



m=1

�
1

klm
2 − k2�xl�x��ym�y��xl�xs��ym�ys� , �29�

where klm are the eigenvalues of the room defined by

klm
2 = kxl

2 + kym
2 . �30�

The real parts of klm correspond to eigenfrequencies or reso-
nance frequencies for the room, while the imaginary parts are
the damping constants.1,5

Because of the rigid boundary conditions on y=0 and
y=Ly, the eigenfunctions in the y direction are given by �see
Eq. �4��

�ym�y� =��m

Ly
cosm�

Ly
y� , �31�

where �m is the Neumann factor with the value �m=1 if m
=0 but �m=2 if m�1, and the eigenvalues are given by

kym = m�/Ly, m = 0,1,2, . . . . �32�

Substituting these eigenfunctions and eigenvalues into Eq.
�29�, the modal solution for the entire problem is

p�x,y� = 

l=1

�



m=0

�
1

kxl
2 + �m�/Ly�2 − k2

�
�m

Ly
�xl�xs�cosm�

Ly
ys��xl�x�cosm�

Ly
y� . �33�

2. Truncated modal solution

The modal solution is expressed by the infinite series
given in Eq. �33�; however, in practice, this series is trun-
cated at a finite number of modes. As the truncation criterion,
R is introduced such that all normal modes satisfying

rlm � �klm
2 − k2�1/2 
 R �34�

are included in the summation. With this criterion, the trun-
cated modal solution is defined as

pR�x,y�

= 

l,m

rlm
R

�m

�klm
2 − k2�Ly

�xl�xs�cosm�

Ly
ys��xl�x�cosm�

Ly
y� .

�35�

B. Finite element solution

For comparison, the same interior Helmholtz problem
was solved using the FEM. In this simulation a uniform
mesh of square elements with bilinear interpolations was
used. The edge of each square element was 0.002 m long.
This corresponded to 1571, 314, and 157 elements per wave-
length for k=2, 10, and 20, respectively. With this resolution,
the finite element solution converges well for all the driving
wave numbers considered. Thus, the finite element solution
provides a reliable benchmark solution and was used to
check the validity of the modal solution.

C. Comparison of modal and finite element solutions

The modal solution was compared with the finite ele-
ment solution at the nodal points used in the finite element
analysis. Nodes inside a square region with a side length of
0.1 m centered at the source position were excluded from the
comparison because the analytical solution is unbounded at
the source and the finite element solution does not capture
this behavior accurately.

The normalized error of the truncated modal solution
with respect to the finite element solution is defined by

eR =�
i
�pfem�xi� − pR�xi��2


i
�pfem�xi��2

, �36�

where pfem is the finite element solution, and xi are the
nodal points. As the FEM solution is an accurate approxi-
mation of the exact solution, the convergence rate of the
normalized error eR with respect to the truncation criterion
R must be the same as that of the analytical truncation
error. Figure 5 shows the normalized error eR as a function
of R. The log–log plot shows that for all driving wave
numbers k, the error decreases with increasing R with a
convergence rate of approximately O�R−1�. It can be
shown that the truncation error for a room with rigid walls
also varies as R−1. This observation validates the accuracy
of the eigenvalues and the IN/GB method.

The result also strongly supports the assertion that the
terms in the summation in Eq. �29� become increasingly less
important as �klm

2 −k2� increases. Thus, there is an easy-to-
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evaluate tradeoff between the accuracy of the modal solution
and the number of terms included in the summation, and the
IN/GB method can be used to find acoustic eigenvalues with
whatever precision is desirable or necessary.

VI. NUMERICAL EXPERIMENT 3: ROOM
REVERBERATION TIMES

As another example application of finding acoustic ei-
genvalues using the IN/GB approach, room reverberation
times were calculated for three-dimensional rectangular
rooms and then compared with the results obtained from the
finite-difference time-domain �FDTD� method reported by
Yasuda et al. in Ref. 13. The width and the depth of the room
were Lx=24 m, Ly =12 m, respectively, and the height was
either Lz=3 m or Lz=6 m. An absorber with absorption co-
efficient �=0.5 was installed either only at z=0 or both at
z=0 and z=Lz. All other walls were assumed to have �
=0.05. The corresponding specific acoustic impedances were
all given as real values, i.e.,

Z

�c
=

1 + �1 − �

1 − �1 − �
. �37�

For these conditions, the reverberation times in 1/3 octave
bands were calculated using the eigenvalues obtained by the
IN/GB method.

In order to estimate the reverberation times, the collec-
tive modal decay curves were first obtained by

�p2���f ,t� = 10 log
�f
e−2kNIt/kNI


�f
1/kNI

�, in dB, �38�

where t is time, N is a trio of l, m, and n �the mode numbers
in the x, y, and z directions, respectively�, kNI is the damping
constant �the imaginary part of the eigenvalue kN�, and the
summation is over all eigenvalues whose eigenfrequencies
�real parts of kN� are within the band �f .7,18 Although this
decay curve is not exact, it roughly characterizes the energy

decay with time in a given frequency band. Figure 6 shows
the decay curves obtained from Eq. �38� in 1 /3 octave bands
for all height and absorber configuration conditions men-
tioned above. The driving wave numbers k were set such that
they correspond to the center frequencies of the 1/3 octave
bands.

The reverberation times T60 were obtained from the
modal decay curve, Fig. 6, and are plotted in Fig. 7 along
with the reverberation times computed in Ref. 13, which
used the FDTD approach to solve the same problem. A com-
parison between the room reverberation times using these
two approaches shows that all trends are in close agreement.
The only major distinction is that the reverberation times
using the IN/GB method and decay curve, Eq. �38�, are
shorter than those found using the FDTD approach. How-
ever, the differences are consistent across all frequencies and
conditions, and the correlation coefficient between the FDTD
and modal decay with the IN/GB method �32 points corre-
sponding to 8 frequency bands and 4 height/absorption con-

FIG. 5. Normalized difference between the modal solution and the finite
element solution with a mesh size of 0.002 m as a function of R, the maxi-
mum value of �klm

2 −k2�1/2 included in the summation used to calculate the
modal solution Eq. �35�.

FIG. 6. Collective modal decay curves in 1/3 octave bands of rectangular
rooms of size 24 m�12 m�Lz m. The height of the room is either Lz

=3 m or 6 m, and an absorbing material is either only on z=0 or both on
z=0 and z=Lz.

FIG. 7. Reverberation times of rectangular rooms of size 24 m�12 m
�Lz m. The height of the room is either Lz=3 or 6 m, and an absorbing
material is either only on z=0 or both on z=0 and z=Lz. Data using the
FDTD method were provided by Yasuda et al., taken from their study, Ref.
13.
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ditions for each method� is 0.9853. One possible reason for
the systematic difference between the values found using the
two approaches is that Eq. �38� is an approximation based on
averaging the source and receiver positions over the entire
room space, while the reverberation times were calculated in
Ref. 13 for a specific source/receiver position.

Numerical approaches for finding reverberation times,
such as finite element or finite difference methods, are com-
putationally expensive, especially for large rooms or for high
frequencies. On the other hand, the computational cost of
finding reverberation times based on finding acoustic eigen-
values using the IN/GB method is considerably cheaper than
these numerical methods.

VII. CONCLUSIONS

In this study, the IN/GB method was applied to the
acoustic eigenvalue equation of a rectangular room with ar-
bitrary, uniform wall impedances to find all eigenvalues
within a given interval. Furthermore, the limits and
asymptotic behavior of these eigenvalues were derived.
These properties were used to restrict the interval range in
the IN/GB method and to provide “good” initial guesses,
increasing its efficiency in finding all eigenvalues. Several
numerical tests were performed to validate the proposed
method and to demonstrate its accuracy and efficiency. In the
first test, it was verified that the roots obtained using the
IN/GB method satisfied the analytical estimates we devel-
oped. In the second test, the IN/GB method was used to
compute the modal solution corresponding to a point source
in a two-dimensional room. This solution was compared with
a well-resolved finite element solution, which was used as a
benchmark. It was found that as the number of modes in the
modal solution are increased, it converged to the FEM solu-
tion at the expected analytical rate. Finally, the IN/GB
method was used to evaluate the reverberation times for a
three-dimensional room with finite wall impedances. These
results were compared with the FDTD results obtained by
other researchers.13 It was found that the IN/GB results were
in good agreement with the FDTD results.

With the development of interval arithmetic software, it
will become increasingly easy to apply the interval method.
Therefore, in conjunction with the properties of acoustic ei-
genvalues derived in this study, the IN/GB method presents
an efficient method for solving the acoustic eigenvalue equa-
tion for rectangular rooms with arbitrary, uniform wall im-
pedances.
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APPENDIX A: INTERVAL ARITHMETIC

Real interval arithmetic operates on closed, real inter-
vals. Let X= �x� , x̄� denote a real interval with lower limit x�
and upper limit x̄, and similarly define as Y = �y� , ȳ�. The el-
ementary interval operations are defined as follows:9–12

X + Y = �x� + y� , x̄ + ȳ� , �A1�

X − Y = �x� − ȳ, x̄ − y�� , �A2�

X � Y = �min�x�y� ,x� ȳ, x̄y� ,xy�,max�x�y� ,x� ȳ, x̄y� ,xy�� , �A3�

1/X = �1/x̄,1/x��, if 0 � X , �A4�

X/Y = X � 1/Y . �A5�

Note that although the reciprocation 1/X or the division Y /X
are undefined in ordinary interval arithmetic if 0�X, they
can be defined in extended arithmetic.11

APPENDIX B: INTERVAL EXTENSION OF FUNCTIONS

Elementary functions, such as trigonometric functions
and exponentials, can also be extended to work on
intervals.9–11 For a function f�x� :R→R, its interval exten-
sion f�X� is defined such that

�f�x��x � X� � f�X� . �B1�

The definition of the interval extension of a function can also
be more intuitively represented as

f�X� = �min
x�X

f�x�,max
x�X

f�x�� . �B2�

APPENDIX C: UNIVARIATE IN/GB METHOD

For a problem with only one variable, the mean value
theorem implies

f�x� − f�x*� = �x − x*�f���� , �C1�

for some � satisfying x
�
x*. In Eq. �C1�, f� denotes the
derivative of f . If x* is the root of f �i.e., f�x*�=0� and
f�����0, then the root of f can be represented from Eq. �C1�
as

x* = x −
f�x�
f����

. �C2�

Now let X be an interval such that x ,x*�X, and hence �
�X. If f��X� is the interval extension of f��x� over the inter-
val X, then by definition f����� f��X�. Therefore, the interval
arithmetic formulation of Eq. �C2� becomes

x* = x −
f�x�
f����

� x −
f�x�

f��X�
� N�x,X� , �C3�

where N�x ,X� is called the Newton operator. Thus, x*, the
root of f in X, must be in the intersection X�N�x ,X�.

In each iteration step of the interval Newton method, the
Newton operator is used to narrow the potential interval con-
taining the roots. The nth iteration of the interval Newton
method is defined as follows:
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x�n� = m�X�n�� , �C4�

N�x�n�,X�n�� = x�n� −
f�x�n��

f��X�n��
, �C5�

X�n+1� = X�n� � N�x�n�,X�n�� , �C6�

where m�X� is the midpoint of X, calculated for X= �x� , x̄� as

m�X� =
x� + x̄

2
, �C7�

and the number in parentheses in the superscripts denotes the
iteration number. The input of the nth step is X�n� and the
output is X�n+1�.

The number of roots in X is then found from investigat-
ing the output interval based on the following properties:

�a� If X�n+1�=�, i.e., if N�x�n� ,X�n���X�n�=�, then there is
no root of f in X�n�.

�b� If X�n+1�=N�x�n� ,X�n� , �, i.e., if N�x�n� ,X�n���X�n�, then f
has a unique root in X�n�.

�c� If neither �a� nor �b� is satisfied, then more than one root
may exist in X�n�.

Proofs of these properties can be found in Refs. 9–11
and 19. In case �a�, the input interval X�n� can be discarded.
In case �b� or �c�, the output interval X�n+1� is used as the
input of the next step to further narrow the interval.

If X�n�=X�n+1�, i.e., if X�n��N�x�n� ,X�n��, then the interval
must be bisected. In such a case, the next step of the interval
Newton method must be implemented for each of the divided
intervals. The natural choice of the bisection point is the
midpoint of the interval. When the interval Newton method
is combined with this bisection technique, it is called the
interval Newton/generalized bisection �IN/GB� method.

The number of roots in X�n� is known if X�n+1� satisfies
the conditions of properties �a� or �b�. In case �c�, although
the number of roots in X�n� is unknown, further IN/GB itera-
tions lead all the subintervals of X�n� to either case �a� or �b�.
Therefore, after a certain number of iterations, it is assured
that all subintervals that constitute the entire range of the
initial interval have either zero or one root. Hence, once the
roots are found in all subintervals in case �b�, it is guaranteed
that all roots in the initial interval are found.

The termination criteria of the iteration of the IN/GB
implementation can be given by the residuals and/or the
width of the intervals. Therefore, accuracy of the IN/GB so-
lutions is easily controlled. Once the intervals containing
unique roots are sufficiently small, any points inside these
intervals can be taken as the approximate roots of the equa-
tion. Alternatively, a certain point inside such an interval can
be used as the initial guess of a classical method to calculate
a closer approximation of the root.

If 0� f��X�n��, the division on the right-hand side of Eq.
�C5� can be evaluated by extended interval arithmetic.11 In
this case, N�x�n� ,X�n�� may consist of two disjoint, semi-
infinite intervals. However, after taking the intersection with
the bounded interval X�n� in Eq. �C6�, the output of nth itera-
tion X�n+1� is bounded, although it may consist of two inter-

vals. If the output of a certain iteration contains two inter-
vals, the next IN/GB step must be implemented for each
interval.

APPENDIX D: MULTIVARIATE IN/GB METHOD

For a problem with r variables, x, X, and f are extended
in vector form as

x = �x1,x2, . . . ,xr�T, �D1�

X = �X1,X2, . . . ,Xr�T, �D2�

f = �f1, f2, . . . , fr�T. �D3�

Note that the components of x and f�x� are real numbers,
while those of X and f�X� are real intervals. The simple
multivariate extension of the Newton operator becomes

N�x,X� = x − F��X�−1f�x� , �D4�

where F��X� is the interval extension of the Jacobian matrix
of f�x�. Unlike the univariate case, the multivariate Newton
operator can be used only when the Jacobian matrix F� is not
singular, i.e., 0�det�F��X��. If the Jacobian matrix is sin-
gular, computations of the matrix-vector product of
F��X�−1 and f�x� require the addition and/or subtraction of
semi-infinite intervals; however, such operations are not
defined. For this reason, the Krawczyk operator9–11 is
widely used for multivariate problems instead of the New-
ton operator.

In the Krawczyk method, the classical multivariate
Newton method is treated as a fixed point iteration. The
Krawczyk operator can be used even if the interval extension
of the Jacobian matrix is singular. This operator is defined as

K�x,X� = x − Yf�X� + �I − YF��X���X − x� , �D5�

where I is the identity matrix. Y is an approximation of the
inverse of the interval Jacobian matrix and Y
= �m�F��X���−1 is frequently used, where m is the midpoint
defined by Eq. �C7�. The Krawczyk method can be used by
extending Eqs. �C4�–�C6� to multivariate form and replacing
the Newton operator by the Krawczyk operator.
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Dynamic measurements of the elastic constants of glass wool
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The sound wave in the air between the fibers of glass wool exerts an oscillatory viscous drag on the
fibers and excites a mechanical wave in the fiber skeleton. Accurate calculations of sound
attenuation in glass wool must take the mechanical wave in the fiber skeleton into account, and this
requires knowledge of the dynamic elastic constants of the fiber skeleton. The mechanical properties
of glass wool are highly anisotropic. Previously only one of the elastic constants has been measured
dynamically, but here all the elastic constants are reported. The measurement method is well known.
But a new mechanical design, which reduces mechanical resonance, is described. The measurements
were carried out in atmospheric air at normal pressure, and this causes an oscillatory airflow in the
sample. To obtain the elastic constants, the influence of the airflow was subtracted from the data by
a new formula. The elastic constants were measured in the frequency range 20–160 Hz for glass
wool of mass density 30 kg/m3. The elastic constant C11 depended on the frequency; at 20 Hz it
was 1.5+0.01i MPa, and at 160 Hz it was 2.6+0.06i MPa. The constant C33=12+0.6i kPa did not
depend on frequency. The shear constant C44=40+2i kPa was constant. The two constants C12,C13

were zero. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2118267�

PACS number�s�: 43.55.Ev, 43.20.Jr, 43.58.Dj �AJZ� Pages: 3672–3678

I. INTRODUCTION

Glass wool is placed inside the fuselage of airplanes,
where it reduces the noise transmissions from the outside to
the inside of the cabin. Glass wool is also placed inside walls
in buildings, where it reduces the transmission of noise
through the walls.

Experiments in the last five years have shown that sound
waves, in the air between fibers, drag the skeleton of fiber
materials, and this causes movements of the fibers, which
decreases the attenuation of sound waves.1–4 Early measure-
ments of sound attenuation in tubes did not show this, be-
cause samples were mounted in a way that prevented their
movement. Recently2,3 measurements have been carried out
with thin samples fixed to the cylindrical surface of the tube.
In this case, the skeleton of the material in the center of the
tube can move.

The airborne sound wave is coupled to the fiber skeleton
borne wave by an oscillatory viscous drag of air on the fi-
bers. To take this into account by the Biot theory,5 the dy-
namic elastic constants of the glass wool skeleton must be
known.

Pritz6 analyzed a measurement method where the glass
wool sample is part of a spring as shown in Fig. 1. The
shaker gave the lower part of the sample a displacement that
was a sinusoidal function of time. Accelerometers measured
the acceleration of the shaker table and the top plate. The
amplitude and phase of the output from the two accelerom-
eters were measured. From the complex ratio between the
two accelerations, the length of the sample, the cross-section
area, the mass of the sample, and the mass of the upper
aluminum plate. Pritz calculated the complex Young modu-

lus, and he made a detailed study of the measurement errors.
Longitudinal wave movement was taken into account. It was
assumed that the shaker and the upper aluminum plate
moved translationally. In another paper7 Pritz reported mea-
surement, with the same setup, of the complex Young’s
modulus of glass wool of density 71 kg/m3 for frequency
100–3 000 Hz. The measurements were carried out in air
and vacuum.

Rice and Göransson8 used a similar setup to measured a
dynamic complex Young’s modulus of glass wool with den-
sity 15 and 11 kg/m3 for frequencies about 15 and 60 Hz.
Measurement were carried out in air and vacuum. Ingard9

used a similar setup to measure the complex Young’s modu-
lus of glass wool in vacuum.

To determine the complex Young’s modulus of glass
wool, Wilson and Cummings10 used a setup with a force
transducer that measured the force in the sample. The fre-
quency range was 40–200 Hz. Figure 2 shows the principle.
They first measured the complex mechanical impedance of
one sample and then of a second sample with twice the thick-
ness. From the two mechanical impedances and the length of
the sample they calculated the complex wave number. The
complex characteristic impedance was calculated from the
measured impedances and the cross-sectional area. From fre-
quency and the characteristic impedance, they calculated the
effective mass density and Young’s modulus. They assumed
that their samples were homogeneous, and it was further as-
sumed that there was no lateral movement of the sample—
the Poisson’s ratio was assumed to be zero. Langlois, Pan-
neton, and Atalla11 used an experimental arrangement similar
to Fig. 2 to measure the elastic properties of isotropic plastic
foam. They developed a new way to find Young’s modulus
and Poisson’s ratio from measurements on samples of differ-
ent thickness.a�Electronic mail: vt@mek.dtu.dk
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The setup in Fig. 1 is attractive because it is simple. It
was used in the beginning of the present study. The accelera-
tion amplitude of the top plate and the shaker were recorded
as a function of frequency. The acceleration amplitude of the
top plate divided by the one of the shaker was plotted as a
function of frequency. However, in many experiments the
plot showed three resonance peaks between 200 and 300 Hz
instead of only one as expected when the movement of the
aluminum plate is a translation. The reason is that the top
plate rocked, because the samples were not homogeneous.
Pritz6 assumed a translation; Cremer, Heckl, and Ungar12

have observed excitation of rocking motions in similar ex-
periments. Three modes of the top plate were excited. One
mode is mainly a translation in the direction of dot-and-dash
line in Fig. 1, the other modes are mainly rotations of the top
plate. The movements of the top plate were detected by small
accelerometers, which showed the accelerations of the three
modes. Calculation of elastic constants from the data was
unreliable, because three modes were excited.

The rotation of the upper plate was prevented in the
setup in Fig. 2, and measurements reported in this paper
were carried out with a similar setup. Measurements should
ideally be carried out in a vacuum, but here they were per-
formed in air. The movements of the shaker table pumped air
through the sample, and the friction between air and fibers
influence the measurement. Section II contains a derivation
of a new formula used to corrects the data for the influence
from airflow through the sample. Section II also shows a new
way of correcting for wave movements in the fiber skeleton.
The elastic constant can be measure with one sample, in

contrast to the investigation by Wilson and Cummings10 that
requires two samples and assumed homogeneity of the
samples. A new mechanical design is described in Sec. III,
which also contains details of the electronic system.

Glass wool is anisotropic, but all the above-cited works
present only measurements of one Young’s modulus, the
smallest one. Dynamic measurements of all the elastic con-
stant are reported in Sec. IV, where all the dynamic elastic
constants in the frequency range 20–160 Hz for glass wool
of density 30 kg/m3 are given. The results are compared
with measurements of the elastic properties of glass wool in
the papers Refs. 6–10.

II. PRINCIPLE OF MEASUREMENT

The elastic properties of glass wool are highly aniso-
tropic. Glass wool mats are fabricated on a conveyer belt on
which the glass fibers are laid. The glass wool is soft in the
direction perpendicular to the conveyer belt and hard in all
directions parallel to the belt. We use a coordinate system
with Z axis in the soft direction, X axis in the direction the
belt moves, and Y axis perpendicular to the first two axes.
The standard nomenclature for elastic constants is used.
Call the stress tensor �pq with p, q=x, y or z, and define
a stress vector �= ��xx ,�yy ,�zz ,�yz ,�xz ,�xy�. Call the
strain tensor �pq, and define the strain vector E
= ��xx ,�yy ,�zz ,2�yz ,2�xz ,2�xy�: Then the elastic constants
matrix C is defined by �=CE.

The C matrix is symmetrical. Rice and Göransson8 state
that their light glass wool is transversally isotropic. The glass
wool studied her is also assumed transversally isotropic. Due
to the symmetry, some components of the elastic constant
matrix are zero, and some are equal, which is shown in the
following matrix:

�
C11 C12 C13 0 0 0

. C11 C13 0 0 0

. . C33 0 0 0

. . . C44 0 0

. . . . C44 0

. . . . .
1

2
�C11 − C12�

� . �1�

The form of the matrix is given in Jones.13

Rice and Göransson8 stated, based on static measure-
ments, that the Poisson’s ratios are zero. This is also assumed
for the glass wool examined in this paper, and from Jones13 it
follows that C12=C12=0. Thus, the elastic constant matrix is
diagonal, and it can be computed from the two Young’s
moduli E1 ,E3, and the shear module G,

.�
E1 0 0 0 0 0

. E1 0 0 0 0

. . E3 0 0 0

. . . G 0 0

. . . . G 0

. . . . .
1

2
E1

� . �2�

FIG. 1. Measurement principle with two moving surfaces, the sample is
glued to the shaker table and the aluminum plate. The acceleration of the
shaker table and the aluminum plate are measured.

FIG. 2. Measurement principle with one moving surface, the force trans-
ducer fixes the aluminum plate. The force on the sample and the acceleration
of the shaker table are measured. � and H marks the axes of a coordinate
system fixed on the aluminum plate.
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A. Calculating Young’s modules from data

All samples were prismatic, cut perpendicular to one of
the axes X, Y, and Z in the glass wool mats. Figure 2 shows
the principle of the setup. The shaker was excited to give its
table a simple harmonic motion, and the complex accelera-
tion amplitude of the table A and the frequency f was re-
corded. The displacement of the table uT can be calculated
from the cyclic frequency �=2�f and the amplitude of ac-
celeration,

uT = − A/�2. �3�

The complex force amplitude FM measured by the force
transducer was recorded. The force transducer was mounted
on a plate that did not move, fixed plate in Fig. 2, and the
force transducer was very stiff. Therefore the aluminum
plate, on top of the sample, did not move, and the force on
the transducer was equal to the force F on the sample, F
=FM. Airflow in the sample is neglected, but it will be con-
sidered in the next section. The frequency is assumed to be
so low that wave motion in the sample may be neglected.
This is the case when Young’s module E1 is determined.
Then E1 equals the stress divided by the strain, if the X axis
of the sample is parallel to the � axis of the apparatus. Stress
is the force divided by the cross-section area of the sample S,
and the strain is the displacement of the table divided by the
length of the sample l. Thus,

E1 =
F/S

uT/l
. �4�

There is no lateral strain because the elastic constants C12

=0 and C13=0.

B. Airflow in the sample

During measurements air was pumped in and out of the
sample by the movements of the shaker table. The airflow
influenced the measurement of the imaginary part of the elas-
tic constant, and this influence is calculated approximately in
this section. First the energy loss P due to friction between
air and fibers is calculated. An integral of the power loss
density over the volume V of the sample gives P,

P = �
V

RrsvrvsdV . �5�

The velocity vr is referred to the coordinate system in Fig. 2,
with axes �, H, and Z and coordinates �� ,� ,��. The indices
r, s=�, �, or �, and repeated indices imply summation. The
airflow resistivity Rrs is a tensor because the glass wool is
anisotropic. Only the case where the resistivities are equal in
all directions perpendicular to the � axis is needed. It is
assumed that the air is incompressible, because the wave-
length of sound in the air between fibers is much longer than
the dimension of the apparatus. The � axis, Fig. 2, is the
polar axis of a cylinder coordinate system with coordinates �,
	, and 
, where 	 is the distance from the polar axis and 

the angle. The radial velocity of air v	, perpendicular to the
� axis is, from the incompressibility of air, approximately

v	 =
�	2vT

2�	l
=

	vT

2l
, �6�

where vT is the velocity of the shaker table, Fig. 2, in the �
direction. The power P dissipated equals the volume integral
over the sample

P = �
V

R�v	
2dV , �7�

where R� is the airflow resistivity perpendicular to the �
axis, and only radial flow is considered. Substitute Eq. �6�
into Eq. �7�, and get

P =
R�vT

2

4l2 �
V

	2dV . �8�

If the sample cross-section is square with side length a, then
the integral becomes

P =
R�a4vT

2

24l
. �9�

The power delivered from the shaker table to the sample is

P = vTFV, �10�

where FV is the viscous force. From Eqs. �9� and �10� one
gets the force

FV =
R�a4

24l
vT. �11�

We use a complex time factor ei�t, where t is the time and
i2=−1. Then vT= i�uT, and Eq. �11� becomes

FV =
R�a4

24l
i�uT. �12�

This force was subtracted from the direct measured force FM

to give the force F that would act on the fiber skeleton in
vacuum. F is the force that should be used in Eq. �4�,

F = FM − FV. �13�

The real part of FM was in principle also influenced by
the airflow, but in the present measurement the influence was
much smaller that the experimental uncertainty.

C. Wave motion in the fiber skeleton

The elastic constant E3 is so small that the wavelength
of waves in the sample skeleton becomes comparable to the
length of the sample, and the strain is not constant in the
sample. The calculation of the elastic constant from the data
in this case follows in this section.

Figure 2 shows a coordinate system with � axis perpen-
dicular to the aluminum plate and origin in the center of this
plate on the sample side. � is the coordinate in the � direc-
tion, u is the displacement of the fiber skeleton in this direc-
tion, u0 is a constant, and k is the wave number. The dis-
placement of the sample at the aluminum plate, �=0, is zero.
Therefore,
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u = u0 sin k� . �14�

The constant u0 can be found from the displacement uT of
the shaker table,

u0 = uT/sin kl . �15�

To find E3 the Z axis of the glass wool sample was parallel to
the � axis of the apparatus.

The force F on the aluminum plate is

F = SE3� �u

��
�

�=0
. �16�

Equations �14�–�16� give

F

uT
=

SE3k

sin kl
. �17�

Equation �17� is solved for E3,

E3 =
F sin kl

uTSk
. �18�

The wave number is the cyclic frequency divided by the
wave velocity. If the mass density of the fiber skeleton is 	W,
then the wave number is

k =
�

	E3

	W

. �19�

In the experiment the acceleration A of the shaker table, Fig.
2, was measured, and uT was calculated from Eq. �3�. The
force transducer measured force FM, and F was calculated
from Eq. �13�. �The correction for airflow Eq. �13� is not
necessary when E1 is calculated because the imaginary part
of E1 is much higher than the correction by Eq. �13�.� �, S,
and l were recorded. The mass density 	W was assumed to be
equal to the static mass density, 30 kg/m3. All mechanical
losses are attributed to the elastic constant. Equations �18�
and �19� give implicitly E3.

An iterative procedure was used to find E3. A complex
value of E3 was assumed and k was calculated from Eq. �19�.
This k value was set into Eq. �18� and a new value for E3 was
computed. Then a new value of k was calculated from Eq.
�19�. The iteration was stopped when a stationary value of E3

was obtained.

III. MEASUREMENT SETUP

The mechanical setup used to measure E1 and E3 is
shown in Fig. 3. Four steel rods with threads and nuts held
the two, 10-mm-thick, aluminum plates A and D. On plate D
was mounted the shaker that carried a 5-mm-thick aluminum
plate C, whose acceleration was measured by three piezo-
electric accelerometers. They were placed at the vertices of
an equilateral triangle with center in the center of the plate C.
Three accelerometers were used, instead of one to detect
possible rotations of the plate. The glass wool sample was
glued to plates B and C. The plate B, 5-mm-thick aluminum,
was mounted on plate A via a piezoelectric force transducer.
The thickness of the sample was typical 50 mm.

The whole assembly hung in two 1-m-long rubber
bands. These bands are not shown in Fig. 3. In the early
experiments, plate D was mounted horizontally on a concrete
slab. But the suspension by rubber bands eliminated many
resonance modes that disturbed the measurement and this
greatly improved the data. Plate A, the force transducer, and
plate B had a small acceleration, which was measured by an
accelerometer mounted on plate A. The acceleration and the
mass of plate B was used to correct the output from the force
transducer to give the actual force from the sample on plate
B. The derivation of Eq. �18� assumed that the displacement
of plate B was zero. In the actual experiment the displace-
ment was very small compared the movement of plate C, so
Eq. �18� can still be used to calculate the influence from
wave movement in the skeleton of the sample.

The shear constant G was measured with the setup in
Fig. 4. The right picture gives the cut S-S shown on the
left-hand side. The sample was glued to plates B and C. The
shaker moved plate C horizontally, and its acceleration was
measured by an accelerometer. Plate B was attached to a
force transducer, which was fastened on plate A. The force
transducer measured the horizontal force on plate B, and the
displacement of plate C was calculated from its measured
acceleration. The procedure in Sec. II C was used to correct
for wave movements of the fiber skeleton. There was no
airflow in the sample because it was subject to a shear de-
formation.

Figure 5 shows the electronic equipment. It used a Stan-
ford Research System DSP Lock-In Amplifier SR850, which
has an output voltage that is a sinusoidal function of time.

FIG. 3. The mechanical details of the setup used to measure Young’s
moduli. It uses the measurement principle in Fig. 2. The setup hung in 1 m
long rubber bands. The sample is glued to the two plates B and C.

FIG. 4. The mechanical details of the setup used to measure the shear
constant.
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The frequency can be programmed to sweep through a range.
The output voltage from SR850 was connected to a power
amplifier that drove the shaker. SR850 also has an input to a
phase detector, and SR850 can record digitally the magnitude
and phase of the input. One accelerometer on plate C was
connected to a preamplifier, the output of which was con-
nected to the input of SR850. The frequency was swept
through a range, and the frequency, the magnitude, and phase
of the signal from the accelerometer were recorded digitally.
Then a new accelerometer was connected to the preamplifier
and the procedure repeated. After all the accelerometer out-
puts were recorded, the force transducer was connected to
the preamplifier, and the magnitude and phase of the force
were recorded.

IV. RESULTS

The glass wool studied was of the type “Industriplade 1”
produced by Saint-Gobain Isover a/s, Vamdrup, Denmark.
Table I shows data for the glass wool.

The Z resistivity was measured with airflow in the Z
direction in the glass wool, defined in Sec. II, and X resistiv-
ity was measured with airflow in the X direction. Resistivity
in the X and Y directions are equal. The porosity was calcu-
lated from 1−	W /	F, where 	W is the density of glass wool,
and 	F is the density of fiber glass.

A. Young module E1

The sample had a cross-section area of 100·100 mm2

perpendicular to the X axis in the glass wool. Its length was
50 mm. The sample was glued to the two plates B and C in
Fig. 3. Figure 6 shows the resulting real and imaginary part
of E1. The solid curve is the real part and the dotted one the
imaginary part. It was necessary to use a low level of accel-
eration to avoid elastic nonlinearity in the glass wool sample.
The strain used for Fig. 6 was below 10−5.

There are few data in the literature that the result can be
compared with, and only static measurement seems to have
been published. Rice and Göransson8 reported a Young
modulus E1=17.2 kPa for glass wool of mass density
14 kg/m3. Tarnow14 found the static value 390 kPa for glass
wool of mass density 30 kg/m3, and the dynamic result for
the real part was 1.5 MPa at 20 Hz. The strain was 2 ·10−2 by
the static measurement, and below 10−5 by the dynamic one.
The static strain is much higher than the dynamic one, and
nonlinear elasticity could explain the difference between the
static and the dynamic value.

B. Young’s modulus E3

The sample had a cross-section area of 100·100 mm2

perpendicular to the Z axis in the glass wool. Its length was
31 mm. Figure 7 shows the result for E3 for the sample of
glass wool. The data show that the real and imaginary parts
are constants. The best graphical fit of the data was E3=12
+0.6i kPa=12�1+0.05i� kPa.

The real part of E3 is more than 100 times smaller than
the one of E1. The strain used for Fig. 7 was below 10−4 to
avoid elastic nonlinearity. A higher strain would have re-
duced to the electronic noise.

Equtions �12� and �13� with an airflow resistivity
=8 kPa s m−2 were used to correct for the influence from
airflow in the sample. Wave movements in the fiber skeleton
were taken into account by Eqs. �18� and �19�.

Wilson and Cummings10 reported dynamic measure-
ments for glass wool of density 24 kg/m3. They found an
approximately constant E3=3.3+0.2i kPa=3.3�1+0.06i�
kPa in the frequency range 40–200 Hz. The real part is four
times smaller than the one found here, but the imaginary

FIG. 5. The electronic setup used to record accelerations and force. The
SR850 delivers a voltage that is a sinusoidal function of time. This voltage
drove the power amplifier, which was connected to the shaker. The acceler-
ometer or the force transducer was connected to the preamplifier. The am-
plitude and phase of the output from the preamplifier was measured and
recorded by SR850.

TABLE I. Acoustic data for “Industriplade 1.”

Mass density of glass wool 30 kg/m3

Mass density of fiber glass 2550 kg/m3

Diameter of fiber 7 �m
Airflow Z-resistivity 16 kPa s m−2

Airflow X-resistivity 8 kPa s m−2

Concentration of phenol-formaldehyde resin 5%
Porosity 0.988

FIG. 6. The resulting Young’s module E1. The solid line shows the real part
and the dotted one the imaginary part. Both real and imaginary part in-
creases with frequency. At 20 Hz E1=1.5+0.01i MPa, and at 160 Hz E1

=2.6+0.06i MPa.
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parts divided by the real ones, the loss factors, are approxi-
mately equal. For the glass wool Telwolle of density
71 kg/m3 and fiber diameter 5–7 �m, Pritz7 reported a con-
stant complex Young’s modulus E3=78.4�1+0.02· i� kPa in
the frequency range 100–3 000 Hz.

C. Shear modulus G

The sample had dimensions 100·100·31 mm3 in the X,
Y, Z direction of the glass wool. The setup in Fig. 4 was used
with 31 mm between plates B and C. The direction of dis-
placement was along the 100 mm edges in the X direction.
The result is shown in Fig. 8. The data are only reliable for
frequencies below 100 Hz, because of resonance in the me-
chanical structure. In the frequency range 20–100 Hz the
shear modulus is constant and equal to 40+2i kPa.

Only static measurements of this module have been pub-
lished. Rice and Göransson7 reported 13.7 kPa for glass wool
of density 14 kg/m3.

D. Poisson’s ratios

Rice and Göransson8 stated, based on static measure-
ments, that the Poisson’s ratios are zero for glass wool of
mass density 15 and 11 kg/m3. This means that C12=C13

=0 from Jones.13

It was attempted to measure the Poisson’s ratios dynami-
cally. A sample of glass wool was placed between two par-
allel aluminum plates. An electrodynamic shaker moved one
of the plates. To detect the movement of the sides of the
sample, aluminum foils 20 �m thick were glued on the sides
of the sample, and a preamplifier for a condenser micro-
phone was used to detect lateral movements of the sample.
However, the scattering of the data made it impossible to
detect movements of the sides of the sample.

Another attempt was made to measure Poisson’s ratios.
The apparent Young’s modulus was found for samples of
different lengths by the method in Sec. II. When the sample
length is small compared to the dimensions of the aluminum
plates, the deformation of the sample is perpendicular to the
aluminum plates, because they prevent lateral movement. In
this case one would find a high value of the Young’s modu-
lus. If the sample is long, there is lateral movement depend-
ing on the size of Poisson’s constants, and this lateral move-
ment would decrease the apparent Young’s module. No such
dependence on length was found, but the data were scattered
due to inhomogeneity of the samples. Therefore the Pois-
son’s ratios are assumed to be zero.

V. CONCLUSION

A new mechanical design for measuring the elastic con-
stants of glass has been developed. Correction for viscous
drag on fibers from airflow in the sample is presented, and
correction for mechanical waves in the structure is described.
The measurement showed that the Young’s module E1 de-
pended on frequency, at 20 Hz it was 1.5+0.01i MPa, and at
160 Hz it was 2.6+0.06i MPa. Young’s module E3=12
+0.6i kPa did not depend on frequency. The shear module
G=40+2i kPa did not depend on frequency. Attempts to
measure the Poisson’s ratios did not give conclusive results,
and they were assumed to be zero.
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Our main aim in this paper is to develop analytically the three-dimensional Component Mode
Synthesis method and to use it on fluid–structure interaction problems, such as sound transmission
between coupled volumes. This will be shown for simple volume geometries, but, in principle, the
same procedure can be applied when the component modes are obtained from numerical techniques,
such as the Finite Element Model �FEM� or Boundary Element Method �BEM�. The modal behavior
of acoustic volumes and a partition is implemented in two steps. The first extension here is based
on a one-dimensional model where the transverse acoustic modes of the volumes are incorporated
into the formulation. The second extension, which is more general, considers not only the transverse
acoustic modes of the volumes, but also structural modes of the partition. A comparison is made
with predictions based on a modal model using the normal modes of rigid walled enclosures
separated by a simply supported partition. For the latter modal model, particle velocity continuity
was not incorporated in the formulation.
© 2005 Acoustical Society of America. �DOI: 10.1121/1.2114567�
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I. INTRODUCTION

In the literature, significant studies have concentrated on
analyzing sound transmission using uncoupled “rigid-
walled” acoustic modes for the acoustic volumes.1–3 In this
case the boundary condition at the interface between the
acoustic volumes, which is due to the velocity of the parti-
tion, cannot be reproduced. The acoustic and the structural
response fields are typically expressed in terms of their un-
coupled normal modes by means of coupled differential
equations for each mode. The structural motion is expressed
as a summation over the response of the in vacuo natural
modes driven by fluid loading. The acoustic fields in the
volumes are determined by a summation of the rigid-walled
acoustic modes. According to Fahy,3 the correct convergence
of the modal pressure on the structural interface is obtained
due to Gibb’s phenomenon, which is an overshoot that oc-
curs whenever basis functions �for instance, acoustic mode
shapes� are used to represent spatial distributions containing
discontinuities, e.g., in the derivatives of the response.

Our aim in this paper is to develop an alternative model
that incorporates interface particle velocity continuity in the
formulation for the prediction of noise transmission between
two volumes. The Component Mode Synthesis �CMS�
method4 was used for the development of this alternative
model. Subsequently, the CMS model implemented was then
compared with a Modal Model1 implemented previously.

The CMS approach was initially developed and applied
to acoustic-structural coupled volumes possessing one-
dimensional wave propagation through a limp partition to
verify the accuracy and applicability of the approach.5 Most
sound transmission problems in buildings require a three-
dimensional model for a better representation of the sound
field distribution. Likewise, the application of the “limp”
mass description is not entirely appropriate in frequency
bands higher than the one that includes the fundamental reso-
nance frequency of a partition, and so both requirements
need to be considered herein. Another development is the
extension of the one-dimensional CMS model5 to the three-
dimensional case �3-D-CMS model�. This will be shown for
simple volume geometries, but, in principle, the same proce-
dure can be developed when the component modes are ob-
tained from numerical techniques, such as FE, and then ap-
plied in the described CMS methodology.

The modal behavior of acoustic volumes and structural
interface is implemented in two steps. The first extension is
an extension of the one-dimensional model where the trans-
verse acoustic modes of the volumes are incorporated into
the formulation. The further extension incorporates a modal
description for the structural interface and only requires the
normal in vacuo structural modes with the relevant boundary
conditions.

The CMS method requires the user to model separate
components of a problem in terms of a summation over con-
straint modes and component normal modes and has previ-
ously been applied in structural dynamics. A constraint mode
is defined as the static deformation of a subsystem when aa�Author for correspondence. Electronic mail: maxdcm@ig.com.br
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unit displacement or velocity is applied to one coordinate of
a specific set of “interface” coordinates. Usually the number
of constraint modes considered is equal in number to the
number of redundant interface degrees of freedom. The
acoustic constraint modes used corresponded to rigid walled
conditions on all boundaries other than at the interface with
the structure, which was specified as a free surface for these
modes. They provide convergence to a better result, so that
the particle velocity continuity at the interface can be repli-
cated.

The component normal modes may be classified accord-
ing to their boundary conditions either as fixed-interface or
free-interface modes. The acoustic normal modes adopted
are taken to be those of the volumes with a fixed interface
�i.e., a rigid wall at the interface and on all other boundaries�.
The number of normal modes chosen depends upon the fre-
quency range of the calculations and convergence require-
ments.

II. THE COMPONENT MODE SYNTHESIS METHOD
FOR THE THREE-DIMENSIONAL CASE-
MATRIX FORMULATION AND IMPLEMENTATION OF
THE MODEL

As in the one-dimensional case,1 the implementation of
the CMS method for the 3-D case is also based on the selec-
tion of the sets of modes, definition of the constraint equa-
tions, and system synthesis.

A. The definition of sets of component modes

Two rigid-walled rectangular cross section volumes with
a common elastic partition at the interface, as shown in Fig.
1, are considered as three distinct CMS components. The
first consists of the acoustic fluid volume, being defined for
x=−Lx1 to x=0. The second component is the receiving
acoustic fluid volume, which is defined as varying from x
=0 to x=Lx2. Both components have been considered with
the same cross section, but the extension to other volumes is
also straightforward. The third CMS component is an elastic
simply supported partition, which separates the two volumes
and is represented dynamically by its flexural modes. A har-
monic constant amplitude volume velocity source is placed
in one corner of the source volume, so that all acoustic
modes can be excited. It is assumed that the fluid velocity

function ��x ,y ,z , t� can be written in terms of the general-

ized velocity potential �̄ �scalar quantity� by the modal

transformation3

� = ��xi + �yj + �zk��̄ , �1�

where �x, �y, and �z are matrices that consist of prese-
lected normal velocity modes for a rigid-walled volume plus
constraint modes, representing the fluid velocity distribution
in the x, y, and z directions, respectively; The fluid velocity
function and the generalized velocity potential are defined as
��x ,y ,z , t�=���x ,y ,z , t� /�t and �= �u ,v ,w�=����, respec-
tively.

The modal matrices for the source component are given
by

�x1 = sx1��n1
�cx1

� , �2�

�y1 = sy1��l1
�cy1

� , �3�

�z1 = sz1��q1
�cz1

� , �4�

where the subscript cx1 represents the constraint mode num-
ber; cy1 and cz1 are the modal numbers for the set of modes
�cy1

and �cz1
, respectively. The subscripts n, l, and q denote

the normal mode number of a particular mode in the x, y, and
z directions, respectively. sx1, sy1, and sz1 represent scale con-
stants whose units are such that �x1, �y1, and �z1 have
dimensions of �mass�−0.5. The matrix �x1 consists of a set
of fixed-fixed interface normal modes ��n1

� plus a set of
fixed-free constraint modes ��cx1

� in the x direction. The
matrix �y1 is comprised of a set of fixed-fixed interface
modes ��l1

� plus another set of fixed–fixed modes ��cy1
�

in the y direction, which is due to the contribution of the
constraint modes �cx1

to the fluid particle velocity in the y
direction. Likewise, matrix �z1 consists of a set of fixed–
fixed interface normal modes ��q1

� plus the set of modes
�cz1

, which is due to the contribution of the constraint
modes �cx1

to the fluid particle velocity in the z direction.
Although the set of constraint modes �cx1

contributes to
the fluid particle velocity distribution in both y and z direc-
tions, there is no need to have any other set of constraint
modes. This is justified by the fact that the interface between
components is only in the constant plane x=0. The selected
orthogonal and constraint modes were defined as shape func-
tions satisfying the geometric boundary conditions for each
acoustic component. By an application of the well-known
relationship between velocity potential and particle velocity,3

the orthogonal modes �n1
�in the x direction� and their con-

tributions to the fluid particle velocity in the y and z direc-
tions ��l1

and �q1
� can be expressed by

�n1
�x,y,z,t� = − kn1

sin�kn1
x�cos�kl1

y�cos�kq1
z�,

for − Lx1
� x � 0, �5�

�l1
�x,y,z,t� = − kl1

cos�kn1
x�sin�kl1

y�cos�kq1
z�,

for 0 � y � Ly1
, �6�

FIG. 1. Volume coordinates. A monopole source with volume velocity equal
to 3�10−5 m3/s was located at the corner of the source volume.
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�q1
�x,y,z,t� = − kq1

cos�kn1
x�cos�kl1

y�sin�kq1
z�,

for 0 � z � Lz1
, �7�

where kn1
, kl1

, and kq1
are equal to n1� / �Lx1�, l1� /Ly1, and

q1� /Lz1, respectively. It is seen that the natural modes given
by Eqs. �5�–�7� have units equal to �m−1�.

An additional set of constraint modes �c, which satisfies
zero velocity on x=−Lx1 and unit velocity in the x direction
on x=0 over the partition area, is used for the source room.
In principle, the elastic partition can either cover the whole
of the common boundary �x=0� or only part of the common
interface. For the source room component, the constraint
modes �cx1

�in the x direction� and their contributions to the
fluid particle velocity in the y and z directions ��cy1

and
�cz1

� are then given by

�cx1
�x,y,z,t� = �1 +

x

Lx1
�cos�kcy1

y�cos�kcz1
z� , �8�

�cy1
�x,y,z,t� = − �x +

x2

2Lx1
�kcy1

sin�kcy1
y�cos�kcz1

z� , �9�

�cz1
�x,y,z,t� = − �x +

x2

2Lx1
�kcz1

cos�kcy1
y�sin�kcz1

z� ,

�10�

where kcy1
and kcz1

are equal to cy1� /Ly1 and cz1� /Lz1, re-
spectively. Equations �8�–�10� apply over the area of the par-
tition, even if it might only cover a partial area of the whole
interface �common wall�.

It is seen that this set of equations �8�–�10� do not have
the same dimensions of those equations defined previously
�5�–�7�. However, all original mode shape vectors defined
above the natural and constraint modes were normalized to
the more useful mass-normalized mode shape vectors.4 It
should be noted that the natural modes have units equal to
�m−1� and the constraint modes are dimensionless, while af-
ter normalization,4 the mass-normalized vectors defined in
Eqs. �2�–�4� have dimensions of �mass�−0.5.

According to Eq. �8�, it is observed that the number of
constraint modes �cx1

is directly related to the number of
different modal orders cy1 and cz1. In addition, a linear func-
tion was chosen to represent the particle velocity distribution
in the x direction, as higher-order functions did not provide
better convergence. As the particle velocity of a fluid is de-
fined by the first-order derivative of its velocity potential, a
sine function appears in Eqs. �9� and �10�, which represent
the constraint mode velocity contributions in the y and z
directions respectively.

Additionally, it is assumed that the set of normal struc-
tural modes �p are the flexural vibration mode shapes of a
simply supported isotropic rectangular thin plate.4 No con-
straint modes are necessary for the structural component and
other structural boundary conditions could similarly be con-
sidered.

The modal matrices for the receiving component can be
expressed as

�x2 = sx2��n2
�cx2

� , �11�

�y2 = sy2��l2
�cy2

� , �12�

�z2 = sz2��q2
�cz2

� . �13�

Likewise, for the source component, sx2, sy2, and sz2

represent scale constants whose units are such that �x2, �y2,
and �z2 have dimensions of �mass�−0.5. The matrix �x2 is
comprised of a set of fixed–fixed interface normal modes
��n2

� plus a set of free–fixed constraint modes ��cx2
� in the

x direction. The matrix �y2 is composed of a set of fixed–
fixed interface normal modes ��l2

� plus another set of fixed–
fixed modes ��cy2

� in the y direction, which is due to the
contribution of the constraint modes �cx2

to the fluid particle
velocity in the y direction. In the same way, matrix �z2 com-
prises a set of fixed–fixed interface normal modes ��q2

� plus
a set of modes �cz2

, which is due to the contribution of the
constraint modes �cx2

to the fluid particle velocity distribu-
tion in the z direction. As for the source room, the set of
free-fixed constraint modes �cx2

is sufficient for the formu-
lation of the problem.

Additionally, the �x ,y ,z� particle velocity Cartesian
components for the receiving volume are given, respectively,
by

�n2
�x,y,z,t� = − kn2

sin�kn2
x�cos�kl2

y�cos�kq2
z�,

for 0 � x � Lx2
, �14�

�l2
�x,y,z,t� = − kl2

cos�kn2
x�sin�kl2

y�cos�kq2
z�,

for 0 � y � Ly2
, �15�

�q2
�x,y,z,t� = − kq2

cos�kn2
x�cos�kl2

y�sin�kq2
z�,

for 0 � z � Lz2
, �16�

where kn2
, kl2

, and kq2
are equal to n2� /Lx2, l2� /Ly2, and

q2� /Lz2, respectively.
The constraint modes c2 in the x, y, and z directions

have velocity components then given by

�cx2
�x,y,z,t� = �1 −

x

Lx2
�cos�kcy2

y�cos�kcz2
z� , �17�

�cy2
�x,y,z,t� = − �x −

x2

2Lx2
�kcy2

sin�kcy2
y�cos�kcz2

z� ,

�18�

�cz2
�x,y,z,t� = − �x −

x2

2Lx2
�kcz2

cos�kcy2
y�sin�kcz2

z� ,

�19�

where kcy2
and kcz2

are equal to cy2� /Ly2 and cz2� /Lz2, re-
spectively.
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It is also seen that for the receiving component the con-
straint modes given by Eqs. �17�–�19� are dimensionless
while the natural modes defined by Eqs. �14�–�16� have units
�1/m�.

B. Constraint equations

Although the fluid particle velocity is considered in all
directions �see Eq. �1��, for calculating the dynamic response
of the acoustic components 1 and 2 the compatibility equa-
tions describing velocity continuity are only formulated in
terms for the x direction normal to the partition or interface.
Hence, although the fluid velocity function is equal to �
= ��x ,�y ,�z�, one only needs �x for the formulation of the
constraint equations at the interface. When the structural par-
tition is considered as an extra modal system, sufficient com-
patibility or constraint functions are given by

C1 = �
S
�	� ��x,1

�t
�	

x=0
− 	� �w

�t
�	

x=0

2

dS

= �
S

����x,1��x=0 − ��w��x=0�2 dS , �20�

C2 = �
S
�	� ��x,2

�t
�	

x=0
− 	� �w

�t
�	

x=0

2

dS

= �
S

����x,2��x=0 − ��w��x=0�2 dS , �21�

where �x,1 and �x,2 are the fluid particle displacements in the
x direction for volumes 1 and 2, respectively, w is the normal
displacement of the partition �in the x direction� due to its
flexural elastic deformation, and S is the surface area of the
interface.

These equations are used to determine a reduced set of
generalized coordinates equal to the difference between the
number of component coordinates and the number of con-
straint conditions. In situations where a partition covers only
a part of the common boundary the integrals in the constraint
equations are evaluated only over the partition area.

It is implicit in Eqs. �20� and �21� that the same refer-
ence coordinate is used for all components. It is not a linear
problem in the generalized coordinates to set the constraint
functions C1 and C2 to zero; instead one tries to minimize the
error in a least squares sense by minimizing the functions.
Hence, the following matrix form for the constraint equa-
tions can be obtained:

�C1

��x,1
=

�C1

�wp
=

�C2

��x,2
=

�C2

�wp
= 0,

or RcḠ = 0, �22�

where

Ḡ = ��̄c1 wp �̄c2�T and Rc = �R1 Rp R2� �23�

and

R1 = �
0 R11

0 R1p
T

0 0

0 0
 ; Rp = �

− R1p

− Rpq

− Rpq

− R2p

 ; R2 = �
0 0

0 0

0 R2p
T

0 R22

 .

�24�

The column vector Ḡ and the matrix Rc contain the sys-
tem generalized coordinates and the geometrical coupling
coefficients, respectively.

The submatrices R11, R1p, Rpq, R2p, and R22 defining the
geometrical coupling, are given by

R11 = �
S

��cx1
�T��cx1

�dS , �25�

R1p = �
S

��cx1
�T�p dS , �26�

Rpq = �
S

�p
T�q dS , �27�

R2p = �
S

��cx2
�T�p dS , �28�

R22 = �
S

��cx2
�T��cx2

�dS . �29�

The analytical mode shape �p,q for a simply supported
rectangular plate in vacuo is exactly described by �p,q�r ,s�
=sin�krY

�sin�ksZ
�, where krY

=r� /Lyp
and ksZ

=s� /Lzp
are the

plate modal wave numbers in the y and z directions, respec-
tively. The acoustic modal matrices �x1 and �x2 are defined
in Eqs. �2� and �11�, respectively.

No terms exist in coupling between the normal modes of
the volumes ��n1

or �n2
� and the partition modes ��p�, as

the former have zero velocity at the interface �x=0�. The
matrix Rpq is also a diagonal matrix due to orthogonality for
the structural modes.

C. Derivation of the general dynamic properties of
the component mode synthesis acoustic
components

In this section the dynamic properties of an acoustic
component driven by a volume velocity source are derived
using the direct application of Lagrange’s equations.4 It is
necessary to formulate the scalar potential and kinetic energy
quantities. The kinetic energy TA for an acoustic volume V1

can be expressed as2

TA =
1

2
�0�

V1

����*�T���dV . �30�

Substituting Eq. �1� into Eq. �30�, the expression for the total
kinetic energy using all of the modes employed in the for-
mulation then becomes
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TA =
1

2
��̄T�*�0��

V1

���x�T�x�dV1 + �
V1

���y�T�y�dV1

+ �
V1

���z�T�z�dV���̄� . �31�

The potential energy of a fluid inside a volume V1 is defined
in terms of a velocity potential function � as2

VA =
1

2
�

V1

�	�0
2���T�*

�t

��

�t
�dV1, �32�

where

	 =
1

�0c0
2 �33�

is the compressibility of the fluid.
Using the relationship between sound pressure and ve-

locity potential,2 the potential energy can then be expressed
in terms of pressure as

VA =
1

2
�

V1

�	�p*�Tp�dV1. �34�

Assuming that the acoustic disturbances in each compo-
nent are sufficiently small, a linear relationship between
pressure and the fluid velocity ��x ,y ,z , t� can be written as2

p =
1

j
	
di���� �35�

and

di���� = � · � = � ��x

�x
+

��y

�y
+

��z

�z
��̄ , �36�

where 	 is defined in Eq. �33� and �̄ is the velocity potential
of the fluid.

Substituting Eqs. �35� and �36� into Eq. �34�, the expres-
sion for potential energy becomes

VA =
1

2	
��̄T�*��

V1

� ���x�T

�x

��x

�x
�dV1

+ �
V1

� ���y�T

�y

��y

�y
�dV1 + �

V1

� ���z�T

�z

��z

�z
�dV1


���̄� . �37�

For nonconservative systems, a dissipation function6,7

must be included. For an acoustic component, it can be ex-
pressed as

D =
1

2
��̄T�*�0��

V1

���x�T2
N�N�x�dV1

+ �
V1

���y�T2
N�N�y�dV1

+ �
V1

���z�T2
N�N�z�dV1��̄ , �38�

where �N is the viscous modal damping ratio matrix for the

components and 
N is the modal matrix of natural frequen-
cies. The damping matrix can then be derived from the above
expression. Linear viscous damping was adopted for the pur-
pose of simplification, as this is a reasonable choice for
highly reverberant acoustic spaces.3

The system equations of motion can be obtained for a
damped system by using Lagrange’s equation of motion4 as
follows:

�

�t
� �L

�qi
� −

�L

�qi
+

�D

�qi
= Qi, i = 1,2, . . . ,n , �39�

where L is the Lagrangian for the system of coupled compo-
nents described below, D is the damping dissipation func-

tion, and qi are the elements of the generalized coordinate �̄.
In addition, it is assumed that the modes are real. Qi is the
time-dependent generalized volume velocity source strength
in the case of a source within an acoustic volume or gener-
alized force for a general system. The Lagrangian is defined
by4

L = TA − VA + TRcḠ , �40�

where  is a Lagrange multiplier vector that enforces inter-
face compatibility. It has the dimension of force.

The dynamic properties of a separate acoustic compo-
nent 1 may be determined via Lagrange’s equations �Eq.
�39��, which lead to the following equations of motion:

M1
3-D�̄1 + C1

3-D�̄1 + K1
3-D�̄1 − �R1�T1 = Q1

3-D, �41�

where

M1
3-D = �0��

V1

���x1�T�x1�dV1 + �
V1

���y1�T�y1�dV1

+ �
V1

���z1�T�z1�dV1� , �42�

K1
3-D = �0c2�

V1

� ���x1�T

�x

��x1

�x
�dV1

+ �
V1

� ���y1�T

�y

��y1

�y
�dV1

+ �
V1

� ���z1�T

�z

��z1

�z
�dV1, �43�

C1
3-D = 2
N���

V1

���x1�T�N�x1�dV1

+ �
V1

���y1�T�N�y1�dV1 �44�

+ �
V1

���z1�T�N�z1�dV1
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Q1
3-D = j
�0Q0� �x1�0�x − x0,y − y0,z − z0�dx . �45�

�0�x−x0 ,y−y0 ,z−z0� is the three-dimensional Dirac delta
function representing a point volume velocity source at
�x0 ,y0 ,z0�, and M1

3-D, K1
3-D, and C1

3-D are scalar quantities
representing the modal mass, stiffness, and damping matrices
for the fluid volume, respectively. Q1

3-D is the column matrix
of generalized volume velocity source strength where the
individual terms relate to the excitation of individual model
components. R1 is the matrix defined in Eq. �24�. 1 is a
column vector with a number of rows equal to the total num-
ber of constraint modes in component 1, plus the total num-
ber of panel modes and the total number of constraint modes
in component 2.

As a consequence of classifying the modes into two cat-
egories, namely constraint modes and normal modes, the
mass, stiffness, and damping matrices are partitioned into
submatrices as follows:

M1
3-D = �mNN mNC

mNC
T mCC


 ; K1
3-D = �kNN kNC

kNC
T kCC


; �46�

C1
3-D = �cNN cNC

cNC
T cCC


 .

The submatrix mNN, kNN, and cNN are diagonal matrices.
This is true due to the orthogonality property of these com-
ponent modes. The order of these matrices depends upon the
number of modes chosen for the analysis. The submatrices
mCC, kCC, and cCC are square matrices associated with the
constraint modes; their orders are equal to the number of
constraints. Finally, the rectangular matrices mNC, kNC, and
cNC are associated with the coupling between the normal and
constraint modes, as these are generally not orthogonal, and
cross-terms exist in the potential and kinetic energy expres-
sions as well as in the dissipation function.

D. System synthesis

The equations of motion for the source volume �acoustic
component 1�, the structural partition �component p�, and the
receiving volume �acoustic component 2� are expressed in

terms of their generalized coordinates �̄ as

M1
3-D�̄1 + C1

3-D�̄1 + K1
3-D�̄1 − R1

T1 = Q1
3-D, �47�

Mpwp + Cpwp + Kpwp − Rp
Tp = 0, �48�

M2
3-D�̄2 + C2

3-D�̄2 + K2
3-D�̄2 − R2

T2 = 0, �49�

where 1, p, and 2 are column vectors of Lagrange multi-
pliers for components 1, p and 2, respectively. The set of
equations presented previously as well as the dynamic prop-
erties of the acoustic components M3-D, C3-D, and K3-D and
the generalized volume velocity source strength Q3-D can all
be derived, as shown in Sec. II C using Lagrange’s equations
of motion. The dynamic properties of the structural compo-
nent �Mp, Cp, and Kp� are derived in Ref. 4

The coupled set of equations for the entire system is
then given by

�Ḡ + �Ḡ + �Ḡ − Rc = Qs �50�

and

RcḠ = 0, �51�

where

 = �1

p

2
� ; � = �M1

3-D 0 0

0 Mp 0

0 0 M2
3-D ;

� = �C1
3-D 0 0

0 Cp 0

0 0 C2
3-D  ; � = �K1

3-D 0 0

0 Kp 0

0 0 K2
3-D ;

and Qs= �Q1
3-D 0 0�T. The matrices �, �, and � are the modal

mass, damping, and stiffness matrices, respectively. Qs is a
column vector containing the generalized “forces” exerted on

the components. It can also be shown that the coordinates Ḡ
are not linearly independent in the set of equations �50�, due
to the constraint equations �51�.

The matrix of generalized coordinates Ḡ cannot easily
be rearranged and partitioned into dependent and linearly
independent coordinates as in the one-dimensional case.1

Alternatively, Eqs. �50� and �51� may be written in the
partitioned form 7

��� − 
2� + j
�� − Rc

Rc
T 0


�Ḡ


� = �Qs

0
� . �52�

The use of the Lagrange’s Multiplier technique for the
present situation, while more tedious than the transformation
matrix technique,1 permits the incorporation of the constraint
equations in a systematic manner.8 Equation �52� can be
solved numerically by the application of a pseudoinversion
technique, e.g., using Singular Value Decomposition.9 One
decision that has to be made by the analyst who uses com-
ponent modes is how many modes to use. In order to prevent
the matrices becoming singular, the number of constraint
modes should be equal in number to the number of redun-
dant constraints. In this case, the set of equations in �52� is
overdetermined.

III. NUMERICAL RESULTS

All numerical simulations and results are presented for
the three-dimensional problem, which also includes the
modal contribution of the partition. A flexible partition with
dimensions equal to 2 m�1.8 m was considered over the
whole common interface. The source and receiving volume
dimensions were equal to �5 m�2 m�1.8 m� and �3 m
�2 m�1.8 m�, respectively �depth by height by width�. A
constant viscous modal damping equal to �=0.005 was used
for both the normal and constraint modes. Figure 1 shows
that a monopole source with constant volume velocity equal
to 3�10−5 m3/s was placed at one corner of the source vol-
ume �−5,0 ,0�.
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The spatial results are presented in terms of the normal-
ized mean square pressure distribution at 55 Hz and 140 Hz
over certain positions �planes� that have been specified a
priori. These particular frequencies, which do not necessarily
coincide with the fundamental room modes, were arbitrarily
chosen below and above the lowest natural frequency of the
receiving room, above which tangential and oblique acoustic
modes are generated in the receiving room. The mean square
values are normalized to their maximum value in the plane.
The mean square pressure distributions were symmetric with
respect to the principal axes of both volumes.

Figures 2 and 3 show the normalized mean square pres-
sure distribution in the horizontal midplane �y=1 m� at 55
and at 140 Hz, respectively. The elastic partition has a mass
per unit area equal to 8.06 kg/m2 and it’s thickness, Young’s
modulus and Poisson’s ratio are 0.01 m, 2.12�10−9 N/m2,
and 0.24, respectively. The partition fundamental natural fre-
quency is 4.2 Hz. The maximum pressure at the end wall x
=−5 m, corresponded to the source location.

An alternative model, namely a Modal model, was used
to calculate a reference solution to compare with the one
obtained using the CMS model. The analytical Modal model

developed and implemented here is an extension of the set of
integro-differential equations presented in Ref. 3 to a system
comprising two coupled rooms and a simply supported par-
tition. Thus, the problem involving sound transmission be-
tween two connected rooms can be tackled.

For the Modal model, the acoustic and the structural
response fields are expressed in terms of their uncoupled
normal modes by means of differential equations for each
mode. Therefore, the structural motion is expressed as a
summation over the response of the in vacuo natural modes
driven by fluid loading. The acoustic field of rigid-walled
rectangular components has been determined by the summa-
tion of the acoustic modes over the fluid volume. In fact,
these acoustic modes in the source room were excited by a
generalized volume velocity source. According to Fahy,3 the
correct convergence of the modal pressure on the partition
surface is obtained due to the Gibb’s phenomenon, which is
an overshoot that occurs whenever basis functions �for in-
stance, acoustic mode shapes� are used to represent spatial
distributions containing the discontinuity of slope.

FIG. 2. Normalized mean square pressure distribution with respect to the
horizontal plane y=1 m at 55 Hz. The elastic partition has dimensions, mass
per unit area, and Young’s Modulus equal to 2 m�1.8 m, �h=8.06 kg/m2,
and E=2.12�109 N/m2, respectively. �a� The CMS model and �b� the
Modal model in relative pressure levels to the maximum in the plane.

FIG. 3. �Color online� Normalized mean square velocity distribution with
respect to the horizontal plane y=1 m at 55 Hz. The elastic partition has
dimensions, mass per unit area, and Young’s Modulus equal to 2 m
�1.8 m, �h=8.06 kg/m2, and E=2.12�109 N/m2, respectively. �a� The
CMS model and �b� the Modal model in relative velocity levels to the
maximum in the plane.
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Figures 2�a� and 2�b� show the variation of mean square
pressure using the CMS and Modal models, respectively. It is
seen that the pressure variation in the horizontal midplane of
the source and receiving rooms is symmetric for both mod-
els. It is plane across the width of the receiving room. This
can be explained by the fact that the first tangential mode in
the receiving room occurs at about 57 Hz. There is also pres-
sure discontinuity at x=0.

Figures 3�a� and 3�b� show the normalized mean square
particle velocity distribution in the x direction with respect to
the horizontal midplane y=1 m at a frequency equal to
55 Hz. At the partition location the particle velocity is close
to zero.

Figure 4 shows that the pressure variation in the hori-
zontal midplane of the receiving room is symmetric across
the width of the room but not plane, as tangential modes are
excited at 140 Hz. It is also seen that fairly good agreement
was found between the Modal and CMS model for the mean
square pressure distributions in the source room. This indi-
cates that the results are close to particular modes. For in-
stance, the natural frequency at 139 Hz corresponds to the

modes �3,0,1� and �1,1,1� for the source and receiving rooms,
respectively. Nevertheless, in terms of mean square pressure
distribution the results obtained via the Modal and CMS
models present some slight differences for the receiving
room. This is due to the presence of different modes that
exist in one approach compared to the other. It shows the
effect of these differences in terms of the absolute pressure
levels at 140 Hz.

Figures 5�a� and 5�b� show the normalized mean square
velocity distribution with respect to the vertical plane x-z
along the center line length of the room �y=1 m� for the
CMS and Modal model at 140 Hz. There is good agreement
for the mean square particle velocity distribution. The results
are close to particular modes of both rooms.

Figures 6�a� and 6�b� show a comparison of the overall
spatially averaged mean square pressure between the same
CMS and the modal model1 for both source and receiving
volumes, respectively. For the CMS model, a total of 96
modes �83 normal modes and 13 constraint modes� were
used for the source volume and 67 modes �54 normal modes
and 13 constraint modes� for the receiving volume. For the

FIG. 4. �Color online� Normalized mean square pressure distribution with
respect to the horizontal plane y=1 m at 140 Hz. The elastic partition has
dimensions, mass per unit area, and Young’s Modulus equal to 2 m
�1.8 m, �h=8.06 kg/m2, and E=2.12�109 N/m2, respectively. �a� The
CMS model and �b� the Modal model in relative pressure levels to the
maximum in the plane.

FIG. 5. Normalized mean square velocity distribution with respect to the
horizontal plane y=1 m at 140 Hz. The elastic partition has dimensions,
mass per unit area, and Young’s Modulus equal to 2 m�1.8 m, �h
=8.06 kg/m2, and E=2.12�109 N/m2, respectively. �a� The CMS model
and �b� the Modal model in relative velocity levels to the maximum in the
plane.
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Modal model a total of 83 and 54 acoustic normal modes
were considered for the source and receiving volumes, re-
spectively. For both models a total of 100 structural modes
were considered.

The effect of the inclusion of the 0 Hz bulk elastic mode
in the Modal model has been checked by eliminating it from
the calculations �not shown�. As a result, the variation of
sound pressure in the source and receiving volumes for the
CMS model tended to zero at frequencies below their first
“dynamic” modes. The latter are observed at 34 and 57 Hz in
Fig. 4�a� for the source and receiving volume, respectively.
Peaks at 34 and 68 Hz can be seen in the response of both
the source and receiving volumes. However, there are some
extra peaks in the response for the receiving volume, which
correspond to coupled modes of the complete system. This is
because the receiving volume controlled modes are weakly
excited by the source volume. For example, the peak at about
19 Hz corresponds to the coupled mode 19.3 Hz that has
been identified from an eigenvalue analysis.

Figure 7 shows a comparison between the models in
terms of variation of the spatial-average mean square sound
pressure in 1/3 octave frequency bands. Figure 7�a� presents
the results for the source volume It is seen that a difference
of less than 2 dB occurs between the models for frequencies
above 100 Hz. Below 100 Hz there are differences of up to
approximately 15 dB. For the receiving volume, Fig. 7�b�
shows differences of up to 25 dB for frequencies below
100 Hz. This might be explained by the fact that few acous-
tic modes are excited at frequencies below 100 Hz in the
receiving volume. For the CMS model the results are ap-
proximately 5 dB lower than those for the Modal model in
the 1/3 octave bands with center frequencies greater than
160 Hz. This might be explained by the fact that for a light-
weight partition the effect of considering particle velocity
continuity at the interface is significant.

Figure 8�a� shows the Noise Reduction �NR� values in
narrow and 1/3 octave bands. The difference in the NR be-
tween the CMS and Modal models in 1/3 octave bands tends
to be less than about 6 dB at center frequencies greater than

FIG. 6. A comparison between the CMS and a Modal model in terms of
spatial-average mean square sound pressure �in narrow bands�. The panel
mass per unit area is equal to �h=8.06 kg/m2 and E=2.12�109 N/m2. �a�
source: 10 log10��p̄1

2� / p0
2��dB re 2�10−5 Pa�; �b� receiver:

10 log10��p̄2
2� / p0

2��dB re 2�10−5 Pa�. The subscripts 1 and 2 indicate source
and receiving volumes, respectively; —, CMS model; ---, Modal model.

FIG. 7. A comparison between the CMS and the Modal model in terms of
the variation of spatial-average mean square sound pressure in 1/3 octave
bands. The panel mass per unit area is equal to �h=8.06 kg/m2 and E
=2.12�109 N/m2. �a� 10 log10��p̄1

2� / p0
2��dB re 2�10−5 Pa�; �b�

10 log10��p̄2
2� / p0

2��dB re 2�10−5 Pa�. The subscripts 1 and 2 indicate source
and receiving volumes respectively; —, CMS model; ----, Modal model.
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150 Hz. Below 150 Hz, the results show poor agreement. An
alternative comparison shows that there is fair agreement be-
tween the CMS model and Leppington’s approach10 as fre-
quency increases. However, in the 1/3 octave bands with
center frequencies below 150 Hz, the values obtained using
the Modal Model seems to be closer to those using Lepping-
ton’s approach. The calculated “Schroeder” frequencies2

were 442 and 571 Hz for the source and receiving rooms,
respectively. They were greater than the highest 1 /3 octave
band center frequency considered in the model configuration.
Thus, the predicted system response was strongly influenced
by individual modes of the rooms. The NR results obtained
using the models may not be appropriate, for the acoustic
fields involved are not diffuse. Figure 8�b� shows a compari-
son of the spatially averaged mean square normal velocity of
a lightweight partition calculated using both the CMS and
the Modal models. A difference of about 18 dB between the

models occurs at very low frequencies. Nevertheless, a dif-
ference of less than 2 dB is found at frequencies greater than
100 Hz.

The frequency responses for a Finite Element �FE�
model were obtained using a grid of points inside both the
source and receiving components. For the source and receiv-
ing components, three-dimensional �3-D� fluid elements
were considered on the analysis. For the partition, structural
plate elements were adopted. A minimum of six elements per
wavelength was considered on the model. Figure 9 shows the
FE mesh used for the geometric model.

Figure 10 shows the results obtained when a monopole
source excites the coupled system. A comparison between
the CMS, the Modal, and the FE model is made in terms of
spatial-average mean square sound pressure �in narrow
bands�. It can be seen that the results obtained for the FEM
and the Modal models show a good agreement, especially at
low frequencies. At certain frequencies, it is difficult to make
a comparison between the models. Most coupled frequencies
calculated for the CMS and FEM models were fairly similar.
This might be explained by the fact that for the CMS model,
additional modes �constraint modes� were also included in
the summation, and the responses at particular frequencies
corresponded to the coupled modes of the system. For higher
frequencies �above 100 Hz�, the FEM model predicted some
significant oscillations in the sound pressure levels in the
receiving room.

IV. CONCLUSIONS

The CMS approach for the one-dimensional problem1

has been extended in this paper to the more general three-
dimensional case. The application described the coupling of
two, in general, dissimilar rectangular volumes separated by
an elastic partition that might form only partial coverage of a
common interface, with all of the rest being rigid. In prin-
ciple, apart from the choice of the component and constraint
modes, which for irregular volumes may require numerical
�e.g., FE� calculations, the approach is very general and
could be implemented within existing commercial software.

For the present examples considered, it has been pos-
sible to use existing analytical expressions for the modes
under certain assumptions, e.g., simply supported edges for
the partition, and then rapid numerical calculations for the
coupled systems have been possible. As previously seen in
the one-dimensional case,5 there is a slight change in the
detailed pressure spatial variations when correct velocity
continuity is included, especially at very low frequencies, but
that is not so important if the spatially averaged quantities or
higher frequencies are considered. The most important find-
ings from the simulations performed are when a comparison

FIG. 8. Comparison between the CMS and the Modal model. �a� The varia-
tion of the Noise Reduction NR=10 log10��p̄1

2� / �p̄2
2���dB re 1 in 1/3 octave

bands normalized to the system power input. �b� The variation of the spa-
tially averaged mean square normal velocity of the partition
�dB re 10−9 m/s�. The subscripts 1 and 2 indicates source and receiving
volumes, respectively; —, CMS model; ---, Modal model; ***, diffuse inci-
dence Mass Law; �, Field incidence Mass Law; �, Leppington’s predic-
tion.

FIG. 9. �Color online� Finite Element Model used on the direct sound trans-
mission analysis.
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is made between the CMS and the original Modal Model
approach. It is seen that the spatial distribution of sound
pressure in the volumes are very complex, depending on sev-
eral factors such as source position, volume and partition
dimensions, frequency, etc. For the cases presented herein
the response in the receiving volume was directly related to
the degree of coupling between the structural and the trans-
verse acoustic modes.

An elastic partition was incorporated and considered as
another modal component. The results have shown fairly
good agreement between the CMS and the Modal model in
terms of spatially averaged mean square pressure. Similarly,
reasonably good agreement between the models was ob-
tained at higher frequencies. One possible explanation is that
the modal model, which considers rigid-walled modes, is
more representative at higher frequencies, where the system
boundary conditions are much less important. Nevertheless,
it still cannot reproduce exactly the partition velocity com-
pared to the CMS method.

In summary, the number of modes, and hence the order
of the equations, increases significantly, and for practical
computational and numerical reasons the CMS approach is
primarily useful for low-frequency predictions. This com-
ment is also applicable to the existing Modal methods and is
a consequence of the high modal density with increasing
frequency for acoustic volumes and is a reason why statisti-
cal approaches �e.g., SEA� have been developed. In prin-
ciple, the constraint equations could also be used for the
application of further conditions based on the impedance of
the walls, for example, if one requires the distribution of
absorbing material characterized as locally reacting and
quantified by a normal impedance.

For irregular volumes the more general approximate
methods, such as the numerical FE/BEM and the Trefftz
techniques,11,12 might be more appropriate unless the normal
modes are found numerically in advance of applying the

FIG. 10. �Color online� A comparison between the
CMS, the Modal, and the Finite Element �FE� model in
terms of spatial-average mean square sound pressure �in
narrow bands�. The panel mass per unit area is equal to
�h=161.2 kg/m2 and E=2.12�109 N/m2. �a� source:
10 log10��p̄1

2� / p0
2��dB re 2�10−5 Pa�; �b� receiver:

10 log10��p̄2
2� / p0

2��dB re 2�10−5 Pa�. The subscripts 1
and 2 indicate source and receiving volumes, respec-
tively; —, CMS model; ---, Modal model; -�-, FE
model.

J. Acoust. Soc. Am., Vol. 118, No. 6, December 2005 Magalhaes and Ferguson: Three dimensional component mode synthesis 3689



CMS method. The incorporation of the approach into exist-
ing software packages for acoustics would be worth an in-
vestigation in future studies.

In conclusion, for certain practical problems where the
description of sound pressure and particle velocity spatial
distributions is considerably important, especially at very
low frequencies, the CMS model is usually more appropriate
than the Modal model. On the other hand, if for a specific
problem the spatial-average mean square sound pressure is
the most important parameter to be determined, the modal
model can be an alternative solution.
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This paper describes a full vector intensity probe which advances the field of sound intensity and
sound source direction estimation using six matched rotating and variable directional microphones.
The probe has three pairs of microphones at an equal spacing of 30 mm that are set up in each of
the x, y, and z directions and share the same observation point. The calibration method using the
rotating microphone system is effective to correct position errors in the y- and z-axes microphone
pairs. Sound intensity measurements using the variable directional microphone method can locate
with accuracy a sound source, i.e., the structure parts radiating most acoustic energy. The system can
find the maximum sound intensity level and beamwidth of the major lobe, and the peak sound
intensity levels of the minor lobes. Therefore, a procedure for sound power determination based on
minimum measurement data is theoretically and experimentally discussed. Consequently, it is
possible to reconstruct only parts of the system emitting the most noise and measure efficiently the
sound power level. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2126929�

PACS number�s�: 43.58.Fm, 43.55.Nd �AJZ� Pages: 3691–3705

I. INTRODUCTION

Sound intensity is a measure of the flow of energy pass-
ing through a unit area per unit time and is measured in
W/m2.1 It is well known that the two-microphone method is
very useful to determine the sound intensity vector in a
sound field. A commonly used intensity probe consists of
two closely spaced identical microphones, which are placed
face to face.2,3 However, there are three problems with this
probe: �1� if there exists an intrinsic phase mismatch between
microphones and/or channels, a so-called phase mismatch
appears and the measurement error increases as the fre-
quency decreases, �2� in the conventional technique based on
deriving the particle velocity from the sound pressure gradi-
ent, if the two-microphone axis is not directed correctly to-
ward the sound source, further errors result, and �3� from the
probe’s directional characteristics, this method is unable to
separate the vectors precisely.

To solve problem �1�, even a very small deviation be-
tween the phase responses of the two microphones, i.e.,
phase mismatch, has an adverse effect on the measurement
accuracy with this technique,4,5 so much effort has been
spent on improving the transducers,6 and on developing mea-
surement procedures that ensure that the influence of the re-
maining phase mismatch is within acceptable limits.7,8 One
method of correcting such phase errors makes use of a
switching technique that essentially performs measurements
twice, the second time with the microphones interchanged.9

Others methods make use of an initial calibration measure-
ment where the two microphones are subjected to the same
sound pressure, as in a small cavity.10 Once the ratio for
residual intensity to sound pressure used in determining the
residual intensity has been determined, errors due to phase
mismatch in subsequent intensity measurements can be cor-
rected, provided that the mean square pressure is determined
concurrently with the intensity.11 In our proposed rotating
microphone method,12 which solves problems �1� and �2�,
the microphones are rotated around the measuring point in
certain planes, and the data are processed numerically with
use of periodic functions of the angles of rotation.

Some microphones allow us to vary the directional char-
acteristics by selecting omnidirectional, cardioid, subcar-
dioid, supercardioid, bidirectional, or shotgun patterns. In
our variable directional microphone method,13 which solves
problem �3�, the sound pressure spectrum of the microphone

a�Portions of this work were presented in “Three-dimensional sound inten-
sity vector using a variable directional microphone system for identifying
effective center of sound sources directly,” Proceedings of Inter-Noise
2003, The 32nd International Congress and Exposition on Noise Control
Engineering, Jeju, Korea, August 2003�N238�, and “Fundamental study of
the number of discrete measurement points on the sound power level using
sound intensity method, ” The 32nd International Congress and Exposition
on Noise Control Engineering, Jeju, Korea, August 2003�N786�.

b�Electronic-mail: kennfur@gipwc.shinshu-u.ac.jp
c�Professor Emeritus.
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itself and the sound pressure gradient of the microphone pair
are measured, the spectral amplitudes of both are compared,
and only the sound incident from the desired direction is
selected.

ISO 9614 governs sound power determination based on
sound intensity. It is divided into two parts, one which makes
use of point measurements �ISO 9614-1�,8 and one which
makes use of swept or scanned measurements �ISO
9614-2�.14 The intention underlying the approach adopted in
the ISO standard for sound power determination is to ensure
that errors due to phase mismatch are within acceptable lim-
its when some requirement is met, and to indicate actions to
be taken in order to improve the situation when this is not the
case. The switching technique and the rotating microphone
method give in principle nearly perfect compensation for
phase errors, but repeating the entire measurement is rather
inconvenient. The calibration technique has never come into
general use either, because of improvements in the available
microphones, and partly because it seems to be surprisingly
difficult to generate exactly the same sound pressure on the
two microphones even in a very small coupler.15

The purpose of this paper is to discuss and demonstrate
a three-dimensional sound intensity measurement system us-
ing six matched rotating and variable directional micro-
phones in a symmetrical arrangement.16 This system can
measure the maximum sound intensity level and beamwidth
of the major lobe, and the peak sound intensity levels of the
minor lobes without the error sources of problems �1�, �2�,
and �3�. We also describe a sound power determination
method based on minimum measurement data that seems to
be surprisingly effective.

II. EQUIPMENT AND OPERATION PRINCIPLES

The following describes the operating principles of the
proposed system. Figure 1 shows the block diagram of this
system. It consists of a rotating intensity probe which has six
microphones �M1–M6�. The microphone outputs are ampli-
fied with six preamplifiers �gain: 60 dB� and the data are
gathered using an eight-channel AD converter �Interface,
PCI-3120, AD12P8D-79� and a personal computer �PC�. MT
is a stepping motor with a driving circuit, which is connected
to the PC via an RS-232 interface. Sound intensity measure-
ments offer several ways to locate and identify parts of de-
vices and machines radiating the most acoustic energy. To
identify visually each sound source, the proposed system is

equipped with a small CCD �charge-coupled device� camera
connected via a USB �universal serial bus� port.

A. Design of three-dimensional sound intensity probe

Figure 2 shows a photo of our handmade three-
dimensional sound intensity probe. The probe has three pairs
of microphones that are set up in each of the x, y, and z
directions and share the same observation point. The micro-
phones placed face to face in each pair are 30 mm apart.
Each microphone is an electret condenser microphone �Star,
MAA-06A-P, 6 mm in diameter�. The frequency responses of
these microphones are almost the same, and their sensitivity
is about −43.0 dB�0 dB=1 V/Pa� from 100 Hz to 10 kHz.

LMS International SYSNOISE is effective for estimat-
ing the sound field around the probe structure. Figure 3
shows the diffraction effect in the sound field of our probe.
From this figure, we see that the effect is less than 0.5 dB
from 100 Hz to 2 kHz.

Thompson and Tree17 considered the errors due to de-
velopmental finite difference approximations in the two-
microphone acoustic intensity measurement technique. The
best procedure would be to select measurement parameters
based on the quadrupole nondimensional analysis as a worst-
case design. Therefore, the parameter limits 0.1�k�r�1.3
and 0��r /r�0.5 �k is the acoustic wave number, �r is the
microphone separation, and r is the distance between a
source and the measurement point� would be useful guide-
lines for maximum inaccuracy for ±1.5 dB. Therefore, a mi-
crophone separation of 30 mm can cover frequencies from
182 Hz to 2.37 kHz.

For a sound field generated by a simple source, it can be
shown that �Ir� / �I���sin�k�r� /k�r in the far field, where I�

FIG. 1. Block diagram of our three-dimensional sound intensity measure-
ment system.

FIG. 2. Photo of our handmade three-dimensional sound intensity probe.

FIG. 3. Diffraction effect in the sound field of our probe predicted with
LMS SYSNOISE.
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indicates the magnitude of the far-field intensity. The magni-
tude of the far-field intensity is measured using the conven-
tional mean-squared-pressure measurement, i.e., �I��= p2 /�c,
where p2 is the mean squared pressure, � is the air density, c
is the speed of sound, and Ir is the radial intensity, which is
measured at the same location in the direction pointing from
the source to the measurement location. This expression
shows that for k�r�1 �k�r=1 corresponds to 1.8 kHz, since
�r=30 mm in this case� the deviation of �Ir� from �I�� is less
than 1 dB.9

B. Calibration of the rotating microphone system

The calculation of the sound intensity in the two-
microphone method is very sensitive to any phase mismatch
between the two microphones. However, in general, there are
phase mismatches between each pair of microphones in our
system. Therefore, a sound-pressure phase-difference cali-
brator is necessary to make the probes easy to use. Because
our initial acoustic intensity measurement searches for the
maximum sound intensity level of the major lobe, its beam-
width, and the peak sound intensity levels of the minor lobes,
our three-dimensional sound intensity measurement system
makes use of an initial calibration measurement where the
three pairs of microphones are subjected to the same sound
pressure.

To meet the most stringent requirements for measure-
ment accuracy, calibration of the sound intensity probe and
sound intensity level was done in our faculty’s anechoic
room �3�4�5=60 m3�. The loudspeaker used as the simple
source was a dynamic type with a diameter of 16 cm. The
back was sealed with clay. A sampling frequency of 32 kHz
was used for the sound intensity measurements which gives
us a Nyquist frequency of 16 kHz. Depending on the mea-
surement accuracy,18 the FFT sizes of 1024, 2048, and 4096
were used yielding 512, 1024, and 2048 frequency data
points, respectively. Therefore, the complex transfer func-
tions were measured using the above-noted FFT sizes.

Consider one pair of microphones. A sound wave front
that reaches microphone M1 will reach microphone M2 after
a certain time delay. The difference in time is used to calcu-
late the sound intensity component on the microphone axis
and to judge the direction of the sound as either backward or
forward. Assuming the sound pressure at M1 is p1�t� and that
at M2 is p2�t�, then the average value of the sound pressure
p�t� and the particle velocity v�t� is

p�t� =
p1�t� + p2�t�

2
, �1�

v�t� = −
1

�
� �p2�t� − p1�t�	

�r
dt , �2�

where �r is the distance between the two microphones and �
is the air density. The sound intensity can be determined by
multiplying p�t� by v�t� and calculating the time average for
this product.19

Figure 4 shows the configuration of a sound source and
the microphone orientation �four microphones� in Cartesian

coordinates. When we direct the x-axis probe toward the
sound source, the sound intensity I is given by12

I = Ix =
p2

�c

1 +

�12

k�r
� , �3�

where �c is the specific acoustic impedance, k is the wave
number, and �12 is the phase mismatch between M1 and
M2.

First, sound intensity levels were measured using this
system �Ix� and an intensity level measuring system �Ir� by
the cross-spectral method �RION Co., SA-74�,2,3 consisting
of an intensity microphone �RION Co., SI-21, which has a
maximum intrinsic phase mismatch of 0.25° at 150 Hz�, a
pistonphone �NC-72�, and a FFT analyzer �SA-74�. The two
intensity probes were set 4 m away from the front of the
loudspeaker.

From the results, the bias error �12/k�r is given by

�12

k�r
= � Ix

Ir
� − 1. �4�

Therefore, it can be seen that once the bias error �12/k�r has
been determined, errors due to phase mismatch in subse-
quent intensity measurements can be corrected. Figure 5
shows the bias error �12/k�r �solid line� as a function of
frequency �FFT size: 1024�. From this figure, we see that

FIG. 4. Configuration of a sound source S and four microphones in Carte-
sian coordinates. O is the observation point �the center of our probe�, M1,
M2, M3, and M4 are the locations of the measuring microphones, r is the
distance from O to S, r3 is the distance from M3 to S, r4 is the distance from
M4 to S, and �r denotes the microphone separation.

FIG. 5. Bias errors �12/k�r, �34/k�r, and �56/k�r as a function of fre-
quency.
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the bias error is −2.1 at 100 Hz, and ±0.1 or less from 200
Hz to 2 kHz.

Second, the sound intensity Iy with a bias error due to
the phase error �34 between microphones M3 and M4 can be
written as

Iy =
p2

�c
·

�34

k�r
. �5�

Similarly, the sound intensity Iz with a bias error due to the
phase error �56 between microphones M5 and M6 can be
written as

Iz =
p2

�c
·

�56

k�r
. �6�

Consequently, if the y-axis and z-axis probes were to be
rotated around the x-axis probe in the y-z plane, the sound
intensity components given by Eqs. �5� and �6� would be
obtained as functions of the rotation angle �=2��i−1� /N.12

These would be periodic functions of the angle of rotation,
containing the bias errors.

Accordingly, to cancel the bias errors from Eqs. �5� and
�6�, one can multiply them by the periodic function ej� and
then integrate the results over the period of rotation, resulting
in

1

�
�

0

2�

Iye
j�d� = lim

N→�

i=1

N
2

N
Iy exp
 j

2�

N
�i − 1��

= 
i=1

3
2

3
Iy exp
 j

2�

3
�i − 1�� = 0, �7�

1

�
�

0

2�

Ize
j�d� = lim

N→�

i=1

N
2

N
Iz exp
 j

2�

N
�i − 1��

= 
i=1

3
2

3
Iz exp
 j

2�

3
�i − 1�� = 0. �8�

From Eqs. �7� and �8�, it is clear that when the components
along each axis are zero, the x-axis probe is correctly di-
rected toward the sound source, and the sound intensity Ir is
given by Eq. �3�. In this way, when our probe was set with
the components along each axis equal to zero, the bias errors
of Eqs. �5� and �6� can be determined. Figure 5 shows the
bias errors of �34/k�r �dashed line� and �56/k�r �dash-dot
line�. From this figure, it can be seen that the bias errors
of the sound intensities Iy and Iz have been determined,
too. Therefore, the bias errors of our probe due to phase
mismatches in subsequent intensity measurements can be
corrected.

C. Variable directional microphone method „Ref. 13…

A complicated structure may radiate sound from several
sources and absorb sound in other places. To evaluate the
effectiveness of noise reduction methods we need to know
how much noise is being radiated by the individual compo-
nents of machines. The directivity characteristics for the

sound intensity analysis system looks �two-dimensionally�
like a figure-eight pattern, known as a cosine characteristic.
This is due to the probe and the calculations done by the
analyzer. For sound incident at an arbitrary angle 	 to an
axis, the intensity component along the axis will be reduced
by a factor of cos 	. For sound incident at 90° to an axis,
there is no component along the axis, as there will be no
difference in the pressure signals. Hence there will be zero
particle velocity and zero intensity. The full vector is made
up of three mutually perpendicular components �at 90° to
each other�; one for each coordinate direction. Therefore,
there is a change in direction for only a small change in the
incident angle. The position of the measurement probe where
the sound intensity direction alternates rapidly between
positive- and negative-going intensities defines the point
where the sound source must be incident on the probe at 90°
to its axis. In this way, a technique using a variable direc-
tional microphone system that is able to separate a sound
intensity vector is proposed.

Figure 6 shows the relationship between the separation
angle and the microphone orientation �four microphones:
M1, M2, M3, and M4� in the two-dimensional x-y sound
field. In this figure, a directional separation angle � is set on
the x-y plane. When the intrinsic phase mismatches between
each pair of microphones are zero, the sound intensity com-
ponents Ix and Iy in the � direction are given by

Ix =
p2

�c
cos � , �9�

Iy =
p2

�c
cos�� − 90 ° � . �10�

Therefore, the relationship of the sound intensity level dif-
ference LD between Ix and Iy to the directional separation
angle � can be written as

FIG. 6. Relationship between the directional separation angle � and the
microphone orientation. S is a sound source, r is the distance from O to S,
and M1, M2, M3, and M4 are the locations of the measuring microphones.
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LD = 10 log10� Ix

Iy
� = 10 log10� cos �

cos�� − 90 ° �
��dB� . �11�

Figure 7 shows the relationship between the level differ-
ence LD and the directional separation angle �. From this
figure, it can be found that when �=5.7°, 10°, and 15°, LD
=10.0, 7.5, and 5.7 dB, respectively.

1. Variation of the directional separation angle and its
effectiveness

First, verification of the directional separation angle of
the microphone system by Eq. �11� was carried out. In the
experiment, a speaker S �a distance r=1 m from the sound
source to the center of our probe� in the direction �=0° was
driven by a 1 kHz pure tone in our faculty’s anechoic room.
The sound intensity was measured while the probe was ro-
tated in 1.8° steps at directional separation angles � of 5.4°,
16.2°, and 30.6° �LD=10.24, 5.37, and 2.28 dB, respec-
tively�.

The measured results for the directional separation
angles shown in Fig. 8 are normalized by the intensity level
at the direction of the sound source ��=0° �. From Figs. 8,
we see that the measured results, indicated by closed tri-
angles, and the theoretical directional separation angles ��
=5.4°, 16.2°, and 30.6°�, indicated by the solid lines, agree
well, because the bias errors are zero. Therefore, it can be
verified experimentally that the directional separation angle �
can be set arbitrarily.

Second, the experiment on the signal from the desired
sound source direction was carried out by simultaneously
driving speaker S1��1=0° � with a 1 kHz pure tone and
speaker S2��2=30° � with passband noise �128 Hz to 2 kHz�
in our faculty’s anechoic room. To separate the signals from
S1 and S2, the directional separation angle � was set 5.4°.

Figure 9�a� shows the sound intensity measured without
the variable directional microphone method and Fig. 9�b�
with the method. From Fig. 9�b�, we see that the desired
sound intensity spectrum �1 kHz� was separated from the
sound intensity spectrum due to passband noise. Conse-
quently, it can be said that the proposed method can separate
sound intensity vectors of sound sources with different spec-
tra.

2. Sound source identification

Figure 10 shows a block diagram of our equipment used
to identify sound sources in a vacuum cleaner. The vacuum
cleaner was rotated by a handmade turntable �0.04° / pulse�
with a pulse motor and pulse motor control system. The dis-
tribution of each sound source was measured by our system
at a distance of 10 cm from the vacuum cleaner at heights of
10, 20, 30, and 40 cm from the mesh floor in our faculty’s
anechoic room. The directional separation angle � was set to
16.2°.

Contour and three-dimensional plots give a more de-
tailed picture of the sound field generated by a sound source.
Figure 11 shows contour plots of several sound sources in

FIG. 7. Relationship between the level difference LD and the directional
separation angle �.

FIG. 8. Measured separation angle using our variable directional micro-
phone method when the sound source was driven by a 1 kHz sine wave.
Solid lines: theoretical value, and closed triangles: measured value.

FIG. 9. Comparison of the measured results �a� without and �b� with the
variable directional microphone method when the directional separation
angle �=5.7°, S1 �1 kHz sine wave, and �1=0°�, and S2 �band noise from
128 Hz to 2 kHz, and �2=30°�.
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the vacuum cleaner at �a� 601 Hz and �b� 1828 Hz. From Fig.
11, it can be found that the sources and/or sinks can be iden-
tified with accuracy.

3. Source location—The null search method on the
y-z plane

As a quick and easy test we can make use of the probe’s
directional characteristics. Sound incident at 85° to the axis
will be recorded as positive-going intensity, whereas sound
at 95° will give negative-going intensity. Therefore there is a
change in direction for only a small change in angle. For
example, Fig. 12 shows a three-dimensional intensity display
of our sound intensity measuring system. Measurements �the
sampling frequency; 32 kHz, FFT size; 1024 points� were

done every 0.113 s. While we watched the display, the probe
was swept so that its axis followed a line parallel to the y-z
plane on which the source was located. At some point, the
direction suddenly changed as shown in the center figure
�Iy�dB�� in Fig. 12. Here the sound must be incident on the
x-axis probe at 90° to the y axis and thus identifies the source
position. Figure 13 shows a picture taken by the CCD cam-
era at the sound source identified visually as shown in Fig.
11.

Consequently, it can be said that this technique is effec-
tive to determine the location of sound sources and the
amount of noise being radiated by the individual components
of machines.

III. SOUND POWER DETERMINATION PROCEDURE

Requirements for sound power determination as part of
a more general product noise measurements are becoming
more and more widespread. One reason for this is the in-
creasing amount of legislation regarding noise emissions.
Sound intensity is a vector and is a measure of acoustic en-
ergy flow. It has a fundamental advantage in sound power
determination since there is a direct connection between
sound power and sound intensity. In theory, all that is re-
quired to measure the sound power of a source is to integrate
the sound intensity over a surface totally enclosing the
source based on Gauss’s theorem.20 Because of the vector
nature of intensity, the effects of any noise sources external
to the surface will cancel out. In practice, however, imper-
fections in the measuring equipment and measuring tech-
nique make the procedure rather complicated.

ISO 9614 governs sound power determination based on
sound intensity. It is divided into two parts, one which makes
use of point measurements �ISO 9614-1�,8 and one which
makes use of swept or scanned measurements �ISO
9614-2�.14 Point measurements can be used for precision,
engineering, and survey grade determination of sound power.
The number of measurement points used in these methods
tends to increase, i.e., the sound power level PWL can be
calculated using the sound intensity method with the follow-
ing:

ILi = 10 log10 Ini/I0 �dB�, Ini = I0 · 10ILi/10 �W/m2� ,

�12�

W � 
i=1

N

Ini�Si �W� , �13�

PWL = 10 log10 W/W0 �dB� , �14�

where IL is the sound intensity level in dB, In is the normal
sound intensity, I0=10−12 W/m2, and W0=10−12 W.

ISO 9614-1 recommends starting with ten measurement
positions. The number of measurement points N is deter-
mined from the nonuniformity field indicator F4 using

F4 =
1

Īn

� 1

N − 1
i=1

N

�Ini − Īn�2
, �15�

FIG. 10. Block diagram of the equipment used to identify the sound sources
in a vacuum cleaner.

FIG. 11. Contour plots of the sound intensity distribution of the vacuum
cleaner.
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N 
 CF4
2, �16�

where Īn is the average normal sound intensity, and C is a
constant depending on the required measurement accuracy.
The values for C are: 11 when the 1/3 octave band center
frequency is 100–160 Hz, 19 when the center frequency is
200–630 Hz; and 29 when the center frequency is 800 Hz to
5 kHz. ISO 9614-1 yields accuracy in the mid-frequency

range �800–5000 Hz� of 1.0 dB for precision grade and 1.5
dB for engineering grade. From Eqs. �15� and �16�, the num-
ber of measurement points is decided according to the varia-
tion in the sound intensity on the measurement surface.
Therefore, many measurement points are required when the
value of F4 is large.

A. Theory of sound power determination based on
minimum measurement data

In general, sound waves produced by most sources have
pronounced directional effects known as the directivity of the
source. The number of measurement points is influenced by
the directivity of the sources.

The sound power level of an omnidirectional sound
source is given by

W = 4�r2I �W� ,

PWL = IL + 10 log10 4� + 10 log10 r2

= IL + 10.99 + 20 log10 r �dB� , �17�

where r is the distance from the sound source to the mea-
surement point. In this case, it is necessary to measure value
of IL, which is the same in any direction.

The sound power level taking into account the directiv-
ity of the source is given by

FIG. 12. An example of the three-dimensional intensity display of our sound intensity measuring system. Measurements �sampling frequency: 32 kHz, FFT
size: 1024 points� were done every 0.113 s.

FIG. 13. Picture taken by the CCD camera at the position of the maximum
sound intensity of the sound source.
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PWL_Di = ILpeak + 10 log10 4� + 10 log10 r2 + Di

= ILpeak + 10.99 + 20 log10 r + Di �dB� , �18�

where Di is the directivity index.21–23 The directivity index
Di=10 log10�Dr� �dB� is simply the decibel expression for
the directivity ratio Dr. In general, Dr is calculated from
the directivity factor D�	� using

Dr =
1

4�
�

0

4�

D2�	�d	 . �19�

When the directivity factor D�	� is symmetrical to a refer-
ence axis, Eq. �19� can be written as

Dr =
1

2
�

0

�

D2�	�sin 	d	 . �20�

Therefore, the sound power level can be calculated from the
peak sound intensity level, the distance from the observation
point to the source, and the directivity index.

This section discusses whether the directivity index can
be theoretically calculated from the maximum directivity ra-
tio, the beamwidth, and the surface area of minor lobes.

1. The directivity factor of model sound
sources

This paragraph discusses the directivity factor of some
model sound sources. Model sound sources are �a� a dipole
source, �b� a model sound source with two or six point
sources �two monopole sources of equal strength and same
phase, and six monopole sources�, �c� a line sound source,
�d� a circular diaphragm, �e� a bidirectional sound source, �f�
a cardioid sound source, �g� an end fired line source, and �h�
a circular array source with delay units.

a. A dipole source (Refs. 24 and 25). A typical kind of
source is a dipole source consisting of two monopole sources
�S1 and S2� of equal strength but opposite phase and sepa-
rated by a small distance compared with the sound wave-
length as shown in Fig. 14�a�. In this figure, d is the distance

between two monopole sources, r is the distance from the
origin O to P, 	 is the angle made by the line segment OP
and the z axis, R1 is the distance from the monopole source
S1 to P, and R2 is the distance from the monopole source S2

to P. The instantaneous value of the volume velocity of S1 is

−�2U̇ej�t, and the instantaneous value of the volume veloc-

ity S2 is �2U̇ej�t, where U̇ is the root mean square complex
volume velocity.

The directivity factor is given by

D�	� = �sin
 kd

2
cos 	�� , �21�

where k=� /c is the wave number and c is the speed of
sound. The directivity has a rotational symmetry, and the
characteristic changes with kd.

An expression for the theoretical sound intensity I is
given by

I = Re�1

2
pv*� =

k2�c�U̇�2

�2�r�2 sin2
 kd

2
cos 	� , �22�

where v* is the complex conjugate of the particle velocity, �
is the air density. In this case, the theoretical sound power
radiated is given by

W = �
s

IdS = r2�
0

�

I sin 	d	�
0

2�

d� = 2�r2�
0

�

I sin 	d	

=
2�U̇�2��2

4�c

1 −

sin kd

kd
� , �23�

where � is the directional angle from the x axis on the x-y
plane.

b. A model sound source with n point sources (Ref. 21).
The directivity factor is given by

FIG. 14. Sound source location of each model: �a� a
dipole source, �b� a model sound source with n=2 and 6
point sources of the same phase, �c� a line sound source,
�d� a circular diaphragm, and �e� a circular array source
with delay units.
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D�	� = � sin nx

n sin x
� , �24�

where n is the number of sound sources, and x
= �kd /2�sin 	.

Figure 14�b� shows a model sound source with two or six
point sources in a line.

c. A line sound source (Ref. 21). Figure 14�c� shows a
line sound source. The directivity factor is given by

D�	� = � sin x

x
� , �25�

where x= �kd /2�sin 	.
d. A circular diaphragm (Refs. 21,23,25). The radia-

tion pattern of sound intensity was calculated using the di-
rectivity factor of a circular diaphragm which was fitted into
a rigid wall and vibrated like the piston. Figure 14�d� shows
a circular diaphragm. The directivity factor is given by

D�	� = �2J1�ka sin 	�
ka sin 	

� , �26�

where J1 is the Bessel function of the first kind of order one,
and a is the radius of the circular diaphragm.

The radiation of sound is zero at certain angles from the
axial direction of the source, and also has local maximi. The
second local maximum, called the minor lobe, is usually
much weaker than the first maximum �the major lobe� at a
smaller angle. The beamwidth23 is defined as the angle at
which the sound intensity drops to one half of its value at the
axial direction to the source.

e. A bidirectional sound source (Ref. 22). For a typical
sound source, the bidirectional directivity factor is defined as

D�	� = �cos 	� . �27�

Because the directivity can be made sharper by multiply-
ing Eq. �27� by itself, a more general directivity factor is
given by

D�	� = �cosm 	� . �28�

The values of m used are integers from 1 to 11.
f. A cardioid sound source (Ref. 22). For a typical

sound source, the directivity factor of cardioid is defined as

D�	� = ��1 + cos 	�/2� . �29�

Because the directivity can be made sharper by multiply-
ing Eq. �29� by itself, a more general directivity factor is
given by

D�	� = ���1 + cos 	�/2�m� . �30�

The values of m used are 1/8, 1 /7, 1 /6, 1 /5, 1 /4, 1 /3, 1 /2,
and integers from 1 to 11.

g. An end fired line source (Ref. 21). An end fired line
source is one in which there is progressive phase delay be-
tween the elements arranged in a line. When the excitation
time delay between the elements corresponds to the wave
propagation time in space for this distance, the maximum
directivity occurs in the direction corresponding to the line
joining the elements. The directivity factor of this type of
end fired line and of uniform strength is given by

D�	� = �sin� k

2
�d − d cos 	��� k

2
�d − d cos 	�� , �31�

where d is the length of the line.
h. A circular array source with delay units (Ref. 26).

The direction and shape of the wave front produced by a
circular array of sound sources may be altered by the intro-
duction of a delay pattern in the excitation of the sources as
shown in Fig. 14�e�. In the system shown Fig. 14�e�, a is the
radius, � is the angle made by the line segment OS��� and
the x axis, S��� is a monopole source at the angle �, r is the
distance from the origin O to the observation point P, 	 is
the angle made by the line segment OP and the z axis, and R
is the distance from the monopole source S��� to P.

A theoretical model of a circular array source is a ring
source in combination with a delay system, where the delay
pattern is given by �=a�1+sin �� /c. When the volume ve-

locity per an unit arc �s of the ring source is Q̇ej�t, the
velocity potential ��	� at the observation point P caused by
the ring source is given by

��	� =
aQ̇

4�r
ej��t−k�r+a�	�

0

2�

ej2ka sin�	/2�cos xdx

=
aQ̇

2r
ej��t−k�r+a�	J0
2ka sin

	

2
� , �32�

where J0 is the zero-order Bessel function.
The directivity factor is given by

D�	� = ���	�
��0�

� = �J0
2ka sin
	

2
�� . �33�

2. The directivity index classified

From a practical viewpoint for the theoretical sound
power level, a surface enclosing the source is a sphere of
radius 1 m. The segments of the sphere can be calculated
using

�Si = r2� sin 	d	� d� , �34�

where r=1 m is the radius of the sphere, 	 is the directional
angle from the z axis �0�	��� and � is the directional
angle from the orthogonal projection of the x-y plane onto
the x axis �0���2��.

Therefore, the dimensions of each model are �a� a dipole
source �d=0.5 m�, �b� a model sound source with two point
sources �d=0.5 m�, �c� a model sound source with six point
sources �d=0.1 m�, �d� a line source �d=0.5 m�, �e� a circu-
lar diaphragm �a=0.5 m�, �f� an end fired line source �d
=0.5 m�, and �g� a circular array source with delay units �a
=0.5 m�. For the dipole source, the power of each monopole
source is set to 1 W. For the other models, the sound inten-
sity level is set to IL=120 dB at 	=0°.

a. Relationship between the directivity index and the
decibel expression for the maximum directivity ratio �Dr


1/2�. There is no angle at which the fall-off in sound
intensity from the axial direction is as great as 3 dB �Dr
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1/2�. Figure 15 shows the relationship between the direc-
tivity index Di and the decibel expression for the maximum
directivity ratio �Dr
1/2�. From this figure, the relationship
between the directivity index and the decibel expression for
the maximum directivity ratio �Dr
1/2� is analyzed by fit-
ting coefficients in the following log model through simple
regression analysis:

Di = 0.574 � 10 log�Max Dr� − 0.021, �35�

where the correlation coefficient is 0.9247.
b. Relationship between the directivity index and the

beamwidth �Dr�1/2�. The beamwidth is measured as the
angle in degrees between the 3 dB half power points. Figure
16 shows the relationship between the directivity index Di

and the beamwidth �Dr�1/2�. From this figure, the relation-
ship between the directivity index Di and the beamwidth
�Dr�1/2� is analyzed by fitting coefficients in the following
natural log �ln� model through simple regression analysis:

Di = 7.243 ln�Beamwidth� − 32.279, �36�

where the correlation coefficient is 0.9305.
Here, for a dipole source, the error in the sound power

level when r=1 m relative to the theoretical value of the
sound power level calculated from Eq. �23� is less than 0.01
dB.

c. Relationship between the directivity index and the
beamwidth for the cardioid pattern. Figure 17 shows the
relationship between the directivity index Di and the beam-
width for the cardioid pattern. From this figure, the relation-
ship between the directivity index Di and the beamwidth for
the cardioid pattern is analyzed by fitting coefficients in the
following ln model through simple regression analysis:

Di = 6.250 ln�Beamwidth� − 31.679, �37�

where the correlation coefficient is 0.9384.
d. Relationship between the partial directivity index �Di

and the beamwidth of major lobes. The directivity factor
becomes more pronounced at higher frequencies, and minor
lobes develop in addition to major lobes. The radiation of
sound is zero at certain angles from the axial direction of the
source, and also has local maximi. The minor lobes are usu-
ally much weaker than the major lobe. Therefore, we only
consider the major lobes here, and define the partial sound
power for the major lobe. The sharpness of the major lobe is
determined by the beamwidth. Figure 18 shows the relation-
ship between the partial directivity index �Di and the beam-
width of major lobes.

From this figure, the relationship between the partial di-

FIG. 15. Relationship between the directivity index Di and the decibel ex-
pression for the maximum directivity ratio �Dr
1/2�.

FIG. 16. Relationship between the directivity index Di and the beamwidth
�Dr�1/2�.

FIG. 17. Relationship between the directivity index Di and the beamwidth
of the cardioid pattern.

FIG. 18. Relationship between the partial directivity index �Di and the
beamwidth of the major lobes.
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rectivity index �Di and the beamwidth of the major lobes is
analyzed by fitting coefficients in the following ln model
through simple regression analysis:

�Di = 8.190 ln�Beamwidth� − 39.147, �38�

where the correlation coefficient is 0.8812.
e. Relationship between the partial directivity index �Di

and the surface area of the minor lobes. In general, the
larger the extent of the radiator, the sharper the major lobe
and the greater the number of minor lobes will be. The par-
tial sound power of the minor lobes is determined by the
peak sound intensity level and the partial directivity index
�Di. The partial directivity index �Di of the minor lobes is
correlated with each surface area. The radiation of sound has
a dip in the sound intensity level at a certain angle 	1 from
the axial direction of the source. The next dip in sound in-
tensity level is at 	2. Therefore, the surface area �S of minor
lobes can be calculated with Eq. �34� integrated from 	1 to
	2, i.e., the partial sound power of only one minor lobe is
considered. Since the surface enclosing the source is a
sphere, the influence on the partial sound power of minor
lobes by the surface area is large.

Figure 19 shows the relationship between the partial di-
rectivity index �Di and the surface area of the minor lobes.
From this figure, the relationship between the partial direc-
tivity index �Di and the surface area of minor lobes is ana-
lyzed by fitting coefficients in the following ln model
through simple regression analysis:

�Di = 4.487 ln�Area� − 13.981, �39�

where the correlation coefficient is 0.8874.
Having completed the measurements, the sound power is

determined by summing the partial powers for the major lobe
and the minor lobes, that is, if ILpeakn is the intensity in
W/m2 of the nth measurement �n=1:ILpeak of the major lobe
and n�2: ILpeak of the minor lobes�, and �Din is the partial
directivity index predicted from the beamwidth of the major
lobe � n=1; Eq. �38�� and from the surface area of the minor
lobes � n�2; Eq. �39��, then:

PWL_Di = 
n=1

N

�ILpeakn + 10 log10 4� + �Din� , �40�

where N is the number of peaks.

B. Experiment

Practically all sound radiators have pronounced direc-
tional effects. This is particularly true when the source is
radiating sound waves at high frequencies.

The following discusses experimentally whether sound
power can be measured from the ln models of the preceding
section.

1. Measurement procedure

The following four machines were selected

�a� A broom type vacuum cleaner �National MC-u30p, W
�D�H=0.3�0.28�0.6 m3, electric power consump-
tion: 430 W, number of fans: 6, a single-phase series ac
commutator motor�, as shown in Fig. 20�a�. A rotational
frequency of 3033 rpm was used.

�b� An industrial vacuum cleaner �National MC-G250, W
�D�H=0.3�0.3�0.4 m3, electric power consump-
tion: 1050 W, number of fans: 6, a single-phase series
ac commutator motor�, as shown in Fig. 20�b�. A rota-
tional frequency of 1910 rpm was used.

�c� An air compressor �TRUSCO ER-1525, W�D�H
=0.55�0.33�0.6 m3, electric power consumption:
1200 W�, as shown in Fig. 20�c�. A discharge rate of
106 l /min was used.

�d� A dry pump27 �ORION KRX3-SS-4002-G1, W�D
�H=0.5�0.27�0.27 m3, electric power consump-
tion: 400 W�, as shown in Fig. 20�d�. A rotational fre-
quency of 1730 rpm, a discharge pressure of 40 kPa, a
throughput of 280 l /min, and a flow rate of 685 l /min
were used.

FIG. 19. Relationship between the partial directivity index �Di and the
surface area of the minor lobes.

FIG. 20. Spherical coordinates in a three-dimensional system: 0�	��,
and 0���2�. �a� Broom type vacuum cleaner, �b� industrial vacuum
cleaner, �c� air compressor, and �d� dry pump.
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The objective is to arrive at the total sound intensity
passing through the measurement surface. The experiment
was done in an anechoic room �Shinshu University; 60 m3�.
Our three-dimensional sound intensity probe was set up in a
hemisphere of radius 1 m with a handmade turntable. Each
product was rotated by the turntable �0.04° /pulse� with a
pulse motor and pulse motor control system �see Fig. 10�.
Figure 20 shows the three-dimensional spherical coordinates,
where 	 is the angle from the positive z axis �0�	��� and
� is the angle from the x axis in the x-y plane �0���2��.
To determine the sound power �PWL_Di� of each machine,
the procedure shown in the flowchart in Fig. 21 was used.
The procedure is as follows.

�a� Find the local maximum peak sound intensity level as a
function of frequency from 200 Hz to 2 kHz.

�b� Check whether the directivity has symmetry. Determine
the beamwidth. If there is no beamwidth, the directivity
index is found using Eq. �35� from the decibel expres-
sion for the maximum directivity ratio �Dr
1/2�.

�c� Determine whether there is a beamwidth and no other
sound intensity peak. The directivity index is found us-
ing Eq. �37� from the beamwidth of the cardioid pattern.

�d� Determine whether there is another sound intensity
peak and beamwidth. The directivity index is found us-
ing Eq. �36� from the beamwidth �Dr�1/2�.

�e� Determine whether there is another sound intensity
peak, i.e., minor lobe. The partial directivity index for
the major lobe is found using Eq. �38� from the maxi-
mum sound intensity peak and the beamwidth.

�f� Find the second sound intensity peak, i.e., minor lobe,
and the side dips which are used to calculate the surface
area �m2�. The partial directivity index for the minor

lobe is found using Eq. �39� from the surface area �S
calculated with Eq. �34� integrated from 	1 to 	2.

�g� Repeat �e� and �f� until the desired result has been
achieved. Finally, calculate the sound power using Eq.
�40�.

The sound power level based on ISO 9614-18 was mea-
sured for comparison. For this standard sound power deter-
mination, the intensity passing through the measurement sur-
face was integrated by measuring at a sufficient number of
points on the surface. In an anechoic room �Research Insti-
tute of Nagano Pref.; 215.6 m3�, the intensity probe micro-
phone �B&K 3545, 1 /2 in. microphones, gap: 12 mm, bias
error12 from 200 Hz to 5 kHz: 0.2 dB� was set up on a robot
arm �NITTOBO MT-3000 TYPE2�. A dual channel real-time
analyzer �B&K 2133A� was used for sound power determi-
nation. The number of measurement points required to sat-
isfy Eqs. �15� and �16� were: 96 for the two kinds of vacuum
cleaners,28 110 for the air compressor, and 63 for the dry
pump.

2. Results and discussion

Table I shows the level differences �engineering grade�
from 200 Hz to 2 kHz between ISO 9614-18 �PWL: 96
points� and the sound power determined from the proposed
minimum measurement data for the broom type vacuum
cleaner. From Table I, it can be found that the minimum
number of measurement points is from 2 to 8 for engineering
grade sound power determination. For the industrial vacuum
cleaner, the minimum number of measurement points is 2
from 200 Hz to 1.25 kHz as shown in Table II. However, the
number of points is 8 at 1.6 kHz, and because the number of

FIG. 21. Flowchart of the proposed measurement pro-
cedure.
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TABLE I. Level difference �engineering grade� between ISO 9614-1 �PWL: 96 points� and the sound power determined from the proposed minimum
measurement data for a broom type vacuum cleaner.

Frequency �Hz� 200 250 315 400 500 630 800 1000 1250 1600 2000

PWL: 96 points �dB� 52.8 53.3 54.9 59.6 62.8 61.4 63.3 67.4 70.1 69.3 68.0
PWL_Di �dB� 51.3 52.2 53.0 59.9 61.1 60.5 61.9 66.6 70.3 70.3 67.8

Difference �dB� 1.46 1.18 1.86 0.28 1.70 0.90 1.42 0.75 0.22 1.03 0.14

Number of data 5 8 2 2 2 8 2 2 2 2 2
ILpeak1 �dB� 44.8 46.3 47.4 52.7 55.7 54.8 56.7 61.8 66.3 64.7 60.1

Beamwidth �°� 14 31 67 86 65 29 63 59 52 67 94
Di or �Di �dB� −17.5 −11.0 −5.40 −3.84 −5.59 −11.6 −5.78 −6.19 −6.98 −5.40 −3.28

ln model Eq. �38� Eq. �38� Eq. �37� Eq. �37� Eq. �37� Eq. �38� Eq. �37� Eq. �37� Eq. �37� Eq. �37� Eq. �37�

ILpeak2 �dB� 43.4 43.2 51.5
�S �m2� 10.9 8.44 10.6

Di or �Di �dB� −3.26 −4.38 −3.39

ILpeak3 �dB� 42.5 48.9
�S �m2� 2.92 0.98

Di or �Di �dB� −9.20 −14.0
ln model Eq. �39� Eq. �39� Eq. �39�

TABLE II. Level difference �engineering grade� between ISO 9614-1 �PWL: 96 points� and the sound power determined from the proposed minimum
measurement data for an industrial vacuum cleaner.

Frequency �Hz� 200 250 315 400 500 630 800 1000 1250 1600 2000

PWL: 96 points �dB� 54.1 57.3 61.0 57.2 58.1 63.2 64.7 61.9 58.1 59.4 61.2
PWL_Di �dB� 53.4 57.0 61.6 57.9 59.4 63.4 65.6 61.1 59.0 59.7 62.5

Difference �dB� 0.72 0.32 0.64 0.67 1.23 0.22 0.93 0.82 0.88 0.33 1.33

Number of data 2 2 2 2 2 2 2 2 2 8 17
ILpeak1 �dB� 47.2 50.1 56.0 51.0 52.5 58.0 59.0 57.6 51.5 53.0 56.0

Beamwidth �°� 74 82 67 82 82 65 79 48 91 29 20
Di or �Di �dB� −4.78 −4.14 −5.40 −4.14 −4.14 −5.59 −4.37 −7.48 −3.48 −11.6 −14.6

ln model Eq. �37� Eq. �37� Eq. �37� Eq. �37� Eq. �37� Eq. �37� Eq. �37� Eq. �37� Eq. �37� Eq. �38� Eq. �38�

ILpeak2 �dB� 52.0 55.5
�S �m2� 6.92 3.55

Di or �Di �dB� −5.31 −8.30

ILpeak3 �dB� 52.0 55.5
�S �m2� 2.13 0.48

Di or �Di �dB� −10.7 −17.3

ILpeak4 �dB� 55.0
�S �m2� 2.71

Di or �Di �dB� −9.51

ILpeak5 �dB� 53.0
�S �m2� 2.36

Di or �Di �dB� −10.1

ILpeak6 �dB� 52.5
�S �m2� 1.84

Di or �Di �dB� −11.3
ln model Eq. �39� Eq. �39�
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minor lobes is 5 at 2 kHz, the number of points increases to
17. For the air compressor, the minimum number of mea-
surement points is 2 from 200 Hz to 2 kHz as shown in Table
III. For the dry pump, the minimum number of measurement
points is from 2 to 5 as shown in Table IV.

From the results, it can be seen that sound power deter-
mination based on the proposed minimum measurement data
yields an accuracy in the low-frequency range �200–630 Hz�
of under 1.99 dB, and an accuracy in the midfrequency range
�800 Hz to 2 kHz� of under 1.49 dB.

Consequently, it can be said that the proposed searching
techniques are effective for sound power determination
based on minimum measurement data.

IV. CONCLUSIONS

Because sound intensity measurements offer several
ways to locate and identify parts of devices and machines
radiating the most acoustic energy, first, a full vector inten-
sity probe with a rotating and variable directional micro-
phone system was developed for canceling both phase mis-
match and position errors.

�a� The probe has three pairs of microphones at an equal
spacing of 30 mm that are set up on the x, y, and z axes
and share the same observation point.

�b� The symmetrical arrangement of the proposed system
with six microphones is effective to calibrate both the

intrinsic phase mismatch and the position errors by ro-
tating four microphones on the y-z plane.

�c� Variation of the directional separation angle is effective
for source location using the null search method on the
y-z plane.

�d� The system can identify the maximum sound intensity
level and beamwidth of the major lobe, and the peak
sound intensity levels of minor lobes.

Second, a procedure for sound power determination
based on minimum measurement data was proposed.
Results show the following.

�e� The sound power level and directivity of the sound
source can be used to calculate the maximum sound
intensity level of the major lobe, the distance r from the
sound source to the measuring point, the directivity in-
dex, and the peak sound intensity levels of the minor
lobes.

�f� The directivity indices can be obtained from five curves:
�1� the relationship between the directivity index and the
decibel expression for the maximum directivity ratio
�Dr
1/2�, �2� the relationship between the directivity
index and the beamwidth �Dr�1/2�, �3� the relation-
ship between Di and the beamwidth of the cardioid pat-
tern, �4� the relationship between the partial Di and the
beamwidth of major lobes, and �5� the relationship be-
tween the partial Di and the surface area of the minor
lobes.

TABLE III. Level difference �engineering grade� between ISO 9614-1 �PWL: 110 points� and the sound power determined from the proposed minimum
measurement data for an air compressor.

Frequency �Hz� 200 250 315 400 500 630 800 1000 1250 1600 2000

PWL: 110 points �dB� 71.6 75.8 83.3 80.5 73.6 72.2 69.2 65.5 65.2 65.6 70.6
PWL_Di �dB� 72.6 75.4 84.5 80.6 74.7 71.4 69.0 65.8 65.8 66.3 71.1

Difference �dB� 0.98 0.40 1.22 0.15 1.02 0.84 0.20 0.28 0.55 0.65 0.56

Number of data 2 2 2 2 2 2 2 2 2 2 2
ILpeak1 �dB� 69.5 73.0 80.1 74.8 68.4 67.6 65.3 63.4 62.6 62.5 67.4

Beamwidth �°� 45 40 55 70 75 50 50 40 45 50 50
Di �dB� −7.89 −8.62 −6.63 −5.12 −4.69 −7.23 −7.23 −8.62 −7.89 −7.23 −7.23
ln model Eq. �37� Eq. �37� Eq. �37� Eq. �37� Eq. �37� Eq. �37� Eq. �37� Eq. �37� Eq. �37� Eq. �37� Eq. �37�

TABLE IV. Level difference �engineering grade� between ISO 9614-1 �PWL: 63 points� and the sound power determined from the proposed minimum
measurement data for a dry pump.

Frequency �Hz� 200 250 315 400 500 630 800 1000 1250 1600 2000

PWL: 63 points �dB� 71.0 79.9 74.7 70.9 69.4 70.7 70.4 71.6 70.6 64.2 64.3
PWL_Di �dB� 69.2 80.6 72.7 69.4 70.6 69.9 68.9 72.3 71.2 63.9 63.1

Difference �dB� 1.88 0.70 1.99 1.57 1.28 0.77 1.49 0.66 0.57 0.30 1.20

Number of data 2 2 5 5 2 2 5 2 2 2 2
ILpeak1 �dB� 66.8 76.8 73.1 66.1 65.2 64.5 67.0 66.6 62.8 58.0 59.3

Beamwidth �°� 40 50 20 30 40 40 30 70 60 70 50
Di or �Di �dB� −8.62 −7.23 −14.6 −11.3 −5.56 −5.56 −11.3 −5.12 −2.62 −5.12 −7.23

ln model Eq. �37� Eq. �37� Eq. �38� Eq. �38� Eq. �36� Eq. �36� Eq. �38� Eq. �37� Eq. �36� Eq. �37� Eq. �37�

ILpeak2 �dB� 65.4 62.9 62.6
�S �m2� 5.16 4.71 3.14

Di or �Di �dB� −6.58 −7.04 −8.85
ln model Eq. �39� Eq. �39� Eq. �39�
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�g� From 200 Hz to 2 kHz each level difference �engineer-
ing grade� between ISO 9614-1 �PWL: 96 points� and
the sound power determined from the proposed mini-
mum measurement data of four practical sound sources
yields an accuracy in the low-frequency range �200–
630 Hz� of under 1.99 dB, and an accuracy in the mid-
frequency range �800 Hz to 2 kHz� of under 1.49 dB.

�h� The minimum number of measurement points is from 2
to 17 for engineering grade sound power determination.

Consequently, it can be said that the proposed intensity
measurement system is effective for sound power determina-
tion based on minimum measurement data.
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Advancements in integrated circuit �IC� package technology are increasingly leading to size
shrinkage of modern microelectronic packages. This size reduction presents a challenge for the
detection and location of the internal features/defects in the packages, which have approached the
resolution limit of conventional acoustic microimaging, an important nondestructive inspection
technique in the semiconductor industry. In this paper, to meet the challenge the learning
overcomplete representation technique is pursued to decompose an ultrasonic A-scan signal into
overcomplete representations over a learned overcomplete dictionary. Ultrasonic echo separation
and reflectivity function estimation are then performed by exploiting the sparse representability of
ultrasonic pulses. An improved acoustic microimaging technique is proposed by integrating these
operations into the conventional acoustic microimaging technique. Its performance is quantitatively
evaluated by elaborated experiments on ultrasonic A-scan signals using acoustic microimaging
�AMI� error criteria. Results obtained both from simulated and measured A-scans are presented to
demonstrate the superior axial resolution and robustness of the proposed technique. © 2005
Acoustical Society of America. �DOI: 10.1121/1.2126935�
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I. INTRODUCTION

High-frequency ultrasound has become one of the most
powerful tools for material evaluation since its invention.1,2

Acoustic microimaging �AMI� �also known as scanning
acoustic microscopy �SAM�� is widely employed in the non-
destructive inspection of microelectronic packages for
cracks, delaminations, porosity, and package integrity. Mod-
ern packages are often multilayer structures, creating a diffi-
cult challenge for acoustical imaging. When the layer thick-
ness is less than or comparable to the wavelength of the
ultrasound, the reflected echoes from the front and the back
surface of the layer overlap. The interference between the
two echoes results in pulse distortion, degrading ultrasonic
C-scan images. In addition, the different propagation modes,
diffraction, and dispersive attenuation make the interpreta-
tion of ultrasonic signals/images even more complex. Evi-
dently, the development of new AMI techniques is required
to keep pace with the continued miniaturization of advanced
IC package technologies such as BGA, Flip-Chip, and 3D
packages. A traditional method to meet the challenge is to
develop higher resolution transducers with more sample-
specific features in order to derive the optimum performance
from the transducer.3 For example, a transducer can be opti-
mized to correct for edge effects and improve resolution.
Recently, acoustic frequency domain imaging �FDAMI� was
developed to increase the contrast of C-scan images.4 More
recently, acoustic time-frequency domain imaging and sparse
signal representations were pursued to solve the problem.5–7

In this paper, an improved AMI technique based on learning

overcomplete representation is explored to improve the axial
resolution of conventional AMI techniques without increas-
ing the acoustic frequencies.

II. GENERAL FORMULATION

A. Modeling of the AMI signals

In AMI analysis of IC packages, most AMI systems em-
ployed in the IC packaging industry operate in a broadband,
pulse excitation mode. For pulse-echo ultrasonic testing, the
reflected echo s�t� from a flat surface reflector can be mod-
eled as

s�t� = c exp�− ��t − ��2�cos�2�fc�t − �� + w� , �1�

where �= �c ,� , fc ,� ,w� denotes the parameter vector. The
parameters of this model are closely related to the physical
properties of the ultrasonic signal propagating through the
material. The time of flight � is related to location of the
reflector as the distance between the transducer and the re-
flector. The amplitude of the echo c is primarily governed by
the acoustical impedance values of the materials involved,
the attenuation of the original signal, and the size and orien-
tation of the reflector. The parameters fc and � are the center
frequency and bandwidth factor, respectively. These param-
eters are governed by the transducer frequency characteris-
tics and the propagation path. The phase of the echo w ac-
counts for the distance, impedance, size, and orientation of
the reflector.

For a die-attach assembly, multiple interfaces are
present. At each interface part of the incident pulse energy is
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reflected, generating an echo signal. Figure 1�a� shows AMI
echo components at typical boundaries in a flip-chip package
mounted on ceramic substrate, where s1�t�, s2�t�, and s3�t�
are ultrasonic echoes reflected at water–die, die–solder bond,
and solder bond–ceramic substrate interfaces, respectively.
The ultrasonic A-scan signal acquired from a die-attach as-
sembly can then be represented as a superposition of
M-reflected echoes as shown in Fig. 1�b�

y�t� = �
i=1

M

si�t� + ��t� . �2�

The term ��t� accounts for the measurement noise and can be
characterized as white Gaussian noise �WGN�. If the M ech-
oes are the time-shifted, amplitude-scaled replica of a refer-
ence echo, Eq. �2� can be rewritten as a convolution format

y�t� = �
i=1

M

cix�t − �i� + ��t� = x�t� � ��
i=1

M

ci��t − �i�� + ��t� ,

�3�

where the bracketed term denotes the reflectivity function.
The problem of recovering the reflectivity function and esti-
mating the ultrasonic pulse x�t� can be reformulated as a
blind deconvolution problem.

For microelectronic package inspection, the received
echo often undergoes a shape distortion due to the focusing

effects and dispersive attenuation. Thus, the deconvolution
model in Eq. �3� is not applicable. In this case, Eq. �2� be-
comes

y�t� = �
i=1

M

cixi�t� + ��t� , �4�

where xi�t� is the “quasi” incident pulse impinged to the ith
interface. Here, quasi means xi�t� is not a real incident
pulse because it is a pulse which includes dual-way trans-
mission and attenuation. The problem of ultrasonic signal
interpretation is then formulated as the problem of blind
source separation that separates a set of linear mixtures onto
a number of unknown source signals,8 inferring both the re-
flectivity function ci, which can be considered as the virtual
ultrasonic sources, and the ultrasonic incident pulses xi from
the observed signal y. In matrix format, Eq. �4� becomes

y = �c + � . �5�

Furthermore, an ultrasonic A-scan signal acquired from
a die-attach assembly generally consists of limited echoes
due to the layer structure of the microelectronic package con-
taining a limited number of abrupt impedance change, i.e., M
is very small. So, the ultrasonic signal can be assumed to
have a very sparse representation in a proper signal dictio-
nary, though not in the time domain.

FIG. 1. AMI echoes at typical boundaries in Flip-Chip
package mounted on ceramic substrate �a� and an Ascan
obtained using a 230-MHz transducer �b�. s1�t�, s2�t�,
and s3�t� are ultrasonic echoes reflected at water–die,
die–solder bond, and solder bond–ceramic substrate in-
terfaces, respectively.
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B. Resolution analysis of conventional AMI
techniques

The basic principle of conventional time-domain AMI
technique �TDAMI� is that a focused ultrasonic transducer
alternatively sends pulses into and receives reflected echoes
from discontinuities within the sample. An electronic gate as
depicted in Fig. 1�b� corresponding to a time window is used
to select a specific interface to view. A mechanical scanner
moves the transducer over the sample, producing C-scan im-
ages. At each x-y position the peak intensity value and the
polarity of the echo within the electronic gate are displayed
in the C-scan image. When there is a thin layer in the sample,
pulse distortion might occur as described previously. In this
case, no matter how the electronic gate is set, the gated sig-
nal is corrupted. As a consequence, the contrast of resulting
images is corrupted and probably gives false indications of
defects. Figure 2 shows such an example. The solder bumps
of a flip chip are imaged by 230- and 50-MHz transducers,
respectively. The two Ascans in Fig. 2 are from the same
x-y position of a defective solder bump. Due to the low
resolution of the 50-MHz transducer, echo overlap is ob-
served in Fig. 2�b� and the corresponding C-scan image is
contaminated, where three defective solder bumps indicated
by arrows are difficult to identify. However, these defective
solder bumps are very clear in the C-scan image produced by
the 230-MHz transducer.

In FDAMI, at each x-y position the gated A-scan signal
is decomposed into the frequency domain by the fast Fourier
transform �FFT�, and the amplitude of a single frequency at
its spectrum is displayed as a pixel of C-scan image. The

result will be some dozens of individual FFT images, each
showing what that interface looks like at a single frequency.4

Suppose that a gated signal is comprised of two echoes
which are overlapped in the time domain, and the spectra of
the two echoes are separated partly in the frequency domain.
Due to phase change, some frequencies of an echo undergo
constructive interference while others undergo destructive in-
terference. At a fixed frequency, the frequency strength might
come mainly from the expected echo, with the interfering
echo making a minor contribution. In this case, frequency
imaging still gives a high-contrast FFT image at this fre-
quency, though the time-domain image is poor due to the
echo superposition. Figure 3 demonstrates the features of
FDAMI. Figures 3�b�, 3�c�, and 3�d� are the amplitude spec-
trum of the echoes 1, 2, and 3 in Fig. 3�a�, respectively. It can
be seen that the peak frequencies of these echoes are far less
than the transducer frequency of 230 MHz due to the disper-
sive attenuation in water and packaging materials. Figure
3�e� displays the spectrum of the gated signal in Fig. 3�a�,
which consists of echo 3 and part of echo 2. Comparing Fig.
3�e� with Fig. 3�d�, it is observed that the spectrum of the
defect echo 3 suffers interference from echo 2. Some fre-
quencies are enhanced while some are weakened. Therefore,
at some frequencies the FFT images would have poor perfor-
mance in terms of resolution and contrast. Additionally, it is
hard, using quantitative analysis, to give the values of the
frequencies where high contrast can be achieved in practical
applications. A further limitation of frequency imaging is
that, if a gated signal includes more than two echoes, the

FIG. 2. Resolution limitation of acoustic time domain imaging with different acoustic frequencies: �a� 230 MHz; �b� 50 MHz. Upper: Ascans; lower: C scan
images. The defective solder bumps are indicated by arrows in C-scan images.
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spectrum is more complicated, and the FFT images are dif-
ficult to interpret because they have no time resolution.

However, if echoes in the acquired Ascan can be sepa-
rated accurately by digital signal processing, the imaging
performance in terms of resolution and contrast can be im-
proved by generating an image using only the echo corre-
sponding to the interrogated interface, as suggested in Ref. 7.
From the AMI signal model above, echo separation can be
formulated as the problem of blind source separation.

C. Review of sparse signal representation-based AMI
„SSRAMI…

In Ref. 7, an improved AMI technique, SSRAMI, was
proposed by the authors. Super-resolution and high robust-
ness were achieved by three processes—choosing an over-
complete signal dictionary, separating the incident pulses by
exploiting their sparse representability, and selecting an ap-
propriate echo and producing a C-scan output. Suppose that
there exists an overcomplete dictionary �, an N�L matrix
whose columns are the overcomplete basis vectors �	i	i=1

L

and L
N. Then, the problem of echo separation is formu-
lated as follows:

�P0� Given the observed Ascan y and the overcomplete dic-
tionary �, find the vector of coefficients c= �ci	 in Eq. �4�
such that y=�c and c is as sparse as possible.
Under certain conditions �P0� can be considered equivalent
to the constrained optimization problem:

�P1� Minimize 
c
1 subject to y = �c ,

which can be solved by the basis pursuit �BP�
decomposition.9

After performing the echo separation, the third process
of selecting the proper echo and producing the C-scan image
in SSRAMI was carried out as follows. First, a time-
frequency window as depicted by the dotted line in Fig. 4
was determined in terms of the frequency of transducer and
the interface to be investigated in the microelectronic pack-
age. Suppose the time-frequency window centers at position
�uc ,vc� with time width �uc and frequency width �vc. Sec-
ond, in the given time-frequency window we searched for
the time-frequency atoms whose centers were lying in the
window, and among them picked up the one with the biggest
decomposed coefficient. The time-frequency atom selected

FIG. 3. Resolution limitation of acoustic frequency domain imaging. �a� Ascan; �b�, �c�, and �d� spectrum of the first, second, and third echoes, respectively;
�e� spectrum of the gated signal in �a�.

FIG. 4. The echo separation result of an Ascan shown in phase plane and a
succession of time-frequency windows. The darkness of the time-frequency
image increases with the energy value, and each time-frequency atom se-
lected by the BP method is represented by a Heisenberg box.
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and its coefficient were used as the approximation of the
expected incident pulse xi and reflection coefficient ci, re-
spectively. Third, the reflection coefficient AMI was carried
out by directly displaying these selected coefficients at their
corresponding position of the C-scan image.

The construction of � is a crucial step, on which the
success of echo separation depends in great degree. Several
overcomplete dictionaries such as the Gabor dictionary and
wavelet packet dictionary were examined by both simulated
and real AMI signals in Ref. 7. Experimental results demon-
strated the great impact of overcomplete dictionary on AMI
performance. The Gabor dictionary was the best of the exist-
ing overcomplete dictionaries.

Apart from the BP approach, there are several other
popular approaches searching for a sparse solution of Eq. �4�
in overcomplete dictionaries, including matching pursuit
�MP�10 and the best orthogonal basis �BOB�.11 Hence, sev-
eral different implementation methods of SSRAMI: BP-
based AMI �BPAMI�, MP-based AMI �MPAMI�, and BOB-
based AMI �BOBAMI�, were investigated in Ref. 7. BPAMI
demonstrated better performance than MPAMI and
BOBAMI when the same dictionary was used.

III. LEARNING OVERCOMPLETE REPRESENTATION
„LOR…

The problem of learning overcomplete representation is
that of representing some data y�RN �e.g., the observed
AMI signal� using a small number of nonzero components in
a source vector c�RL under the linear model in Eq. �5� so
that

log p�y��,c� � −
1

22 �y − �c�2,

where the dictionary ��RN�L is overcomplete, and the ad-
ditive noise � is assumed to be Gaussian, p�=N�0,2�. By
assuming that the sources ci are mutually independent, so
that the joint probability distribution has the form p�c�
=�i=1

N p�ci�, and assuming that the prior distribution of the
source c is Laplacian distributed p�ci��exp�−��ci��, an ex-
tended independent component analysis �ICA� method to
infer both the overcomplete dictionary � and source vec-
tor c given the observed signal y, has been proposed in
Ref. 12.

A. Inferring the ultrasonic sources

Due to the fact that the additive noise is unknown and
that the dictionary � is overcomplete, the problem of deter-
mining the sources c in Eq. �5� cannot be solved by the
pseudoinverse c=�+y. A probabilistic approach to estimat-
ing the sources is based on finding the maximum a posteriori
value of c

ĉ = max
c

p�c��,y� = max
c

p�y��,c�p�c� . �6�

Given the dictionary � and observation y, Eq. �6� can be
optimized by gradient ascent on the log posterior
distribution.12,13

B. Learning the overcomplete dictionary

Learning the overcomplete dictionary is done using the
learning algorithm based on the maximum likelihood �ML�
principle with log-likelihood of the data

L = log p�y��� . �7�

To obtain the ML estimate of �, the likelihood requires mar-
ginalizing over all possible sources:

p�y��� = p�y��,c�p�c�dc . �8�

This integral is in general analytically intractable. For the
special case of zero noise and � invertible �a complete ba-
sis�, the integral is solvable and leads to the standard ICA
learning algorithm.14 Equation �8� is approximated by fitting
a multivariate Gaussian around c as follows:

log p�y��� �
N

2
log

�

2�
+

L

2
log�2�� + log p�c�

−
�

2
�y − �c�2 −

1

2
log det H , �9�

where �=1/2, and H is the Hessian of the log posterior at c,
H=��T�−��log p�c�. The dictionary is learned by per-
forming gradient ascent on the likelihood of Eq. �7� using
the approximation in Eq. �9�. The learning rule is

�� � ��T �

��
log p�y��� � − ��zĉT + I� ,

where z�ĉi�=� log p�ĉi� /�ĉi is called the score function, and
I is the identity matrix. The prefactor ��T produces the
natural gradient extension, which speeds convergence.
Note that each gradient step requires the computation of ĉ
as in Eq. �6�.

IV. LEARNING OVERCOMPLETE REPRESENTATION-
BASED AMI „LORAMI…

Our earlier work7 showed that sparse signal representa-
tions of AMI signals improved the AMI resolution and ro-
bustness greatly. The selection of nonadapted overcomplete
dictionary was very important. Although the Gabor dictio-
nary was well-matched to AMI signals in the experiments,
the performance is expected to be further improved using
learned basis vectors that are adapted to the signal statistics
of the inputs. The real ultrasonic echoes inevitably deviate
from the idealized Gabor model in Eq. �1�. The adapted basis
vectors could represent the activities of incident pulses xi in
Eq. �4� much closer than the existing model, and then the
reflection coefficients ci could be inferred more accurately.
Therefore, a four-stage process for LORAMI is proposed as
follows to further improve the SSRAMI technique by using
learned basis vectors instead of fixed basis vectors.

A. Dictionary learning

The significant structure of AMI signals is patterns of
ultrasonic echoes. Ideally, an overcomplete dictionary is
learned so that each basis vector approximates a pattern of a
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possible ultrasonic echo as accurately as possible. For AMI,
a universal overcomplete dictionary could be learned from
the AMI signal samples that are acquired by different trans-
ducers and for different types of packages. However, the dic-
tionary performance could be improved by learning a unique
overcomplete dictionary for each transducer and certain type
of packages. Additionally, note that each Ascan segment is
preprocessed by subtraction of its mean and further normal-
izing it before being used as training data.

B. Dictionary preprocessing

Once a dictionary has been learned, preprocessing is
performed. First, each basis vector in the dictionary is nor-
malized with 
	i
=1. Figure 5 shows a sample of the nor-
malized basis vectors from learned 2�-overcomplete dictio-
naries. �The number of basis vectors L is two times the
number of complete basis vectors N.� As expected, the basis
vectors in an overcomplete dictionary learned from AMI sig-
nals are echo-type vectors, i.e., each basis vector approxi-
mates a pattern of a single ultrasonic echo. Notice that very
few noise-type vectors might exist in a learned overcomplete
dictionary. In the second step of preprocessing, we go

through the dictionary to calculate the Heisenberg cell of
each basis vector, i.e., its centers and widths in the time- and
frequency domains.

To calculate the Heisenberg cell of each basis vector
more accurately, median filtering is first performed on these
basis vectors in our experiments. The center of the Heisen-
berg cell in the time domain is then simply determined as the
peak position of the basis vector in the time axis. Then, the
time width is computed as the total number of samples
whose amplitudes are no less than half of the peak ampli-
tude. After transforming the basis vector to the frequency
domain by FFT, the frequency center and width are deter-
mined in a similar way to that in the time domain, i.e., the
frequency with peak amplitude of spectrum is used as the
frequency center, and the frequency width is the number of
points whose spectrum amplitudes are no less than half of
the peak amplitude of the spectrum. Advanced techniques
need to be developed in the future to accurately define the
Heisenberg cell for each basis vector.

C. Echo separation

Echo separation is carried out by inferring the sparse
representations of ultrasonic Ascans using the method de-
scribed in Sec. III. Similar to SSRAMI, the learning over-
complete representation can be displayed in the phase plane
�namely, time-frequency plane�, and each basis vector is rep-
resented by its Heisenberg cell.

D. Echo selection and image generation

The final step is the same as the one in SSRAMI, which
is briefly described in Sec. II C.

V. SIMULATION STUDY

A. AMI signal generation

The performance of LORAMI was evaluated through
simulation. Acoustical signals were produced according to
the model of signal formation in Eqs. �2� and �4�. To make
the simulation as close to practice as possible, the incident
pulses xi in Eq. �4� was simulated by three measured ultra-
sonic pulses obtained from a planar reflector in a water tank
using, respectively, 230, 50, and 30-MHz transducers on a
commercial AMI system. To reduce the signal length, a
downsampling operator with scale 2 was carried out on the
measured pulses, which then truncated them to a length of 61
samples. The truncated pulses were then normalized, imply-
ing that 
xi
=1. The resulting pulses and corresponding am-
plitude spectrum were illustrated in Fig. 6.

Each echo si in an Ascan was then generated according
to Eq. �4�, where the reflection coefficient which determined
the amplitude of each echo was changed to simulate different
reflectivity properties of the interrogated interfaces/features.
Each echo was translated along the time axis to various time
positions to simulate a wide diversity of interfaces at differ-
ent depths. The simulated Ascan was the superposition of
several echoes according to Eq. �2�.

FIG. 5. A sample of learned basis vectors. �a� From the 2�-overcomplete
dictionary learned for 230-MHz transducer; �b� from the 2�-overcomplete
dictionary learned for 50-MHz transducer.
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B. Learning dictionaries

A training data set consisted of 43 200 simulated
A-scans was generated by the following steps:

�1� Each Ascan was set to 144 samples in length, and as-
sumed that two ultrasonic echoes were present in an As-
can;

�2� A random time position was set for each echo within the
Ascan;

�3� Randomly picked up two of three simulated ultrasonic
pulses shown in Fig. 6. Then, translated each pulse along
the time axis so that its center was located in the setting
position of step 2;

�4� Superposed the two translated pulses, resulting in an As-
can;

�5� Subtracted the mean of the resulting Ascan and normal-
ized it; and

�6� Repeating steps 1–5 until all Ascans had been generated.

A complete �144 basis vectors� dictionary, a
2�-overcomplete �288 basis vectors� dictionary, a
3�-overcomplete �432 basis vectors� dictionary, and a
4�-overcomplete �576 basis vectors� dictionary were
learned from the training data set. The dictionaries were ini-
tialized by Gaussian-modulated random vectors during the
learning process.

C. Performance comparison between complete and
overcomplete signal representations

Under an overcomplete dictionary the decomposition of
a signal is not unique, but this can offer some advantages.9,12

One is that there is greater flexibility in capturing structure in

the data. Instead of a small set of general basis vectors, there
is a larger set of more specialized basis vectors such that
relatively few are required to represent any particular signal.
An additional advantage of overcomplete representations is
increased stability of the representation in response to small
perturbations of the signal.

An experiment using simulation data was performed to
examine the efficiency of overcomplete representations for
LORAMI. The performance of AMI was measured quantita-
tively by the AMI error, which was defined as

Err =
�c̃i� − kj · �ci�

kj · �ci�
� 100% �10�

where ci was the original reflection coefficient, c̃i the esti-
mated reflection coefficient in LORAMI and SSRAMI, and
kj � j=1, 2, and 3� was the correction factor. A simulated
incident pulse shown in Fig. 6 was extended to the length of
144 samples by zero padding. Then, we decomposed it in the
overcomplete dictionary. The absolute value of the reflection
coefficient estimated from the incident pulse was set to kj,
where j=1, 2, and 3 was the index of the simulated incident
pulses and was chosen according to the interrogated echo.
Because the basis vectors from an overcomplete dictionary
did not match the measured ultrasonic pulse exactly, c̃i never
reached its theoretical value ci. In the time-frequency do-
main, kj ·ci was the corrected theoretical limitation value of
c̃i, which was only reachable in the situation where the in-
terrogated echo did not interfere with the other echoes. Note
that Eq. �5� is a linear model, so Err is good to measure the
distortion caused by the echo overlap and imaging perfor-
mance.

FIG. 6. Simulated incident ultrasonic
pulses �left� and their amplitude spec-
trum �right�.
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Various Ascans had been simulated using the method
described in Sec. V A. Each Ascan was simulated to contain
two echoes, which were made to have different reflection
coefficients, and different degrees of overlap in the time- and
frequency domain. The overlap degree in the frequency do-
main was achieved by combining the simulated incident ul-
trasonic pulses in different order. For example, putting 230-
and 30-MHz pulses together produces less overlap than the
combination of 50- and 30-MHz pulses in the frequency do-
main. The overlap degree in the time domain can be easily
tuned by translating these pulses along the time axis.

The complete and overcomplete learned dictionaries in
Sec. V B were used to perform LORAMI on these simulated
Ascans. The time-frequency window was set to the Heisen-
berg cell of the first echo. The results for nine simulated
Ascans are listed in Table I. The table shows the learned
overcomplete dictionaries perform significantly better than
the complete dictionary.

An example of overcomplete and complete representa-
tions is shown in Fig. 7. The overcomplete and complete
representations of the Ascan plotted in Fig. 7�a� are dis-
played in Figs. 7�b� and 7�c�, respectively. The correspond-
ing echoes recovered in LORAMI using 2�-overcomplete
and complete learned dictionaries are plotted in Figs. 7�e�
and 7�f�, respectively, in comparison with the original echo
shown in Fig. 7�d�. It can be seen that the overcomplete basis
vectors approximate the ultrasonic echo components much
closer than the complete basis vectors, as a result improving
the AMI performance. It is also observed that the overcom-
plete representations locate the echoes very well.

However, the 3�-overcomplete and 4�-overcomplete
dictionaries did not show greater performance than the
2�-overcomplete dictionary, and in fact were even poorer.
Similar results were observed in Ref. 12. One possible rea-
son is that the assumptions of the prior distribution for the
coefficients are inaccurate. A Laplacian is not sparse enough

TABLE I. Performance comparison of complete and overcomplete dictionaries. The AMI error is presented.

No.

AMI error �%�

Complete
basis

2�overcomplete
basis

3�overcomplete
basis

4�overcomplete
basis

A
scan

#1 −80.35 −5.76 −2.86 −1.85
#2 −83.02 −2.67 2.07 −17.91
#3 33.67 4.08 −5.28 −12.82
#4 70.32 −21.22 −20.07 −26.88
#5 −89.72 2.10 22.99 1.66
#6 −34.04 7.59 20.91 16.46
#7 −72.76 −8.43 −5.11 −3.63
#8 40.77 −5.57 13.75 −10.51
#9 −23.45 11.38 15.96 6.57

FIG. 7. The overcomplete representa-
tion and complete representation of a
simulated ultrasonic Ascan. �a� The
simulated Ascan; �b� the learning over-
complete representation; �c� the learn-
ing complete representation; �d� the
original echo �the first echo in �a��; �e�
the recovered echo by the overcom-
plete representation; �f� the recovered
echo by the complete representation.
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to reflect the practical coefficient distribution, especially for
our simulations where the coefficient distribution is far
sparser than predicted by the Laplace distribution. Another
possible reason is that the approximation in Eq. �9� becomes
increasingly inaccurate for higher degrees of overcomplete-
ness. In addition, the fundamental assumption that the coef-
ficients are statistically independent might not be true for
AMI signals.

D. Performance comparison between adapted
LORAMI and nonadapted SSRAMI

This experiment was carried out to quantitatively evalu-
ate the performance of the proposed LORAMI in comparison
with nonadapted SSRAMI. The 2�-overcomplete learned
dictionary was used to perform LORAMI. For the simplifi-
cation of implementation, the simulated Ascan was zero pad-
ded to a length of 256 samples to perform SSRAMI. Two
implementation methods of SSRAMI, BPAMI with wavelet
packet �WP� dictionary, and MPAMI with discrete Gabor
dictionary were compared. In previous work,7 it has been
shown that the WP dictionary with Symmlet 8 is superior to
other WP dictionaries. So, the Symmlet 8 was chosen as the
mother wavelet in this paper. The WP dictionary11 contains
N log 2�N� basis vectors. With a signal length N=256, the
WP dictionary is 8�-overcomplete. The real Gabor dictio-
nary is defined by DR= �g�r,w� : �r ,w���� �0,2��	,15 where
r= �s ,u ,v� and

g�r,w� =
K�r,w�

�s
g� t − u

s
�cos�vt + w� , �11�

where s is the scale of the function, u its translation, and v its
frequency modulation; window function g�t� is the Gaussian
function g�t�=e−�t2, constant and factor K�r,w� /�s normalize
g�r,w�, and w is the phase of the real Gabor vectors. In
practical applications, signal decomposition is performed
in the discrete Gabor dictionary D�, where �� is composed
of all r= �aj , pajdu ,ka−jdv� with du=dv /2� and du ·dv
�2�. The parameter r= �s ,u ,v� was discretized in the pa-
per as follows:

�i� s� j�=aj, for 1� j�n, where n is the biggest integer
power of a such that an�N, and the discretized scale
parameter a can be selected in an arbitrary way.

�ii� du� j�=s� j� /2 and dv� j�=� /s� j�.
�iii� u� �pdu � p�Z ,0� p , pdu�N−1	.
�iv� v� �kdv �k�Z ,0�k ,kdv�rmv	, where rmv=2�.

With this parameter discretization, the discrete Gabor dictio-
nary contains N log 2�N� / log 2�a� basis vectors. The smaller
the scale a, the higher the overcompleteness. It is 8� over-
complete when parameter a=2 and 2� overcomplete with
a=16.

The interface for C-scan imaging was set to the first
echo by setting the time-frequency window to the Heisen-
berg cell of the first echo. Some results are presented in
Table II. Table II shows the proposed LORAMI does im-
prove the AMI performance by using the adapted dictionary
instead of the nonadapted dictionary when comparing
LORAMI with BPAMI and MPAMI. The AMI performance
by learned 2�-overcomplete dictionary is even better than
the nonadapted 8�-overcomplete dictionaries. In most cases,
MPAMI with Gabor dictionaries have high performance.
However, in certain cases MP fails to super-resolve9 so that
the MPAMI results in a big AMI error. From Table II, the
LORAMI are more consistent and achieve better perfor-
mance overall.

Figure 8 illustrates the overcomplete representations of
an example Ascan plotted in Fig. 8�a�. The adapted overcom-
plete representation of the Ascan by LORAMI with the
learned 2�-overcomplete dictionary is displayed in Fig.
8�b�. Figures 8�d�, 8�e�, and 8�f� show the nonadapted over-
complete representations of the zero-padded Ascan plotted in
Fig. 8�c�, respectively, by BPAMI with WP, MPAMI with 8
�-overcomplete Gabor dictionary, and MPAMI with
2�-overcomplete Gabor dictionary. Figures 9�a� and 9�d�
show two original echoes in Fig. 8�a�. The recovered corre-
sponding echoes in LORAMI are plotted in Figs. 9�b� and
9�e�. The recovered echoes in SSRAMI are plotted in Figs.
9�c� and 9�f�. Comparing the recovered echoes with the cor-
responding original echoes, it can be seen that the learned
basis vectors approximate the ultrasonic echo components

TABLE II. Performance comparison of adapted and nonadapted dictionaries. The AMI error is presented.

No.

AMI error �%�

LORAMI
�2�-

overcomplete�

BPAMI+WP
�8�-

overcomplete�

MPAMI+Gabor
�2�-

overcomplete�
MPAMI+Gabor

�8� -overcomplete�

Ascan #1 −5.76 −5.60 −1.98 −0.0023
#2 −2.67 −7.52 0.77 0.77
#3 4.08 36.53 −1.02 −0.89
#4 −21.22 23.56 −57.58 51.59
#5 2.10 10.44 56.68 −23.85
#6 7.59 −27.26 1.58 −11.26
#7 −8.43 13.84 −9.85 −20.86
#8 −5.57 −9.26 −45.06 16.18
#9 11.38 42.87 −68.18 −20.90
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much closer than the Gabor basis vectors in terms of wave-
forms, giving more details of the original echoes.

A limitation of the LOR algorithm is also observed here.
The amplitude of a recovered echo from LORAMI is far
lower than the original amplitude. One possible reason for
the results is that the assumptions of the prior distribution for
the coefficients in LOR are inaccurate. For the probability
distribution of the coefficients is much sparser than the La-
placian distribution and LOR seek global optimization, the

Laplace prior of the decomposed coefficients might force the
simulated Ascan is approximated by more basis vectors.

E. Performance comparison between LORAMI and
conventional AMI techniques

This experiment was carried out to quantitatively evalu-
ate the performance of the proposed LORAMI in comparison
with conventional AMI techniques. The imaging perfor-

FIG. 8. Comparison of learning over-
complete representation-based AMI
�LORAMI� and sparse signal
representation-based AMI �SSRAMI�:
�a� A simulated Ascan; �b� adapted
overcomplete representation of �a� by
LORAMI with the learned
2�-overcomplete dictionary; �c� the
extension of �a� by zero padding; �d�
nonadapted overcomplete representa-
tion of �c� by basis pursuit-based AMI
�BPAMI� with wavelet packet dictio-
nary �WP�; �e� matching pursuit-based
AMI �MPAMI� with 8�-overcomplete
Gabor dictionary; �f� MPAMI with 2
�-overcomplete Gabor dictionary.

FIG. 9. Recovered echoes by
LORAMI and SSRAMI. �a� The first
echo in Fig. 8�a�; �b� the recovered
echo by LORAMI with the learned 2
�-overcomplete dictionary; �c� the re-
covered echo by MPAMI with
8�-overcomplete Gabor dictionary;
�d� the second echo in Fig. 8�a�; �e�
the recovered echo by LORAMI with
the learned 2�-overcomplete dictio-
nary; �f� the recovered echo by
MPAMI with 8�-overcomplete Gabor
dictionary.
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mance of LORAMI was measured using the AMI error in
Eq. �10� while TDAMI and FDAMI was evaluated by the
AMI error, which is defined as

Err =
�Ãi − Ai�

Ai
� 100 % ,

where for TDAMI, Ai is the peak intensity of the original

echo, and Ãi is the measured value during the imaging pro-

cess; for FDAMI, Ai and Ãi are the spectrum amplitude at a
given frequency of original and measured, respectively.
Some results of quantitative evaluation are listed in the upper
part of Table III, where parameters A1 and A2 are the am-
plitudes of two echoes separately, v2-v1 is the frequency
separation of two echoes, and u2-u1 is the time separation
�in sample number� of two echoes. The interface for C-scan
imaging was set to the first echo by choosing gates as fol-
lows: for TDAMI, the gate was chosen to center at u1, with
width equal to 20 samples, which is the narrowest gate avail-
able in our commercial AMI system. The time-frequency
window was set to the Heisenberg box of the first echo. For
FDAMI, two FFT images were evaluated. One was at the
center frequency of the first echo, and another one at off-
center frequency in the overlapped interval. They are de-
noted by fc and fo, respectively. The learned
2�-overcomplete dictionary was used to perform LORAMI.

Table III shows that the proposed LORAMI perform sig-
nificantly better than the conventional AMI techniques.
When two echoes are overlapped the in time- and frequency

domain, the conventional AMI techniques give a large error,
but LORAMI still gives stable and accurate results. This im-
plies the resolution improvement is achieved by LORAMI.

The robustness of LORAMI was examined by adding
zero-mean Gaussian white noise into the simulated Ascans.
The lower part of Table III tabulates some test results, where
the Ascans #9 to #16 were obtained by adding noise into the
Ascans #1 to #8, respectively. It is seen that LORAMI is
more robust than the conventional AMI techniques. Figure
10 shows an example where SNR=3.88 dB. We can clearly
see TDAMI and FDAMI are susceptible to noise. For LOR,
the background noise usually cannot match any dictionary
elements. Consequently, the technique tends to ignore the
noise part of the signal.

F. Ascan with multiple echoes overlapped

In preceding experiments, the superior performance of
LORAMI in dealing with acoustic microimaging with two
echoes overlapped has been demonstrated. An extended ex-
periment where each Ascan contained multiple echoes was
further carried out in this work. The experimental results are
in accordance with the foregoing simulation results. The
LORAMI performed significantly better than the conven-
tional TDAMI and FDAMI, and surpassed SSRAMI. Figure
11 demonstrates an example where an Ascan contains three
overlapped echoes, as shown in Fig. 11�a�. Figure 11�b�
shows the learning overcomplete representation decomposed
in the learned 2�-overcomplete dictionary. From Fig. 11�b�,

TABLE III. Performance comparison of LORAMI and conventional AMI techniques.

No.

Parameters AMI error�%�

A1/A2

u2-u1
�Sample
number�

v2-v1
�MHz�

LORAMI
�2�-

overcomplete�
FDAMI

�fc�
FDAMI

�fo� TDAMI

Ascan #1 1 22 39.06 1.27 8.96 5.51 0

#2 0.8 12 39.06 2.39 −28.13 −24.17 3.23
#3 0.5 12 39.06 15.99 −58.06 −53.90 93.37
#4 1 6 39.06 −14.76 −3.33 −6.19 31.08
#5 1 31 21.48 −5.76 −33.14 19.72 0
#6 1/1.5 11 21.48 −8.15 86.51 14.84 −7.10
#7 1 20 17.58 −0.48 41.55 −25.06 0
#8 0.8 10 17.58 17.86 5.86 158.78 52.85

Ascan
�

noise
�SNR in

dB�

#9 �9.63� 1 22 39.06 14.61 14.58 22.54 14.45
#10

�8.64�
0.8 12 39.06 9.04 −24.18 −38 22.13

#11
�6.43�

0.5 12 39.06 38.48 −69.19 −71.59 102.98

#12
�8.35�

1 6 39.06 −4.65 −6.30 −13.12 24.24

#13
�9.22�

1 31 21.48 5.59 23.91 4.2 11.09

#14
�8.86�

1 11 21.48 7.76 88.90 53.10 −2.33

#15
�9.54�

1 20 17.58 2.70 29.93 −37.55 −18.11

#16
�10.18�

0.8 10 17.58 21.55 18.01 169.79 58.33
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FIG. 10. The AMI results of a simu-
lated Ascan: �a� Noise-free Ascan; �b�
noisy Ascan with SNR=3.88 dB, pro-
duced by adding white noise into �a�;
�c� amplitude spectrum of �b�; �d�
sparse representations with learned
overcomplete basis.

FIG. 11. Ascan with three echoes overlapped. �a� Original Ascan; �b� learning overcomplete representations of �a� by LORAMI; �c� amplitude spectrum of �a�;
�d� the extension of �a� by zero padding; �e� sparse overcomplete representations of �d� by MPAMI with 8�-overcomplete Gabor dictionary; �f� BPAMI
+WP; �g� the middle echo in Fig. 11�a�; �h� the recovered middle echo by LORAMI; �i� the recovered middle echo by MPAMI with 8�-overcomplete Gabor
dictionary.
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it is observed that the proposed LORAMI works very well.
Figure 11�d� is formed by zero padding of Fig. 11�a�. The
corresponding sparse signal representations, obtained by
MPAMI with 8�-overcomplete Gabor dictionary and
BPAMI with WP dictionary, are displayed in Figs. 11�e� and
11�f�. Figures 11�h� and 11�i� plot the middle echo recovered
by LORAMI and MPAMI, respectively. Comparing the re-
covered echoes with the original middle echo plotted in Fig.
11�g�, it is seen that the LORAMI recovers the ultrasonic
echo much better than SSRAMI in terms of the waveform,
time position, and frequency position of the echo. In addi-
tion, from Figs. 11�a� and 11�c� the middle echo is interfered
with by both the front echo and the back echo in the time-
and frequency domain, so TDAMI and FDAMI are more
difficult to interpret provided the echo of interest is the
middle echo.

VI. EXPERIMENT WITH MEASURED DATA

The proposed technique was further validated by experi-
ments with measured data. Several real automotive elec-
tronic circuit boards �ceramic thick-film hybrid circuit� from
a manufacturing line were used as test boards. For the thick-
film hybrid circuitry, multiple layers �tracks, conductors, di-
electric layers, etc.� were printed on one ceramic substrate.
This work focused on the quality and reliability testing of
flip-chip solder bonds. So, ultrasonic Ascans were acquired
from various flip-chip packages mounted on these boards, as
illustrated in Fig. 1. On each package, 16 Ascans from dif-
ferent positions were saved. Selected position points are the
representatives of typical structures such as solder bonds
with and without defects, and nonsolder bond area. At each
point we captured Ascans starting from the package top with
a signal length of 512 samples using both a 230-MHz trans-
ducer and a 50-MHz transducer.

A. Learning dictionaries

A training data set was made to consist of AMI seg-
ments. Each AMI segment was randomly extracted from the
acquired Ascans, having 144 samples in length. The mean
value of a segment was subtracted from it for each segment.
Then, these resulting segments were normalized. In order
that each learned basis vector models only a single echo
pattern, extracting segments randomly is very important.
Otherwise, the learned basis vector might be a pattern with
multiple echoes inside, which is demonstrated in Fig. 12.

Two training data sets were constructed in the experi-
ment. One is for the 50-MHz transducer, and another one is
for the 230-MHz transducer. Each training data set was com-
prised of 25 200 segments. For each transducer, a
2�-overcomplete dictionary was learned. The dictionaries
were initialized by Gaussian-modulated random vectors dur-
ing the learning process. Several learned basis vectors are
shown in Fig. 5.

B. Learning sparse representations of AMI data

Figure 13 shows example Ascans from a defective sol-
der bond. Figure 13�a� is acquired by the 230-MHz trans-
ducer, in which the first echo is from the die-solder bond

�C-B� interface, the second echo is reflected from the defect.
At the same point, the measured Ascan using a 50-MHz
transducer is displayed in Fig. 13�b�, where two echoes can-
not be resolved due to the lower resolution of the 50-MHz
transducer. Figures 13�c� and 13�d� display the learning over-
complete representations of Figs. 13�a� and 13�b�, respec-
tively. Comparing Fig. 13�a� with the resulting LORAMI re-
sults in Fig. 13�d�, it is observed that LORAMI resolves
these echoes in the low-resolution 50-MHz Ascan. Thus,
LORAMI can image the individual interfaces, improving the
AMI resolution.

Figure 14 shows another case of example Ascans from a
different circuit board. The result in Fig. 14 further confirms
the effectiveness of LORAMI.

C. Effect of time-frequency windows

The determination of time-frequency window is a cru-
cial step in LORAMI, on which the image quality depends in
great degree. Some a priori information such as the center
frequency of the transducer in use, and its fundamental band-
width and package structure should be incorporated. In a
broadband AMI system there is frequency downshifting due
to frequency-dependent attenuation. Moreover, even at the
same interface, there are minor differences in center fre-
quency for the incident pulses at different x-y positions.
Hence, calibration is usually carried out preceding the pro-
cessing. The average center frequency is utilized as the cen-
ter frequency position vc of window. A reasonable selection
for the window width �uc and �vc is the width of the
Heisenberg box of the expected echo multiplied by a con-
stant factor. The factor given empirically is to compensate
for the changes of center frequency, and to reduce the loss of
the interested echoes reflected in the interface to be investi-
gated. If a small window is used, a clear image would be
expected, but some features existing in the practical interface
may not be displayed. On the contrary, the acoustic image
might be a little blurred.

An alternative to the above method is to examine the
internal features and possible defects by a succession of C

FIG. 12. The learned basis vectors with multiple echo patterns.
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scans produced by a succession of time-frequency windows
as shown in Fig. 4, where small �vc is chosen when vc

becomes low. Specific features may yield more information
at one time-frequency window rather than another. There-

fore, LORAMI can bring out image details that might not be
visible with conventional TDAMI and FDAMI.

An experiment was performed to examine the effect of
time-frequency windows on LORAMI. Sixteen Ascans from

FIG. 13. Example Ascans from the
first circuit board acquired by �a� the
230-MHz transducer and �b� the 50-
MHz transducer. �c� The learning
overcomplete representation of �a�. �d�
The learning overcomplete representa-
tion of �b�.

FIG. 14. Example Ascans from the
second circuit board acquired by �a�
the 230-MHz transducer and �b� the
50-MHz transducer. �c� The learning
overcomplete representation of �a�. �d�
The learning overcomplete representa-
tion of �b�.
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a single flip-chip package acquired by the 50-MHz trans-
ducer were decomposed into sparse representations by LOR
with the learned 2�-overcomplete dictionary. The interro-
gated interface was set to the die–solder bond interface. The
Heisenberg box of the echo reflected from the interrogated
interface in a typical Ascan was used as the time-frequency
window. This was then applied to the 16 A-scans. For all
Ascans, the window worked perfectly, choosing the proper
atoms.

VII. DISCUSSION AND CONCLUSION

In this paper an improved acoustic microimaging tech-
nique has been presented, which integrated the learning over-
complete representation algorithm into conventional AMI
techniques. The results obtained from computer simulation
and measured data have demonstrated the advantages of the
novel technique. Its performance was compared with that of
SSRAMI and conventional TDAMI and FDAMI. Without
increasing ultrasonic frequencies, both LORAMI and SS-
RAMI improve the axial resolution and robustness of tradi-
tional AMI systems by employing acoustical time-frequency
domain imaging techniques with overcomplete representa-
tions of ultrasonic signals. The performance of LORAMI
was further improved by using the learned dictionary instead
of the nonadapted dictionary.

From Sec. IV B, it can be seen that development of ad-
vanced techniques, which can identify the noise-type basis
vectors and echo-type basis vectors, and accurately define
the Heisenberg cell for each echo-type basis vector, could be
useful in improving the proposed technique.

Although the attenuation in the coupling medium and
package materials is not incorporated explicitly into the AMI
model in Sec. II A, it has been considered throughout this
paper implicitly. The frequency-dependent attenuation in ma-
terials affects the frequency, phase, and amplitude of each
incident pulse xi and reflected echo si in Eqs. �1� and �2�.
Unlike conventional deconvolution techniques, where either
the reflected echoes were assumed to have similar wave-
forms or the exact attenuation had to be considered, arbitrary
attenuation is assumed in this paper because each reflected
echo is assumed to be any frequency, phase, and amplitude.
For the proposed LORAMI, its performance is affected by
the overlap degree of two echoes in the time-frequency do-
main. If two echoes have very small differences in both time
position and center frequency, the proposed techniques could
not resolve them. The resolution limitation of LORAMI is
determined by the sparse signal representation algorithm.

The simulation study in Sec. V reveals the limitation of
the LOR algorithm used in this paper for AMI applications.
One possible reason is that the assumptions of the probabi-
listic model in Sec. III are inaccurate. The observed coeffi-
cient distribution for the AMI data is much sparser than that
of the Laplacian assumed by the model. Also, the fundamen-
tal assumption that the coefficients are statistically indepen-
dent might not be true for AMI data. Another possibility is
that the approximations in Eq. �9� are inaccurate. An im-
proved LOR algorithm will lead to greater AMI performance
and higher accuracy of ultrasonic echo estimation. A recently

developed dictionary learning algorithm16 might be a good
alternative to the one used in this paper. In addition, once a
dictionary has been learned for a certain application, a dif-
ferent algorithm can be used to choose the basis vectors to
form an accurate, sparse representation. The Sparse Bayesian
Learning17 developed recently might lead to a better result,
improving the performance of LORAMI technique. These
new algorithms were developed on the basis of a more flex-
ible assumption of coefficient distribution rather than the La-
placian prior.

Finally, further work performed on 3D rf ultrasonic data
�i.e., the collection of Ascans along with the acoustical im-
age� will be very useful for the practical applications. In this
case, one can visually compare the C-scan images of the
package before and after the use of LORAMI. Unfortunately,
the commercial AMI system used in the work cannot pro-
duce these kinds of data.
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Patch near-field acoustical holography in cylindrical geometry
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Spatial discrete Fourier transform-based near-field acoustical holography is known to suffer from
windowing effects since the measurement aperture is necessarily finite. The latter effect can be
mitigated by using patch holography, in which the measured field is extended beyond the
measurement aperture based on successive smoothing operations. In this article, the application of
a patch holography algorithm to cylindrical geometries is described. In planar geometry, initial
zero-padding can be applied to the hologram pressure to an arbitrary degree in both in-plane
directions since the pressure magnitude is expected to limit ultimately towards zero in both
directions. In a cylindrical geometry, zero-padding can be implemented axially in the same way, but
the number of zeros added in the circumferential direction is necessarily determined by the angular
sample spacing owing to the periodic nature of the field in this direction. By using both numerical
simulation and experimental results, it is shown that the patch extrapolation procedure works well
in the cylindrical case, and a discussion of rigid reflecting boundaries is also included. Finally,
reconstruction results obtained by the combined use of pressures measured in the finite aperture and
two different regularization parameter selection techniques are compared, and the effect of
projection distance is discussed. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2047267�

PACS number�s�: 43.60.Sx, 43.60.Pt, 43.20.Ye �EGW� Pages: 3721–3732

I. INTRODUCTION

When performing near-field acoustical holography
�NAH� measurements, the measurement aperture must ex-
tend to a region in which the sound level drops to a low level
in order to avoid undue truncation of the sound field. How-
ever, it is sometimes impossible in practice to measure the
sound pressure over a sufficiently large aperture, and, even
when it is possible in principle, this requirement may present
an obstacle to the use of NAH, especially when the source is
very large. If it is not possible to measure the sound pressure
over a sufficiently large aperture, reconstruction results can
be degraded by the inevitable windowing, or truncation, of
the pressure field. Of the two principal approaches to NAH
�i.e., discrete Fourier transform �DFT�- and singular value
decomposition �SVD�-based NAH�, DFT-based NAH is
more efficient in terms of computation time but is more sig-
nificantly affected by the effects of a finite measurement
aperture.1

In DFT-based NAH, the projection of acoustical proper-
ties �e.g., sound pressure or particle velocity� from one sur-
face to another is performed by multiplying the wave number
spectrum of the pressure measured on the hologram surface
by an appropriate propagator. The first result of spatial win-
dowing is a wrap-around error that is caused by the implied
periodicity of the data in the spatial domain. The latter prob-
lem can be easily dealt with by zero-padding the measured
data; however, in that case, if the pressure magnitude is not
zero at the aperture boundary, the resulting discontinuity

causes spurious reconstruction results. That is, the recon-
struction results on the source surface are corrupted by a
spatially oscillatory field that results from the convolution of
the wave number spectrum of the complete sound field with
the transform of the spatial window function. The effect of
the latter kind of error is observed locally, especially beneath
the edge of the measurement aperture.

Various approaches have been developed to mitigate the
distorting effects of the finite measurement aperture. These
methods allow NAH measurements to be made over a lim-
ited region of interest, thus saving measurement effort.
Saijyou and Yoshikawa proposed a sound field extrapolation
procedure to reduce the inherent windowing problem of
DFT-based NAH.2 Their procedure, here referred to as
“patch” NAH, allows the pressure measured in a finite mea-
surement aperture, possibly smaller than the source, to be
extended, or “continued,” into the region exterior to the mea-
surement patch by an iterative smoothing process, thus alle-
viating the pressure discontinuity at the edge of the measure-
ment aperture. This method has also been applied to SVD-
based NAH3,4 and has been extended by the addition of
regularization procedures.3–6

In the Helmholtz equation least-squares �HELS� proce-
dure proposed by Wang and Wu,7 the sound field is ex-
pressed in terms of an orthonormal expansion of spheroidal
functions that satisfy the Helmholtz equation, and the Helm-
holtz equation is solved directly in a least-squares sense. This
method works well compared with patch NAH, particularly
in the low-frequency region,8 and was further developed into
the combined HELS �CHELS� method that combined the
advantages of the HELS and SVD-based NAH.9

In statistically optimized NAH �SONAH�, a plane-to-
plane propagation in the spatial domain is performed by

a�Author to whom correspondence should be addressed. Electronic mail:
leemoohy@ecn.purdue.edu

b�Electronic mail: bolton@purdue.edu

J. Acoust. Soc. Am. 118 �6�, December 2005 © 2005 Acoustical Society of America 37210001-4966/2005/118�6�/3721/12/$22.50



evaluating a two-dimensional convolution with a propaga-
tion kernel. Since no Fourier transforms are involved in this
procedure, the effects of sound field truncation are avoided.
SONAH was first described for a planar geometry by Steiner
and Hald,10,11 and its formulation was recently extended to
cylindrical geometries.12

In the so-called method of superposition, the sound field
is approximated as the superposition of fields produced by a
number of simple sources.13,14 The latter method can be used
either to enlarge a finite measurement aperture �extrapola-
tion� or to fill in gaps within the measurement aperture �in-
terpolation�.

Finally, in a wavelet-based method, the sound field is
decomposed by using multiresolution analysis �MRA�,15 and
spatial filtering is then performed in a selective way before
the wave number spectrum is calculated.16

In the present study, patch NAH was applied to DFT-
based NAH in a cylindrical geometry. In Sec. II, an iterative
data extrapolation algorithm and its implementation in cylin-
drical coordinates will be described. In Sec. III, numerical
simulation results obtained by using a two-dipole model with
a rigid reflecting boundary will be presented to validate the
applicability of a patch NAH to the cylindrical case. The
effect of the finite measurement aperture in conjunction with
various regularization parameter selection techniques on the
reconstruction results, the treatment of a rigid boundary, and
the effect of projection distance will also be discussed. In
Sec. IV, experimental results related to a refrigeration com-
pressor will be presented. Conclusions will be presented in
the final section.

II. THE ITERATIVE PATCH EXTENSION ALGORITHM

Patch holography is in essence an extrapolation proce-
dure that extends the sound field measured over a finite mea-
surement aperture, possibly smaller than the source region,
into the region exterior and tangential to the measurement
patch. The extension of the sound field is achieved by a
successive smoothing procedure that suppresses the high
wave number components introduced by the sharp transition
of the sound field at the aperture edge.

The flow chart of the complete extrapolation process is
presented in Fig. 1. The extrapolation algorithm in cylindri-
cal geometry is basically the same as that in planar
geometry2,5 except for the way in which the zero-padding is
implemented in the first step. There, �m and �0 represent the
measurement aperture and the exterior region created by an
initial zero-padding on the hologram surface, respectively,
�m and �0 represent the projected regions below �m and �0

on the source surface, respectively, and r� is the position vec-
tor defining a point on the hologram surface, as shown in
Fig. 2�a�. In addition, p̂�j� represents the input pressure dis-
tribution at the jth iteration while p̂��j� represents the

smoothed pressure resulting from the jth iteration, and ŪH

and Ū represent the forward and inverse two-dimensional
spatial discrete Fourier transform �DFT� operators, respec-
tively. Note that terms denoted with a ∧ represent spatially
coherent sound fields. That is, when NAH measurements are

performed based on a multireference, cross-spectral ap-
proach, p̂�j� represents each of the decomposed partial
fields.17

In the first step, the initial pressure, p̂�1�, comprises the
measured pressure, p̂m, in �m, and zeros in �0, as in the
planar case, but the way in which the zero-padding is applied

FIG. 1. Extrapolation algorithm.

FIG. 2. Extension of the measurement aperture by zero-padding in the cy-
lindrical case: �a� unwrapped view and �b� circumferential section.
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distinguishes patch NAH in cylindrical geometry from that
in planar geometry. The transformation of the sound field in
the spatial domain into the wave number domain is imple-
mented by taking the DFT of the spatial pressure distribu-
tion. Due to the implicit periodicity of the DFT representa-
tion of finite-length, discrete data sequences, an artificial
field, i.e., a replica of the sound field measured in the finite
region, is assumed to appear periodically in the region out-
side the measurement aperture. It is the latter characteristic
of the DFT that leads to unwanted results. That error, re-
ferred to as a wrap-around error, can be avoided by applying
a sufficient amount of zero-padding to the finite-length data.
Thus, in the extrapolation process, zero-padding plays a role
in giving initial values to the data to be recovered while also
suppressing the wrap-around error. In the case of planar ge-
ometry, the sound fields in the two tangential directions to
the measurement aperture decay gradually to zero in the di-
rection away from the source region without exhibiting spa-
tial periodicity. Therefore, the degree of zero-padding can be
chosen arbitrarily in the two tangential directions so long as
wrap-around error can be avoided. In contrast, in cylindrical
geometry, the sound field in the circumferential direction is
periodic in nature. That is, a periodically repeating data se-
quence with period N� �where N� is the number of data
points in the whole circumference� is observed as the cir-
cumference of the cylinder is traversed repeatedly. Due to the
latter periodicity, the data sequence in the circumferential
direction is represented by a Fourier series corresponding to
a sum of complex exponentials with frequencies that are in-
teger multiples of the fundamental frequency, 2� /N�. Thus,
the number of zeros to be added in the circumferential direc-
tion should be determined so that the total number of data
after zero-padding is equal to N� associated with the angular
sampling interval, �� �i.e., N�=2� /���. Zero-padding can
still be applied arbitrarily in the axial direction since the
sound field in this direction is aperiodic. Note that, in the
case of SVD-based NAH, the number of zeros added is not
necessarily determined by the angular sampling interval
since measurement positions do not need to be equally
spaced. Nevertheless, that number is also finite in effect
since the use of a large number of zeros would cause the
zeros in the region outside the measurement aperture to be
located close to each other, which is computationally redun-
dant.

The pressure discontinuity at the edge of the measure-
ment aperture resulting from the zero-padding is first
smoothed by low-pass filtering the high wave number com-
ponents introduced by that discontinuity. In step 3, F��j�

is a
low-pass filter in the wave number domain obtained by
implementing a regularization procedure. In this study, the
modified Tikhonov regularization method was used to con-
struct F��j�

, i.e.,18

F��j�
= diag�¯ ��i�2����i�2 + ��j�� ��j�

��j� + ��i�2
�2�¯ �,

1 � i � M , �1�

where ��j� is the regularization parameter that is applied at
the jth iteration, the �i’s are the eigenvalues of the transfer

matrix that relates the pressure on the hologram surface
and the surface normal velocity on the source surface �its
inverse is defined as the velocity propagator�, and M is the
total number of points after zero-padding. The value of the
regularization parameter at each iteration was determined
based on the use of the Mozorov discrepancy principle
�MDP�.18,19 A more detailed description of this process in
cylindrical geometry can be found in Ref. 20.

The smoothed pressure, p̂��j�, is then obtained by evalu-
ating the inverse DFT of the band-limited wave number
spectrum �step 4�, and the input pressure for the next itera-
tion, p̂�j+1�, is created by replacing the smoothed pressure,
p̂��j�, in the measurement aperture by the pressure originally
measured over the aperture �step 5�. This procedure is then
repeated until the following convergence condition is satis-
fied, i.e.,3,5

	p̂��j� − p̂��j−1�	2 	 
��j�
M, when j � 2, �2�

where 	 	2 represents the vector L2-norm, ��j� is the standard
deviation of the noise included in p̂�j�, and 
 is an ad hoc
factor having a “small” value. As yet, there are no clear
guidelines for determining the value of 
 since, in any par-
ticular case, its value depends on a combination of factors,
e.g., the level of measurement noise, the distance between
the hologram and the reconstruction surfaces, the patch size,
and so on.

In this way, the truncated pressure can be extended
smoothly into the region outside the measurement aperture
while the pressure in the measurement aperture is maintained
at its original value, and the resulting, extended sound field
can be used for holographic projection.

III. NUMERICAL SIMULATION

The procedure described above was first verified by per-
forming numerical simulations. The sound field was created
by two orthogonally oriented coherent dipoles that were lo-
cated 5 and 25 cm above an infinitely extended, rigid sur-
face, operating at a frequency of 1 kHz �see Fig. 3�. The
sound pressure on the cylindrical hologram surface with a
radius of 14.15 cm was sampled at 34-by-32 points in the
axial and circumferential directions, respectively. Adjacent
sampling grids were separated by 2 cm in the axial direction,

FIG. 3. Numerical simulation model �two orthogonally oriented coherent
dipoles are located 5 and 25 cm above a rigid boundary�.
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and the first axial sampling position �i.e., z1� was located half
the axial spacing �i.e., 1 cm� above the rigid surface because
of the presence of the rigid boundary. In this model, spatially
random noise with a signal-to-noise ratio of 20 dB was
added to the pressure on the hologram surface.

The “measured” pressure on the cylindrical surface with
the additive noise described above is shown in Fig. 4, and
from it the following four patches were selected �see Fig. 5�:
patch 1 consisted of 11-by-32 points, and included the whole
circumference and extended axially from the first to the 11th
measurement position; patch 2 was 17-by-11 points, and
patch 3 was 11-by-16 points, and, in contrast with patch 1,
neither of the latter two patches extended over the full cir-
cumference. Patch 4 was the same as patch 1, but extended
to the 17th axial measurement position.

The sound field in the presence of a rigid boundary can
be modeled as an equivalent field that is extended symmetri-
cally about the rigid surface including the mirror image of
the sound field above the rigid surface. When implemented
in patch NAH, the existence of a rigid boundary can be dealt
with in two ways. The first way is simply to apply zero-

padding to the pressure in the measurement aperture as
shown in Fig. 6. The second way is to use a patch that is
doubled in size by including the mirrored pressure as shown
in Fig. 7. The three cases shown in Figs. 6�a�, 6�b�, and 7�a�
are the same as the case in the absence of a rigid boundary
�i.e., zeros around the truncated pressure�. In contrast, in the
case shown in Fig. 7�b� �i.e., when the measurement aperture
does not extend from the first axial measurement position�,
the patch consists of two discrete subpatches. So long as the
projection distance is small, either of the two procedures
described above can be used to construct the initial input
pressure since the influence of an image source on the sound
field above a rigid boundary is expected to be small in that
case. However, the use of the pressure doubled by mirroring
is generally advantageous. For example, when comparing the
cases shown in Figs. 6�a� and 7�a�, the latter approach results
in better reconstruction results near the edge A since that
region is then located at the center of the doubled patch.
When comparing the cases shown in Figs. 6�b� and 7�b�, the
advantage just mentioned is not observed, but the use of the
doubled pressure is still advantageous as the projection dis-
tance becomes larger. Note that, when the presence of a rigid
boundary is accounted for by using either of the approaches
just described, the ergenvalues in Eq. �1� are obtained in the
same way as in the absence of a rigid boundary.

When the numerical simulations discussed in this sec-
tion were performed, the input pressure was created by in-
cluding the mirror image. In effect, the sizes of the four
patches became 22-by-32, 34-by-11, 22-by-16, and 34-by-32
points, respectively. In particular, patch 3 consisted of two
discrete 11-by-16 subpatches after mirroring. The number of
points after zero-padding was always made to be 32 in the
circumferential direction and 128 in the axial direction. Note
that 32 circumferential points were chosen since two adja-
cent points were separated by 11.25° �i.e., 360/32� in that

FIG. 4. Spatial distribution of the pressure radiated by two dipoles on the
hologram surface �r=14.15 cm� at 1 kHz �20 dB SNR�. Real part is plotted.

FIG. 5. Patch selection �real parts are plotted�: �a� patch 1, �b� patch 2, �c�
patch 3, and �d� patch 4.

FIG. 6. Implementation of zero-padding in the presence of a rigid boundary
�the first case�: �a� when the measurement aperture extends from a rigid
boundary and �b� when the measurement aperture is located above a rigid
boundary.

FIG. 7. Implementation of zero-padding in the presence of a rigid boundary
�the second case�: �a� when the measurement aperture extends from a rigid
boundary and �b� when the measurement aperture is located above a rigid
boundary.
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case. In all figures presented here, results only in one-half of
the computational domain �i.e., the sound fields above the
rigid surface� are shown.

As will be shown below, the extrapolated pressure ob-
tained by using two discrete subpatches showed good agree-
ment with the actual pressure. The latter observation sug-
gests the possibility of multi-patch measurements. That is, if
the sound fields over several parts of a source are of interest,
measurements can be performed over several patch regions,
and the extended pressure can then be obtained by a single
run of the extrapolation process. This subject, however, is
beyond the scope of the present article.

A. Effect of the finite measurement aperture
discussed in conjunction with regularization
parameter selection techniques

In this subsection, the effect of the finite measurement
aperture is demonstrated along with a comparison between

the results obtained by using two different regularization pa-
rameter selection techniques. The exact pressure at a radius
of 9 cm �see Fig. 8� was compared to the pressures recon-
structed by using the hologram pressures measured over the
first three patches �see Figs. 9 and 10�. When the pressures
shown in Figs. 9 and 10 were calculated, the Mozorov dis-
crepancy principle and the L-curve criterion19,21 were used,
respectively, to determine the value of the regularization pa-
rameter appearing in Eq. �1�, and the pressures were tapered
in the axial direction near the patch edges by using an eight-
point Tukey window before holographic projection in order
to mitigate the effect of a sharp pressure transition; such a
taper represents normal NAH practice.

When the hologram pressure measured over the com-
plete aperture �i.e., 34-by-32 points� was used, the results
obtained by using either of the regularization parameter se-
lection techniques showed good agreement with the exact
pressure �compare Figs. 9�a� and 10�a� with Fig. 8�. In these
cases, the errors defined as

error�%� =
	p̂�reconstructed� − p̂�exact�	2

	p̂�exact�	2

 100 �3�

were 6.4% when the MDP was used and 7.3% when the
L-curve criterion was used �see Fig. 11�.

When the pressures measured over the various patch re-
gions were used, the reconstructed results were degraded sig-
nificantly �see the results in Figs. 9 and 10, and the errors
plotted in Fig. 11�. Note that the errors in Fig. 11 were evalu-
ated by using only the pressures in the region directly under
the measurement patches �i.e., �m�. Of the two regularization
parameter selection techniques used here, the L-curve crite-
rion yielded smaller errors than did the MDP �compare the
errors in Fig. 11�, so at first glance it appeared that the
L-curve criterion performed better than did the MDP. How-
ever, the error defined above is not necessarily suitable for
judging this point, as will be shown next.

FIG. 8. Exact pressure on the surface at a radius of 9 cm. Real part is
plotted.

FIG. 9. Reconstructed pressures at a radius of 9 cm when the MDP was
used �real parts are plotted�: �a� obtained by using the pressure measured
over the complete aperture, �b� obtained by using the pressure measured
over patch 1, �c� obtained by using the pressure measured over patch 2, and
�d� obtained by using the pressure measured over patch 3.

FIG. 10. Reconstructed pressures at a radius of 9 cm when the L-curve
criterion was used �real parts are plotted�: �a� obtained by using the pressure
measured over the complete aperture, �b� obtained by using the pressure
measured over patch 1, �c� obtained by using the pressure measured over
patch 2, and �d� obtained by using the pressure measured over patch 3.
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When the measurement patch is smaller than the entire
sound field, the convolution of the window function with the
infinite-aperture wave number spectrum causes energy to be
spread, thus creating “systematic” high wave number com-
ponents. In the latter case, regularization parameter selection
techniques may fail to provide the optimal value of ��j�. For
example, the MDP is based on the assumption that the noise
has zero mean and a standard deviation of �;19 as a result,
this method is likely to undersmooth the pressure. In con-
trast, the L-curve criterion determines the optimal value of
the regularization parameter by finding the best compromise
between the residual and smoothing norms without any as-
sumption as to the nature of the noise.19 In the case of a
patch measurement, the shape of the L-curve may not exhibit
a clear “L-shaped” characteristic, thus making its “corner”
difficult to identify, and the regularization parameter given
by this method is likely to oversmooth the pressure.

The latter can be observed clearly in Fig. 12, in which
the reconstructed pressures obtained by using the complete
aperture and patch 1 at the section defined by �=90° as a
function of z are shown. At this circumferential position, a
peak is located near the edge of patch 1. It can be observed
that the pressure reconstructed when using the MDP was
corrupted by an oscillatory field having a large amplitude
near the aperture edge as a result of the relatively weak fil-
tering of the high wave number components. In contrast, the
results reconstructed when using the L-curve criterion had
relatively smooth shapes and smaller amplitudes than the
exact one as a result of the relatively heavy filtering of the
high wave number components �see Fig. 12�b��. In addition,
the oversmoothing resulted in the failure to locate the peak
position correctly, i.e., the peak located near the aperture
edge was shifted towards the inner patch region.

However, when a peak was located in the central region
of the measurement aperture, the reconstruction of a peak
was accurate in terms of position �see Fig. 13, which com-
pares the results at a section defined by �=180° as a func-
tion of z. Recall that the initial input pressure was created by
including a mirror image, so only half of the effective patch
region is shown in Figs. 12–14�. In Fig. 13�b�, in particular,
the results were still in error near the aperture edge, but the
peak was reconstructed with reasonable accuracy irrespective
of the regularization parameter selection techniques used.

Thus, it can be concluded that the effect of the finite mea-
surement aperture corrupts the reconstruction results particu-
larly near the aperture edge.

The results shown in Fig. 14 confirm the latter observa-
tion. In that figure, the horizontal axis represents the number
of axial measurement positions used �i.e., the region was
expanded from the first measurement position� when the er-
ror was evaluated. When the complete aperture was used �see
Fig. 14�a��, use of either the MDP or the L-curve criterion
yielded good results in the region between the first and the
25th measurement positions �the errors were about 2%�, and
the errors then increased near the aperture edge. Although the
34-by-32 measurement region was termed the “complete”
aperture, there still existed a transition to zero before spatial
windowing was applied, even though the transition was
small. The latter caused the error to increase, but the errors
still remained reasonably small since the truncation of the
pressure was not very significant. In contrast, in the case of
patch 1, the errors increased rapidly near the aperture edge
�i.e., the 11th axial measurement position� and converged
to a nearly constant value. Thus, it could be concluded that
the errors were concentrated mainly near the aperture edge
region.

When the complete aperture was used, the error result-
ing when the MDP was used was smaller than that when the
L-curve criterion was used �see Fig. 14�a��. The latter possi-
bly resulted from the fact that, in ideal cases �e.g., when the
nature of noise is similar to the assumption described ear-

FIG. 11. Reconstruction errors with respect to the various patches �the error
was evaluated by using pressures in the region directly under the corre-
sponding patch regions�.

FIG. 12. Comparisons of the reconstructed pressures at a radius of 9 cm and
at a section defined by �=90° as a function of z: �a� when the complete
aperture was used and �b� when patch 1 was used.
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lier�, the regularization parameter provided by the MDP lies
on the L-curve slightly to the right of the corner �i.e., in the
more heavily filtered direction�.19 Recall, however, that,
when patch pressures were used, the regularization param-
eters provided by the MDP lay to the left of the L-curve’s
corner. When patch 1 was used, it can be seen that the error
in the region between the first and fifth axial measurement
positions when using the MDP was smaller than that when
using the L-curve criterion although the MDP resulted in
larger errors than the L-curve criterion when the whole patch
region was used for evaluating that error �see Fig. 14�b��.
Thus, from this point of view, it can be said that the MDP is
a better choice than the L-curve criterion although the region
where accurate reconstruction is ensured is limited to the
central region of the measurement patch. However, the opti-
mal value of the regularization parameter provided by the
various techniques depends on the nature of the additive
noise so that the best choice of techniques may differ from
case to case.

In summary, when the measurement aperture size is lim-
ited, backward-projection results are significantly corrupted
by the windowing effect, but the latter effect is concentrated
near the aperture edge region.3 Thus, the pressure measured
in a finite aperture can still be used to perform a backward-
projection so long as the region of interest in the recon-
structed results is limited to the central region of the patch.
However, as the distance between the hologram and recon-
struction surfaces becomes large, the results over most of the

patch region are likely to be corrupted. The latter problem
can be addressed by using patch NAH as implemented in this
work, thus increasing the size of the region where good re-
sults are ensured.

B. Extension of pressure

The extended hologram pressures corresponding to vari-
ous numbers of iterations are presented in Figs. 15–17. It

FIG. 13. Comparisons of the reconstructed pressures at a radius of 9 cm and
at a section defined by �=180° as a function of z: �a� when the complete
aperture was used and �b� when patch 1 was used.

FIG. 14. Comparisons of the reconstruction error when the MDP and the
L-curve criterion were used: �a� when the complete aperture was used and
�b� when patch 1 was used.

FIG. 15. Patch 1 extended pressure on the hologram surface with respect to
the number of iterations �real parts are plotted�: �a� without extrapolation,
�b� 100 iterations, �c� 800 iterations, and �d� 8000 iterations.
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was observed that the extended pressures near the patch re-
gions approached the actual pressure in all cases as the num-
ber of iterations increased �compare with Fig. 4�. However,
the region into which the pressure could be extended accu-
rately was limited.5 The latter was evident, in particular, in
the patch 2 and 3 cases �i.e., when the size of the patch was
small compared to the entire sound field�.

In Fig. 18, the pressures reconstructed at a radius of
9 cm by using the extended hologram pressures are shown.
When reconstructing the pressures, the MDP was used to
determine the value of the regularization parameter. In all
cases, the results on the surface directly under the patches
�i.e., �m� showed good agreement with the actual pressure at
that location. The errors corresponding to the various num-
bers of iterations are presented in Fig. 19. Errors were cal-
culated over three regions: error1 was calculated in a region

larger than the measurement aperture by five measurement
positions, error2 was calculated only over the patch region,
and error3 was evaluated for a region smaller than the mea-
surement aperture by two measurement positions. It can be
seen that the patch 1 and 2 errors decreased monotonically as
the number of iterations increased. In the case of patch 1,
error2 was ultimately reduced to 4.2% and, in the case of
patch 2, to 3.6% after 10 000 iterations. Beyond a certain
number of iterations, the rate of error decrease slowed and
only a very slight degree of continuing improvement was
observed. After 3000 and 1000 iterations based on patches 1
and 2, respectively, the value of error2 for each case was
smaller than 5%. In the case of patch 3, error2 decreased to
2.6% after 3000 iterations but then began to increase slightly
�see Fig. 19�c��. The increase in error is caused by the effects
of noise and the poorly determined cut-off of the band-
limiting, low-pass filter. The latter problem can be addressed
by an early termination of the interation procedure. In Fig.
19, the ad hoc convergence factor, 
, corresponding to the
number of iterations is shown. In this simulation, good re-
sults were obtained by setting 
 to be in the range 0.005
to 0.01.

Consider now the accuracy of the extrapolation. It can
be seen that error1 �which was evaluated over a region ex-
tending beyond the original patch� for patch 1 decreased to a
low value. Thus, in this case, it was possible for the pressure
outside the patch to be reconstructed to a reasonable degree
of accuracy, but that is not always guaranteed �see error1 for
patches 2 and 3�. The value of error3, which was calculated
including regions only inside the patch, was smaller than that
of error2 in all cases. From the latter result, it can again be
concluded that the reconstruction error still arises near the
edge of the patch region. However, compared with the results
calculated by simply using truncated pressures without ex-
trapolation, a significant improvement can be observed, e.g.,
the errors evaluated over the patch region reduced from

FIG. 16. Patch 2 extended pressure on the hologram surface with respect to
the number of iterations �real parts are plotted�: �a� without extrapolation,
�b� 100 iterations, �c� 300 iterations, and �d� 8000 iterations.

FIG. 17. Patch 3 extended pressure on the hologram surface with respect to
the number of iterations �real parts are plotted�: �a� without extrapolation,
�b� 100 iterations, �c� 800 iterations, and �d� 8000 iterations.

FIG. 18. Reconstructed pressures at a radius of 9 cm �real parts are plotted�:
�a� exact, �b� obtained by using the patch 1 extended pressure after 8000
iterations, �c� obtained by using the patch 2 extended pressure after 8000
iterations, and �d� obtained by using the patch 3 extended pressure after
3000 iterations.

3728 J. Acoust. Soc. Am., Vol. 118, No. 6, December 2005 M. Lee and J. S. Bolton: Cylindrical patch near-field acoustical holography



62.2%, 46.6%, and 86.3% to below 10% in all three cases.
Even the errors evaluated over a region larger than the patch
region were smaller than the errors shown above �compare
Fig. 19 with Fig. 11�. It can thus be claimed that the extrapo-
lation procedure described here helps reduce the effect of
pressure windowing, and, in practical measurements, it is
recommended that the size of the measurement aperture
should be made larger �but not significantly� than the region
of interest whenever possible.

C. Effect of projection distance

In Fig. 20, errors calculated over the patch region �i.e.,
error2� are plotted with respect to the distance between the
hologram and reconstruction surfaces. Negative and positive
distances represent backward- and forward-projections, re-
spectively, and the MDP was used to determine the value of
the regularization parameter. Comparisons were made for
four cases: patch 1 pressure, patch 1 extended pressure �after
10 000 iterations�, patch 4 pressure, and patch 4 extended
pressure �after 2000 iterations�.

In all cases, the errors increased as the projection dis-
tance increased. The benefit of patch extension was apparent
when backward-projection was performed. When the patch
pressures were used, it can be seen that errors increased more
rapidly as the distance increased than when the extended
pressures were used. In the forward-projection region, the
errors in all cases increased as well, but the rate of increase
was much slower than in the backward-projection region
when the patch pressures were used. In the backward-
projection region, error results mainly from the amplification
of the high wave number components near the edge area. In
contrast, forward-projection rarely suffers from the latter ef-
fect; instead, the results are degraded by the contributions of
sources located outside the patch region. When comparing
results obtained by using patches 1 and 4, errors calculated
for patch 4 were smaller than those for patch 1 with or with-
out application of the extrapolation procedure. Compared
with patch 1, the peak of the sound field radiated by the
dipole located at z=25 cm was sensed in patch 4, thus result-
ing in a smaller error in the forward-projection region. A
comparison of results obtained by using the pressures with
and without the extrapolation procedure shows that the ex-
trapolation procedure can improve the forward-projection re-
sults as well as the backward-projection results. The latter is
to be expected since the extrapolation procedure can recover
the pressure outside the patch region to some extent, thus
including more subsources. Thus, it can be concluded that
patch NAH can also be beneficial when farfield prediction is
attempted.

However, the requirements are stricter in the farfield
projection case than in the backward-projection case, i.e., the
sound field �preferably the peaks� radiated from all sub-
sources should be sensed in the patch region for the pressure
to be reconstructed accurately in a complete region since the
patch NAH procedure does not guarantee that the region in
which recovery is possible extends to a sufficiently large
region beyond the patch, and since the latter procedure re-
quires at least a part of the sound field radiated by a source to
be captured in order to recover the missing part. In the case
of backward-projection, the patch size is not restricted by the
latter condition, in principle, but depends on the region of
interest since the backward-projection distance is usually
small in practical NAH. In Figs. 21 and 22, the sound fields
reconstructed by using the various pressures are compared
with the exact pressure on the planes defined by �=0° and

FIG. 19. Reconstruction errors with respect to the number of iterations
�simulation�: �a� patch 1, �b� patch 2, and �c� patch 3.

FIG. 20. Comparison of the reconstruction errors with respect to the dis-
tance between the hologram and reconstruction surfaces.
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90°. It can be observed that the results on the plane defined
by �=90° were significantly affected by the finite measure-
ment aperture while those on the plane defined by �=0°
were not. The latter observation confirms that the sources
located outside the patch region degrade the reconstruction
results on a plane far away from the hologram surface.
Therefore, when the pressure in the farfield is to be recon-
structed, the patch size should usually be larger than in the
case when results only on the source surface are of interest.

IV. EXPERIMENTAL RESULTS

The same procedure was applied to the measurement of
the sound field radiated by a refrigeration compressor that
was 40 cm in height and 18 cm in diameter �see Fig. 23�.
The details of the measurements were the same as those used
for the numerical simulation except for the frequency: results
are presented at frequencies of 882 and 1293 Hz. The pres-
sures on the hologram surface and the patches are shown in
Fig. 24. The patches at the two frequencies consisted of 17-
by-13 and 12-by-13 points, respectively. The extended holo-
gram pressures are shown in Figs. 25 and 26, and those pres-
sures were used to reconstruct the normal �i.e., radial�
velocities on the compressor surface �r=9 cm�. The error
defined in Eq. �3�, but based on surface normal velocity �see
Fig. 27� instead of the pressure in this case, is presented in
Fig. 28. When the error was evaluated, it was assumed that

FIG. 21. Reconstructed pressures on the plane defined by �=0°: �a� exact,
�b� obtained by using the patch 1 pressure, �c� obtained by using the patch 1
extended pressure after 8000 iterations, �d� obtained by using the patch 4
pressure, and �e� obtained by using the patch 4 extended pressure after 2000
iterations.

FIG. 22. Reconstructed pressures on the plane defined by �=90°: �a� exact,
�b� obtained by using the patch 1 pressure, �c� obtained by using the patch 1
extended pressure after 8000 iterations, �d� obtained by using the patch 4
pressure, and �e� obtained by using the patch 4 extended pressure after 2000
iterations.

FIG. 23. Experimental setup.

FIG. 24. Hologram pressures and selected patches �real parts are plotted�:
�a� at 882 Hz and �b� at 1293 Hz.
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the results reconstructed by using the pressure measured over
the complete aperture were “exact.” The reconstructed sur-
face normal velocities directly under the patch regions
showed good agreement with those calculated using the
complete data set, and the reconstruction errors over the
patch region at both frequencies were ultimately smaller than
10%. It was, however, observed that a larger number of it-
erations were required to ensure that the error dropped to a
small value at 882 Hz compared to the 1293-Hz case. At
882 Hz, the pressure peaks were not included within the
patch region, and the magnitude of the pressure was increas-
ing at the edge of the patch region. In contrast, the main peak
at 1293 Hz was included within the patch, which resulted in
faster convergence. Thus, it can be concluded that by includ-

ing the main peaks of the sound field within the patch it is
more likely that good results will be obtained and that con-
vergence will be relatively fast.

V. CONCLUSIONS

In the present study, a DFT-based patch NAH procedure
was implemented in cylindrical geometry. In this case, the
truncated sound field can be extended to an arbitrary degree
in the axial direction by zero-padding, as in the planar case,

FIG. 25. Extended pressure with respect to the number of iterations at
882 Hz �real parts are plotted�: �a� without extrapolation, �b� 100 iterations,
�c� 3000 iterations, and �d� 9000 iterations.

FIG. 26. Extended pressure with respect to the number of iterations at
1293 Hz �real parts are plotted�: �a� without extrapolation, �b� 100 iterations,
�c� 300 iterations, and �d� 9000 iterations.

FIG. 27. Reconstructed surface normal velocities at a radius of 9 cm �real
parts are plotted�: �a� obtained by using the complete aperture at 882 Hz, �b�
obtained by using the extended pressure at 882 Hz, �c� obtained by using the
complete aperture at 1293 Hz, and �d� obtained by using the extended pres-
sure at 1293 Hz.

FIG. 28. Reconstruction errors with respect to the number of iterations
�experiment�: �a� at 882 Hz and �b� at 1293 Hz.
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but the number of zeros added in the circumferential direc-
tion is necessarily limited by the fact that the sound field is
periodic in this direction. Thus, when DFT-based NAH is
used �i.e., when the angular sample spacing between mea-
surement positions is constant�, the number of points after
zero-padding in the circumferential direction should be equal
to 2� divided by the angular sample spacing to account for
the periodic nature of the sound field in that direction. Both
numerical simulation results performed by using a two-
dipole model with a rigid boundary and experimental results
related to the visualization of the sound field radiated by a
refrigeration compressor were presented, and it was shown
that the patch NAH algorithm can be successfully used in the
cylindrical case and in the presence of a rigid boundary.
Based on the results presented in this study, some practical
conclusions were drawn: first, it is desirable to use a larger
aperture size �which can, however, be smaller than in the
case without extrapolation� than the region of interest since
the reconstruction results in the central region of the aperture
are less corrupted by errors, and second, it is desirable to
include pressure peaks in the patch area since the reconstruc-
tion error converges relatively quickly to a low value in that
case, thus saving computation time.
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An experimental and numerical study is reported on focused, phase-conjugated sound beams of
finite amplitude produced in water by a solid-state parametric amplifier, referred to as the
conjugator. The sound beams incident on the conjugator were radiated by a focused circular source.
Field distributions were measured along the beam axis and in the focal plane of the source. Both
linear and nonlinear propagation were investigated. Apertures of different diameters were placed in
front of the conjugator to demonstrate diffraction effects associated with size of the active surface
of the conjugator. Peak-to-peak acoustic pressures of 8 MPa and strongly distorted, asymmetric
waveforms were measured at the focus of conjugate beams having a fundamental frequency of
5 MHz. Numerical simulations of harmonic generation in the conjugate beams are in agreement
with the measurements. The study reveals that the conjugate beams accurately reproduce the focal
region of the incident beams when a sufficiently large aperture is used, even when substantial
waveform distortion due to nonlinear propagation effects are observed in the conjugate beams.
© 2005 Acoustical Society of America. �DOI: 10.1121/1.2130965�

PACS number�s�: 43.60.Tj, 43.25.Jh �DRD� Pages: 3733–3736

I. INTRODUCTION

Perfectly phase-conjugated �PC� or time-reversed �TR�
acoustic waves reproduce the spatial distribution of an inci-
dent wave field, but they propagate in the opposite direction.
Phase conjugation is known for its ability to compensate for
phase aberrations created in the incident wave due to propa-
gation through inhomogeneous media. The aberrations are
removed as the conjugate wave propagates back to the
source through the inhomogeneous medium.

Applications of phase conjugate waves include systems
for acoustic imaging through inhomogeneous media, such as
C-scan imaging.1 Implementation of supercritical parametric
magnetoacoustic interaction in ceramics provides a means of
generating PC waves with strong amplification.2,3 This
method allows generation of PC beams in water exhibiting
strong nonlinear behavior. Nonlinear properties of intense,
focused PC beams have been used to advantage in a proto-
type C-scan harmonic imaging system.4 The tighter focus
and lower sidelobes associated with the harmonics generated
nonlinearly in the fluid, combined with the special features
of phase conjugation, substantially improve resolution of ob-
jects situated in strongly aberrating media.

Even with a conjugation device that accomplishes per-
fect transformation of the wave field inside, there remain
factors that may adversely affect reproduction of the wave
field incident on the conjugator. One is the finite size of the

conjugator aperture. In principal, the aperture must com-
pletely enclose the incident wave field in order for the con-
jugator to perfectly reproduce that field. Apertures of finite
extent introduce diffraction effects not present in the incident
field. Another factor arises when the conjugator provides am-
plification so large that finite-amplitude propagation effects
occur in the PC wave field.

Specifically of interest in the present paper are the com-
bined effects of nonlinearity and diffraction on the harmonic
components in the PC beam, and ultimately on the funda-
mental component. During propagation of the PC wave field,
harmonics are generated that extract energy from the funda-
mental in a way that alters its spatial distribution. Because
these effects cannot be filtered out electronically at the re-
ceiver, they should be properly modeled and understood. The
effects of nonlinearity and diffraction in the conjugate beam
were modeled numerically by Cunningham et al.,5 and the
same approach is used in the present paper to make compari-
sons with experiments. Other papers modeling nonlinear ef-
fects in the conjugate beam, by Hallaj et al.6 and Tanter et
al.,7,8 did not take diffraction into account in the numerical
simulations. However, inclusion of diffraction is essential to
predicting variations in focal beamwidth that are caused by
nonlinearity in the conjugate beam. Beamwidth, in turn, is
directly related to resolution of acoustic imaging systems.

There has also been no experimental study devoted to
altering the relative influence of nonlinearity and diffraction
in order to examine parametrically their combined effect on
the fundamental component in the conjugate beam and to
compare observations with theory. The closest investigations
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in this regard, by Brysev et al.,9,10 report measurements of
harmonic components generated in a conjugate beam propa-
gating through an inhomogeneous layer. The emphasis was
on compensation of phase aberration due to the inhomoge-
neity, rather than on variation of parameters influencing dif-
fraction, and there were no comparisons with theory. Earlier
experiments on nonlinearity in time-reversed beams by
Tanter et al.7,8 were designed specifically to avoid diffraction
by working only in the extreme nearfield of the source.
These experiments were based on a simulation of time rever-
sal accomplished with reflection from a pressure release sur-
face. The reverse nonlinear distortion observed under these
conditions was also reported in earlier experiments by
Van Buren et al.11 and by Muir et al.12

The present paper reports detailed measurements dem-
onstrating the relative effects of nonlinearity and diffraction
on the spatial distribution of the harmonic components in a
PC beam of finite amplitude. Low and high conjugator gains
were used to produce small-signal and finite-amplitude PC
wave fields, respectively, to investigate the effect of nonlin-
earity. The influence of diffraction was varied by using con-
jugators with apertures of different sizes. Measurements of
time waveforms, harmonic propagation curves, and beam
patterns in the conjugate beam are compared with numerical
simulations. Overall, measurements are found to be in rea-
sonable quantitative agreement with theory. They also con-
firm earlier predictions5 that increasing conjugator gain, or
reducing the conjugator aperture size, reduces focal quality
of the conjugate beam at the source frequency.

II. EXPERIMENTAL SETUP AND PROCEDURES

A schematic diagram of the experimental configuration
is shown in Fig. 1. A focused circular Panametrics M-307
source with diameter 27 mm and geometrical focal length
84 mm was placed in a water tank in front of the active
element of a parametric conjugator located a distance
206 mm away. The active element of the conjugator was
made from magnetostrictive ceramics in the shape of a cy-
lindrical rod 150 mm long and 36 mm in diameter. The rod
was placed in a dc bias magnetic field. The end of the rod,
which serves as the aperture that collects the incident acous-
tic field, was inserted into the tank through a hole in a side

wall, coaxial with the source. In order to improve the perfor-
mance of the conjugator, the end of the rod was etched with
concentric circular grooves 1.5 mm in depth.10 The purpose
of this corrugation is to allow more uniform transmission of
the angular spectrum of the incident beam from the water
into the rod. The beam propagated through the focal region
to the conjugator. The amplitude of the incident beam was
sufficiently small that linear propagation could be assumed.
After the incident beam entered the conjugator, a magnetic
field in the form of a 10-MHz pulse �referred to as the pump�
was applied to the rod via an inductance coil surrounding the
rod. The magnetic field caused the sound speed in the mag-
netostrictive element to be modulated at twice the frequency
of the incident sound beam. Due to parametric magnetoa-
coustic interaction in the ceramic, a phase conjugate beam is
generated at frequency 5 MHz. When the pump exceeds the
threshold of absolute parametric instability, the amplitude of
the conjugate wave increases exponentially with time. By
varying the duration of the pump, one can obtain a conjugate
beam with low or very high amplitude with respect to the
incident wave �see Ref. 3 for more details of supercritical
parametric wave-phase conjugation�. The amplified conju-
gate beam propagated back through the focal region to the
source. Just after leaving the conjugator, the wave was nearly
monochromatic because of the resonant nature of the para-
metric interaction.

In order to study the influence of the size of the conju-
gator aperture on reproduction of the incident field, the sur-
face area exposed to the incident field was reduced by plac-
ing an acoustically opaque rubber screen with a round hole
through it in front of the aperture. The influence of nonlin-
earity was studied by varying the amplification of the conju-
gator, which in turn varied the amplitude of the conjugate
wave.

The wave fields of the incident and conjugate beams
were measured with a wideband Marconi PVDF membrane
hydrophone in the focal plane of the source and along the
propagation axis. The diameter of the hydrophone membrane
was 100 mm, large enough that there was no significant in-
fluence of diffraction off its edge. The size of the active
element was 0.5 mm. The hydrophone was moved with a 2D
automated positioning system having an accuracy of
0.2 mm. At each location in space, 32 waveforms were av-
eraged, FFT frequency spectra were obtained using a
Tektronix TDS 340A oscilloscope, and data for the first four
harmonic amplitudes were stored.

Numerical simulations of both the incident and phase
conjugate beam were performed using the KZK equation,5

which accounts for nonlinear distortion, thermoviscous ab-
sorption, and diffraction. The incident beam was modeled as
small-signal radiation from a focused circular source with
uniform amplitude. Time reversal was applied in the plane of
the front surface of the conjugator, the field was truncated in
space according to the finite aperture, and amplification was
introduced to match the measured pressure in the conjugate
beam. Nonlinearity was taken into account in calculations for
the conjugate beam.

Calibration of the hydrophone in the range 5–20 MHz
was based on a series of auxiliary measurements of the inci-

FIG. 1. Experimental setup and geometry, where H designates the dc mag-
netic bias field, x ,z are coordinate axes, and f ,2f are frequencies of the
electrical inputs to the source and the conjugator, respectively. Dashed lines
outline the approximate region of propagation of the acoustic beams, both
incident and phase conjugate.
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dent beam at high amplitude. The measured distributions of
the first four harmonics of the finite-amplitude beam were
matched with calculations of the field obtained from the
KZK equation for a focused piston source. For the frequen-
cies 5, 10, 15, and 20 MHz the coefficients 1, 1.05, 1.33, and
1.61, respectively, were obtained for the calibration factors
normalized to the sensitivity at 5 MHz.

III. RESULTS

The pressure amplitude in the incident beam is shown in
Fig. 2, �a� along the axis of propagation and �b� in the focal
plane of the source. The curves are normalized by their
maximum values. The pressure at the focus was 0.2 MPa,
and no significant nonlinear effects were observed in the in-
cident beam. Solid lines are the measurements and dashed
lines are the simulations �the same convention is used in all
subsequent figures�. This simulation is used to calculate the
sound field incident on the conjugator for all cases discussed
below.

In contrast, the wave radiated by the conjugator may be
finite amplitude. A conjugate waveform at the focus is shown
in Fig. 3�a�. The calculation predicts strongly nonlinear be-
havior with shock formation. To perform this calculation, the
radiated pressure amplitude at the face of the conjugator had
to be determined. This was accomplished by matching the
amplitudes of the predicted and measured fundamental
�5 MHz� components at the focus. The measured waveform
is in reasonable agreement with the resulting calculation. The
secondary peak following each shock is due to the nonideal
frequency response of the hydrophone, and especially its
bandwidth. The measured waveform in Fig. 3�a� corresponds
to the unfiltered signal obtained from the hydrophone. In Fig.

3�b�, the signal from the hydrophone was transformed into
the frequency domain, corrections were made according to
the hydrophone calibration curve, and the resulting spectrum
was transformed back into the time domain, yielding the
solid line in Fig. 3�b�. Although imperfect, we believe the
measured waveform in Fig. 3�b� is closer to reality than the
measurement shown in Fig. 3�a�. According to the measure-
ment in Fig. 3�b�, the peak-to-peak acoustic pressure was
about 8 MPa, and the intensity calculated for that waveform
corresponds to 360 W/cm2.

The main results are presented in Fig. 4. The left column
corresponds to use of the conjugator with its entire 36-mm
aperture exposed, the right column to use of a screen that
creates a 20-mm aperture at the face of the conjugator. Axial
propagation curves versus coordinate z are presented in the
first and third rows. Focal plane beam profiles versus trans-
verse coordinate x are presented in the second and fourth
rows. In the upper two rows the pressure amplitude in the
conjugate beam is sufficiently weak that propagation may be
considered linear. In the lower two rows the conjugate beam
has experienced strong nonlinear distortion.

Overall agreement between measurements and calcula-
tions is quite good. Reproduction of the incident wave field
at the source frequency, as determined by comparison with
Fig. 2, is much better for the conjugate beams produced us-
ing the large aperture, even in the presence of strong nonlin-
ear distortion. The right column in Fig. 4 reveals that diffrac-
tion effects introduced by the small aperture, due to greater
truncation of the incident beam, significantly impair repro-

FIG. 2. Pressure amplitude of incident beam, normalized by its maximum
value, �a� along the beam axis and �b� in the focal plane �z=84 mm�. Solid
lines are measurements and dashed lines are simulations.

FIG. 3. Pressure waveform at the focus. Solid lines are measurements,
dashed lines are simulations. In �a�, the measurement corresponds to the
electrical signal obtained directly from the hydrophone. In �b�, the measured
signal in �a� was adjusted according to the calibration data for the hydro-
phone.
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duction of the incident beam. Therefore, nonlinearity alone
does not substantially impair reconstruction of the incident
beam by the conjugate beam.

IV. CONCLUSION

Measurements and corresponding simulations have been
presented for phase-conjugate sound beams that develop
shocks as they propagate back toward the source. The sound
beams incident on the conjugator were small-signal waves,
and it was the large amplification during phase conjugation
that produced conjugate beams of finite amplitude. Attention
was focused on the effects of diffraction and nonlinearity on
reproduction of the incident field distribution in the focal

region. Reduction in the size of the conjugator aperture, and
increase in the gain of the conjugator at finite amplitude,
each diminish the ability to replicate the incident field with
the conjugate beam. The stronger of these two effects is dif-
fraction associated with conjugator size. With a sufficiently
large conjugator aperture, it is demonstrated that good repro-
duction of an incident sound field, and thus automatic refo-
cusing based on phase conjugation, can be achieved even
with conjugate beams that are sufficiently nonlinear to de-
velop shocks.
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FIG. 4. Influence of aperture size and conjugator gain on the conjugate
beam structure. Diameter of aperture is 36 mm for the left column and
20 mm for the right column. The first two rows correspond to low ampli-
tude, and the last two rows correspond to finite amplitude. In the latter, the
four curves in each frame represent pressure amplitudes of the first four
harmonics �f , 2f , 3f , and 4f�. Rows 1 and 3 show propagation curves versus
the axial coordinate z, and rows 2 and 4 show beam patterns in the focal
plane versus the transverse coordinate x. Solid lines are measurements,
dashed lines are simulations.
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A computational model is proposed to analyze the active force production in an individual outer hair
cell �OHC� under high-frequency conditions. The model takes into account important biophysical
properties of the cell as well as constraints imposed by the surrounding environment. The
biophysical properties include the elastic, piezoelectric, and viscous characteristics of the cell wall.
The effect of the environment is associated with the stiffness of the constraint and the drag forces
acting on the cell due to the interaction with the external and internal viscous fluids. The study
concentrated on a combined effect of the transmembrane potential, frequency, and stiffness of the
constraints. The effect of the voltage-dependent stiffness of the cell was particularly investigated and
it was found to be twofold. First, it results in higher sensitivity and nonlinearity of the OHC active
force production in the physiological range. Second, it determines smaller active forces in the
hyperpolarization range. The resonant properties of the active force as functions of voltage and the
constraint stiffness were also analyzed. The obtained results can be important for a better
understanding of the OHC active force production and the contribution of cell electromotility
to the cochlear amplification, sensitivity, and nonlinearity. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2118387�

PACS number�s�: 43.64.Ld, 43.64.Kc, 43.64.Bt, 43.64.Nf �WPS� Pages: 3737–3746

I. INTRODUCTION

Outer hair cells �OHCs� are critically important for ac-
tive hearing in mammals. These cells have a unique form of
motility, named electromotility, responding to changes in the
cell’s transmembrane potential �Brownell et al., 1985, 2001�.
The major features of electromotility are the cell’s length
changes, nonlinear capacitance, and active force production.
All three features remain effective within a broad frequency
range �Frank et al., 1999; Gale and Ashmore, 1997a�. The
voltage dependence of the OHC characteristics has been
known since the original discovery of electromotility when it
was demonstrated that depolarized cells shorten and hyper-
polarized cells elongate �Brownell et al., 1985�. After that,
the voltage dependence of length’s changes and that of non-
linear capacitance was studied extensively �Santos-Sacchi
and Dilger, 1998; Santos-Sacchi, 1989; Iwasa, 1994; Santos-
Sacchi and Navarette, 2002; Gale and Ashmore, 1994,
1997b�. The important parameters of the voltage-dependent
characteristics of OHC include the position and magnitude of
the maximal value, the level of nonlinearity, slopes, etc.
Moreover, these characteristics have been measured under
hyper- and hypo-osmotic conditions as well as under the ac-
tion of various agents known to affect hearing �Shehata

et al., 1991; Hallworth, 1995, 1997; Lue et al., 2001; Ul-
fendahl, 1997�. The voltage dependence of the active force
was studied under low- and moderate-frequency conditions
�Adachi and Iwasa, 1997; Iwasa and Adachi, 1997; Spector
et al., 1999; He and Dallos, 2000�.

To explain the voltage dependence of the major features
of OHC electromotility, a model of molecular motors in the
cell’s lateral wall has been proposed �Dallos et al., 1991;
Iwasa, 1994, 2001�. In this theory, the voltage dependence of
the cell’s length changes, nonlinear capacitance, and active
force was associated with the effect of the applied electric
field on the probability of the motor being in different con-
formational states. Recently, the membrane protein, prestin,
necessary for hearing and closely associated with outer hair
cell electromotility, has been discovered �Zheng et al., 2000;
Oliver et al., 2001; Liberman et al., 2002�. The native elec-
tromotility of human embryonic kidney cells is enhanced
when they are transfected with prestin and acquire a greatly
enhanced voltage-dependent capacitance showing an asso-
ciation between the voltage dependence of OHC electromo-
tility and the properties of the membrane protein prestin. The
information on the voltage-dependent properties of OHC
electromotility, on the other hand, can be used to characterize
the properties of the motor mechanism and to extract its pa-
rameters.

The main phenomenon of electromotility, similar to the
converse piezoelectric effect, is associated with a mechanicala�Electronic mail: zliao@jhu.edu

J. Acoust. Soc. Am. 118 �6�, December 2005 © 2005 Acoustical Society of America 37370001-4966/2005/118�6�/3737/10/$22.50



response to the application of an electric field �Brownell et
al., 1985�. The reciprocal phenomenon, the transfer of a
charge across a part of the membrane in response to a me-
chanical perturbation of the membrane, which is similar to
the direct piezoelectric effect, has also been demonstrated
�Gale and Ashmore, 1997b; Zhao and Santos-Sacchi, 1999;
Dong et al., 2002�. This level of coupling was successfully
described by linear and nonlinear piezoelectric-type relation-
ships �Mountain and Hubbard, 1994; Tolomeo and Steele,
1998; Spector, 2000, 2001�. However, it is likely that the
electromechanical coupling in the outer hair cell lateral wall
has additional modes. It has recently been shown that the
stiffness of the cell as a whole, which was earlier considered
as a purely passive characteristic, is also voltage-dependent
�He and Dallos, 1999�. This effect has been demonstrated for
both low and moderate �up to 2 kHz� frequencies �He and
Dallos, 2000�. He et al. �2003� showed that the replacement
of intracellular chloride required for the motor mechanism
abolishes the voltage dependence of the cell stiffness �as well
as the cellular electromotile response�. In a possible explana-
tion of the voltage dependence of the cellular stiffness, it has
been proposed that the motor protein has an intrinsic finite
stiffness that contributes to the stiffness of the whole cell �He
and Dallos, 2000; Deo and Grosh, 2004�. According to this
model, the motor-related stiffness is different depending on
what conformational state the motor takes.

Other voltage-dependent modes of electromechanical
coupling in the cell wall can also be important for the outer
hair cell performance under various conditions. Oghalai et
al. �2000� have found that the lateral diffusion in the outer
hair cell plasma membrane is voltage-dependent following a
voltage profile similar to that of the voltage-dependent dis-
placement. The piezoelectricity of the cell wall can enhance
high-frequency receptor potential in the cell �Spector et al.,
2003�. Also, the strain-rate sensitivity of the cell wall that
could be related to its viscoelastic properties can result in an
increase in the cell’s receptor potential in the moderate-
frequency range �Spector et al., 2005�.

The OHC provides a positive feedback amplifying vi-
bration of the basilar and tectorial membranes �Geisler, 1998;
Dallos, 1996�. This amplification �“cochlear amplifier”� is
based on the active force and active energy produced by the
cell and pumped into the vibrating basilar and tectorial mem-
branes. Somatic motility is a key contributor to the OHC-
related active characteristics. The voltage sensitivity of the
active force in the physiological range of the cell’s trans-
membrane potential is important for the feedback provided
by the OHC. In addition to the active amplification, hair cells
are critical to the cochlear nonlinearities �Patuzzi, 1996�.
Voltage dependence and sensitivity of the OHC active force
contribute to the nonlinearities of the cochlea as a whole.
This contribution becomes more significant if a combination
of two intrinsic OHC-related nonlinearities, length change
versus voltage and stiffness versus voltage, are taken into
account.

In the present paper, we extend our computational model
�Liao et al., 2005� and apply it to the analysis of the active
force production in a constrained OHC under high-frequency
conditions. Here, we study the voltage dependence of the

active force and concentrate on a combined effect of three
factors, the transmembrane potential, frequency, and stiffness
of the constraint. In terms of voltage dependence, we assume
that the potential driving the cell’s electromotile response is
significantly smaller than the resting �equilibrium� potential.
This is a reasonable approximation of both physiological and
experimental conditions where the cell is studied under high-
frequency conditions. We start with general electrically non-
linear relationships and, on the basis of our assumption, lin-
earize them about the point of the resting potential. In our
model, the driving potential is a relatively small harmonic
function with constant amplitude. In this approach, we
mainly deal with the active force per unit transmembrane
voltage. The resting potential enters our model in two ways.
First, our model includes the coefficients that express the
cell’s length and radius changes estimated under special con-
ditions of no constraints and low frequencies; these coeffi-
cients are voltage-dependent. Second, the local elastic
moduli of the cell wall depend on the whole cell stiffness,
and the latter also depends on voltage. The frequency effect
is mainly related to the viscous losses inside the cell wall and
the wall interaction with the fluids inside and outside the cell.
In our model, the stiffness of the constraints is associated
with two springs attached to the ends of the cell �Fig. 1�.
These springs represent the effects of both the basilar and
tectorial membrane complex in vivo and the attached AFM
lever or glass fiber measuring the active force generation in
vitro. We estimated the OHC active force within broad
ranges of resting potential, frequency, and the stiffness of the
constraint. We found that the effect of the constraint on the
voltage dependence of the active force is significant. At any
value of voltage, the active force decreases with frequency if
the stiffness of the constraint is relatively low. It becomes
reversed, and the active force increases with frequency if the
stiffness of the constraint is high. Our model also shows that
the effect of the voltage-dependent cell stiffness is important.
We found that this effect results in a shift of the point of the
highest voltage sensitivity of the active force toward the
physiological value of the cell’s membrane potential. The
obtained results can be important for a better understanding
of the cochlear amplifier and nonlinearities associated with
OHCs.

II. MODEL

Figure 1 presents the main features of our model. Panels
�a� and �b� demonstrate applications of our model of the
constrained cell to physiological and experimental condi-
tions, and panel �c� shows how the constraints are treated in
the model. Finally, panel �d� presents an element of the cell
wall with the external tractions and internal resultants. In our
model, the cell wall is considered as viscoelastic and piezo-
electric material described by the following equations:

�Nx

N�
� = �C11 C12

C12 C22
���x

��
� + 2��sx

s�
� + � fx

a

f�
a� , �1�

where Nx and N� are the components of the stress resultant
�i.e., the product of the stress and cell wall thickness� gener-
ated in the cell wall; the subscripts x and � indicate the axial
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and circumferential directions, respectively; Cij are the
orthotropic elastic moduli of the cell wall; �x and �� are two
components of the total �observable� strain, � is the cell wall
viscosity; sx and s� are the components of the deviatoric part
of the strain rate �e.g., Evans and Skalak, 1980�; and fx

a and
f�

a are the longitudinal and circumferential components of the
active force corresponding to low-frequency conditions. The
latter forces are associated with the converse piezoelectric
effect in the cell wall.

By relating the components of the strain rate �sx and s��
to the components of the velocity �time derivative of the wall
displacement�, we obtain the constitutive relations in their
final form �Tolomeo, 1995; Ratnanather et al., 1996; To-
lomeo and Steele, 1998; Spector et al., 1998, 1999; Spector
and Jean, 2003; Liao et al., 2005�:

�Nx

N�
� = �C11 C12

C12 C22
��

�ux

�x

ur

rc

� + � � − �

− � �
��

�2ux

�x�t

�ur

rc�t
� + � fx

a

f�
a� ,

�2�

where r denotes the radial �normal to the cell wall� direction,
rc is the cell radius, and ux and u� are two components of the
wall displacement;

The functions fx
a and f�

a are given by the equations �e.g.,
Spector et al., 1999�

fx
a = − �C11�x

a + C12��
a� ,

�3�
f�

a = − �C12�x
a + C22��

a� ,

where �x
a and ��

a are the components of the active strain de-
termined in the microchamber experiment under low-
frequency conditions �Dallos et al., 1993�.

In our model, the local moduli Cij are voltage-dependent
because they are functions of the whole cell stiffness, and the
cell stiffness depends on the cell’s membrane potential. The
dependence of moduli Cij on the cell’s stiffness is described
by the following equations �Spector et al., 1999�:

C11 = 0.25C22 + 2.08� ,

C12 = 0.5C22 + 1.08� , �4�

C22 = 0.2 + 0.8 � 10−3/� ,

where both Cij and the whole cell stiffness � are in the units
of N/m. The voltage dependence of cell stiffness ��V0� can
be approximated as �He and Dallos, 2000�

� = 10−3	 k1

1 + e�−k2Vc+k3��1 + e�−k4Vc+k5��
+ k6
 , �5�

where � is in the unit of N/m; Vc is the command voltage
�mV�; and k1=8.2, k2=−0.0005, k3=−0.46, k4=−0.013, k5

=0.4, k6=2.38. We adjusted parameter k6 to make the
moduli Cij estimated at the reference point �in vitro normal
resting potential� consistent with our previous data �Spector
et al., 1999; Liao et al., 2005�.

FIG. 1. Major features of the proposed
model of the constrained OHC. �a�
Sketch of the constraints imposed on
the OHC in vivo; �b� sketch of the mi-
crochamber experiment used to mea-
sure the OHC high-frequency active
force where the cell is held by the mi-
cropipette and bends an AFM lever or
glass fiber; �c� sketch of cylindrical
OHC with attached elastic springs that
represents the constraints imposed on
the cell; and �d� sketch of the apical
half of an outer hair cell which allows
consideration of the symmetry condi-
tions. A portion of the lateral wall is
shown on the upper right. �ext and �int

are the tractions acting on the cell wall
surface due to the interaction with the
external and internal fluids, respec-
tively, and Nx and N� are the compo-
nents of the stress resultants.
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The proposed model can be applied to the analysis of the
OHC high-frequency performance both in the microchamber
experiment and under physiological conditions. In the former
case, the cell’s transmembrane potential is the sum of the
cell’s resting potential and a sinusoidal driving potential. The
driving potential is determined by the AC component of
command voltage generated in the microchamber. In the lat-
ter �physiological� case, the transmembrane potential of the
cell is the sum of the cell’s resting potential and the receptor
potential. Normally, the receptor potential is a few millivolts,
much smaller than the resting potential of about −70 mV. In
the analysis of the high-frequency microchamber experi-
ment, Frank et al. �1999� did not report explicitly the ampli-
tude of the driving potential; instead they presented their
results in a normalized form. Our interpretation of the Frank
et al. �1999� results is that their driving potential was small
compared to the resting �equilibrium� potential. Otherwise,
the corresponding amplitudes would have been reported
since the cellular characteristics involved in the experiment
are voltage-dependent.

Thus, in our analysis below, we linearize the original
nonlinear Eq. �2� about the point of the resting potential as-
suming that the driving �receptor� potential is much smaller.
Also, to simplify the discussion, we will refer to the two
potentials involved in the analysis as the resting and driving
potentials. In the physiological case, these two potentials
should be interpreted as the resting and receptor potentials,
respectively. As a result of the introduced linearization, Eq.
�2� takes the following form

�Nx

N�
� = �C11�V0� C12�V0�

C12�V0� C22�V0� ��
�ux

�x

ur

rc

�
+ � � − �

− � �
��

�2ux

�x�t

�ur

rc�t
� + V�

�fx
a�V0�
�V

�f�
a�V0�
�V

� , �6�

where V0 is the resting potential and V is the driving poten-
tial. According to Eq. �3�, we have

fx
a =

�fx
a

�V
V = − � �C11�V0�

�V
�x

a�V0� + C11�V0�
��x

a�V0�
�V

+
�C12�V0�

�V
��

a�V0� + C12�V0�
���

a�V0�
�V

�V ,

�7�

f�
a =

�f�
a

�V
V = − � �C12�V0�

�V
�x

a�V0� + C12�V0�
��x

a�V0�
�V

+
�C22�V0�

�V
��

a�V0� + C22�V0�
���

a�V0�
�V

�V ,

where the voltage derivatives of the local moduli are derived
by using the chain rule applied to Eqs. �4� and �5�.

The stress and displacement in Eq. �1� can be expressed
in terms of Fourier series in the cell wall domain and fluid
domain. Then, the Fourier series are substituted into the gov-

erning equations for the corresponding domain, and the
boundary conditions are taken into account. Finally, the cell
end displacement uend can be calculated. The force acting on
the constraint is obtained as

Fend = kconstruend, �8�

where kconstr is the stiffness of the cell constraint, repre-
sented by a spring attached at the cell’s end. The force
calculated by this equation is equal to the active force
generated by the cell as a result of its electrical stimula-
tion. Other details of the model can be found in the Ap-
pendix.

III. RESULTS

The presentation of the results in Figs. 2–5 is organized
as follows. To emphasize the effect of the voltage-dependent
stiffness, each parameter of the cell is presented for fixed Cij

�stiffness of the cell is fixed and voltage-independent� and
for variable Cij �voltage-dependent stiffness is taken into ac-
count�. Besides that, Figs. 3–5 are meant to show the active
force per unit transmembrane potential as a function of three
parameters, resting potential, frequency, and the stiffness of
the constraint. In order to do that, each of the Figs. 3–5
corresponds to one of the values of the constraint stiffness,
and it is presented in a three-panel format. The panels �a� in
Figs. 3–5 emonstrate 3-D surfaces of the force as a function
of frequency and resting potential. In each figure, the panels
�b� and �c� present 2-D cross sections of the 3-D surface
shown in the panel �a�, and these cross sections correspond

FIG. 2. The coefficients ex and e�, the components of the active force per
unit transmembrane potential as functions of the resting potential in the
microchamber experiment. The in vitro normal resting potential �without
electrical stimulation� in the isolated OHC in the microchamber is around
−30 mV �Ashmore and Meech, 1986; He and Dallos, 2000�. The in vivo
OHC normal resting potential is around −70 mV. The solid �ex� and dotted
�e�� lines correspond to the general case of the moduli Cij being variable
with the cell stiffness and, therefore, voltage dependent. The dashed �ex� and
dash-dotted �e�� lines correspond to the case of the fixed �voltage-
independent� moduli Cij.
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to fixed frequency and fixed resting potential, respectively.
Also, the panels �b� present the results for three, low
�1 kHz�, high �20 kHz�, and very high �100 kHz� frequen-
cies, and the panels �c� show the data for two values of the
resting potential, one for −50 mV and the other for 10 mV.

In Fig. 2, we show two coefficients ex=�fx
a /�V and e�

=�f�
a /�V given by Eq. �7� that express the active force pro-

duction per unit transmembrane potential under low-
frequency conditions. Figure 3 presents the active force per

unit transmembrane potential as a function of frequency and
resting potential for the stiffness of the constraint of
0.05 N/m. Such stiffness is close to that of the tectorial
membrane �Zwislocki and Cefaratti, 1989�, and it is also
close to the lower limit of the stiffness of the reticular lamina
overlying the OHCs �Scherer and Gummer, 2004�. The data
in Fig. 4 are presented for the value of the stiffness of the
constraint �0.2 N/m�, which is close to the upper limit of
that of the reticular lamina. Finally, Fig. 5 shows the results

FIG. 3. The OHC active force per unit transmembrane potential as a function of frequency and resting potential in the microchamber experiment, and the
value of the constraint stiffness is fixed and equal to 0.05 N/m. The in vitro normal resting potential �without electrical stimulation� in the isolated OHC in
the microchamber is around −30 mV �Ashmore and Meech, 1986; He and Dallos, 2000�. The in vivo OHC normal resting potential is around −70 mV. �a� 3-D
surfaces �darker and lighter shades correspond to the variable and fixed moduli Cij, respectively. �b� 2-D cross sections corresponding to three values of
frequency. The solid, long-dashed, and short-dashed lines correspond to the cases of 1, 20, and 100 kHz �the moduli Cij are variable and voltage-dependent�.
The filled circles, open circles, and black triangles correspond to the cases of 1, 20, and 100 kHz �the moduli Cij are fixed and voltage-independent�. �c� 2-D
cross section corresponding to two values of the resting potential. The solid and dashed lines correspond to 10 and −50 mV when the moduli Cij are variable
and voltage-dependent. The dotted and dashed-dotted lines correspond to 10 and −50 mV when the moduli Cij are fixed and voltage-independent.

J. Acoust. Soc. Am., Vol. 118, No. 6, December 2005 Liao et al.: Voltage-dependent properties on active force 3741



for the stiffness of the constraint �1.25 N/m� close to the
stiffness of the basilar membrane in the cochlear basal turn
�Gummer et al., 1981�.

IV. DISCUSSION

We developed here a computational model to estimate
the OHC’s active force, and our model explicitly incorpo-
rates a number of important factors associated with the bio-

physical properties of the cell and the environment around
the cell. The biophysical factors include the orthotropic elas-
tic moduli, piezoelectric parameters, and the viscosity of the
cell wall. The effect of the environment is associated with the
cell’s interaction with the surrounding fluids and with the
constraints imposed on the cell. The proposed scheme can be
applied to both physiological and experimental conditions,
and it covers two types of constraints imposed on the outer

FIG. 4. The OHC active force per unit transmembrane potential as a function of frequency and resting potential in the microchamber experiment, and the
value of the constraint stiffness is fixed and equal to 0.2 N/m. The in vitro normal resting potential �without electrical stimulation� in the isolated OHC in the
microchamber is around −30 mV �Ashmore and Meech, 1986; He and Dallos, 2000�. The in vivo OHC normal resting potential is around −70 mV. �a� 3-D
surfaces �darker and lighter shades correspond to the variable, and fixed moduli Cij, respectively. �b� 2-D cross sections corresponding to three values of
frequency. The solid, long-dashed, and short-dashed lines correspond to the cases of 1, 20, and 100 kHz �the moduli Cij are variable and voltage-dependent�.
The filled circles, open circles, and black triangles correspond to the cases of 1, 20, and 100 kHz �the moduli Cij are fixed and voltage-independent�. �c� 2-D
cross section corresponding to two values of the resting potential. The solid and dashed lines correspond to 10 and −50 mV when the moduli Cij are variable
and voltage-dependent. The dotted and dashed-dotted lines correspond to 10 and −50 mV when the moduli Cij are fixed and voltage-independent.
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hair cell, the basilar and tectorial membrane complex and the
AFM lever or glass fiber attached to the cell. The cases con-
sidered in Figs. 3–5 correspond to the stiffness of the springs,
which are attached to the cell’s ends, equal to that of the
basilar membrane, tectorial membrane, and reticular lamina.
Here the stiffness of two springs is the same, and to fully
represent the effect of the in vivo constraints, future versions
of the model will include the case of two springs with dif-
ferent properties.

The main focus of the present model is the voltage de-
pendence of the OHC active force and the combined effect of
the transmembrane potential, frequency, and constraint. The
voltage dependence of the active force is associated with
several voltage-dependent parameters that enter the constitu-
tive relations given by Eqs. �1� and �2�. First, the components
of the active strain, �x

a and ��
a, which express the relative

length and radius changes under special, no-resultant and
low-frequency conditions, vary with voltage �Dallos et al.,

FIG. 5. The OHC active force per unit transmembrane potential as a function of frequency and resting potential in the microchamber experiment, and the
value of the constraint stiffness is fixed and equal to 1.25 N/m. The in vitro normal resting potential �without electrical stimulation� in the isolated OHC in
the microchamber is around −30 mV �Ashmore and Meech, 1986; He and Dallos, 2000�. The in vivo OHC normal resting potential is around −70 mV. �a� 3-D
surfaces �darker and lighter shades correspond to the variable, and fixed moduli Cij, respectively. �b� 2-D cross sections corresponding to three values of
frequency. The solid, long-dashed, and short-dashed lines correspond to the cases of 1, 20, and 100 kHz �the moduli Cij are variable and voltage-dependent�.
The filled circles, open circles, and black triangles correspond to the cases of 1, 20, and 100 kHz �the moduli Cij are fixed and voltage-independent�. �c� 2-D
cross section corresponding to two values of the resting potential. The solid and dashed lines correspond to 10 and −50 mV when the moduli Cij are variable
and voltage-dependent. The dotted and dashed-dotted lines correspond to 10 and −50 mV when the moduli Cij are fixed and voltage-independent.
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1993�. Second, the local elastic moduli, Cij, depend on the
whole cell stiffness �Eq. �5��, which is voltage-dependent
�He and Dallos, 1999, 2000; He et al., 2003�. We have pre-
viously estimated �Spector et al., 1998; Spector and Jean,
2003� the local moduli Cij by using a combination of the data
from three experiments, the osmotic challenge, axial loading,
and micropipette aspiration. In those experiments, the mem-
brane potential was not clamped and the data for different
voltages were not collected. A comprehensive analysis of the
voltage dependence of the local elastic moduli can be done if
the three mentioned experiments are redone under the con-
ditions of controlled voltage. However, the overall cell stiff-
ness is a key parameter of the OHC physiology whose volt-
age dependence has been extensively studied in recent papers
�He and Dallos, 1999, 2000; He et al., 2003; Deo and Grosh,
2004�. Thus, we concentrate here on the voltage dependence
of the local moduli associated with the voltage-dependent
cell stiffness.

In Figs. 3–5, the active force changes significantly
within the considered broad ranges of the resting potential,
constraint stiffness, and frequency. However, the results cor-
responding to low-frequency range can be compared with
estimates obtained earlier. The stiffness of the glass fibers
attached to the cell in the low-frequency experiments of
Hallworth �1995� and Iwasa and Adachi �1997� is much
smaller than that in our modeling �Figs. 3–5�. Iwasa and
Adachi �1997� combined their experimental measurements
with a model to estimate the isometric active force per unit
transmembrane potential, and they obtained the value of
about 100 pN/mV. The low frequency data in Fig. 5 corre-
sponding to the highest value of the constraint stiffness
�about 60 pN/mV� are probably close to the isometric force.
Thus, these data are consistent with the corresponding results
of Iwasa and Adachi �1997�.

The shape of the two surfaces in Figs. 3–5 correspond-
ing to three different values of the stiffness of the constraint
is similar. The surfaces obtained for fixed values of the local
moduli Cij �without the effect of the voltage-dependent stiff-
ness� are bell shaped in each cross section corresponding to a
certain frequency. In the general case, when the voltage de-
pendence of the cell stiffness is taken into account, these
cross sections have an inflection point in the depolarization
range. The cross sections of the surfaces along the frequency
axis are almost flat after that inflection point. The value and
position of the peaks depend on the stiffness of constraint
�see also more discussion below�.

We found a significant effect of the voltage-dependent
stiffness on the active force production. First, this effect
causes a shift of the range of the highest sensitivity of the
force from the area of depolarization to that of hyperpolar-
ization �Figs. 3�a�, 4�a�, 5�a�, 3�b�, 4�b�, and 5�b��. The high-
est sensitivity of the force generation corresponds to the
maximum of the force per unit transmembrane potential. In
Figs. 3�b�, 4�b�, and 5�b� the resting potential corresponding
to the maximum of the force per unit transmembrane poten-
tial shifts from about 10 mV to about −40 mV. The in vitro
normal resting potential �without electrical stimulation� in
the isolated OHC in the microchamber is around −30 mV
�Ashmore and Meech, 1986; He and Dallos, 2000�. The in

vivo OHC normal resting potential is around −70 mV. Thus,
due to the effect of the voltage-dependent stiffness, the point
of the highest sensitivity of the active force generation be-
comes quite close to the physiological range of the resting
potential. As a result of such shift, the sensitivity of the ac-
tive force estimated at the point of the physiological potential
is higher. The case of 20 kHz in Figs. 3�b�, 4�b�, and 5�b� is
probably the most important to the analysis of the cochlear
amplifier. Comparing the curves that correspond to the
voltage-dependent and constant Cij, we can estimate the ef-
fect of the shift of the force per unit transmembrane potential
on the magnitude of this force within the physiological
range. In the case of the 20-kHz frequency and for all con-
sidered values of the stiffness of the constraint, we found that
the effect of the voltage-dependent cell stiffness causes an
increase in the value of the force per unit transmembrane
potential of around 50% in the physiological range. Another
aspect of the discussed shift is associated with an increase in
the nonlinearity of the active force per unit transmembrane
potential as a function of voltage in the physiological range.
At the beginning of the hyperpolarization area near the
physiological range of the potential, Figs. 3�b�, 4�b�, and
5�b�, the force function enters a “linear” range of almost
constant slope in the cases of constant stiffness of the cell. In
contrast, the slopes change significantly if the voltage-
dependent stiffness is taken into account. This is because the
maximal value of the force is reached at a potential of about
−40 mV, instead of the value of about 10 mV observed in
the case of the voltage-independent cell stiffness. Thus, the
voltage-dependent stiffness causes an increase in both the
sensitivity and nonlinearity of the active force as a function
of voltage, and it can have important implications for the
mechanics of the cochlea as a whole. We also found an ad-
ditional effect of the voltage-dependent stiffness: a decrease
in the force per unit transmembrane potential in the depolar-
ization area. The values of these forces are about two times
smaller than those corresponding to the case of the constant
�voltage-independent� cell stiffness. This result obtained in a
broader range of the transmembrane potential can be impor-
tant for the analysis of the properties of the motor mecha-
nism.

Here, we consider a number of physiologically meaning-
ful values of the stiffness of the constraint �see Sec. III�. The
main effect of that stiffness is on the corner frequency and
the maximum �resonance� value of the active force. In the
case of relatively low values of stiffness, such as 0.05 N/m,
there is a minimal resonance, and the force begins to de-
crease after the corner frequency of about 10 kHz. For higher
values of the stiffness �0.2 N/m�, a resonance appears at
around 20 kHz with the ratio of the maximal value to the
plateau value of about 1.2. When the constraint stiffness is
high �1.25 N/m�, the resonance becomes quite significant
with the peak point close to 100 kHz and the maximum-to-
plateau values ratio of about 1.6. The frequency roll-off in all
cases is associated with the viscous losses in the cell wall
and the fluids.

Here it is assumed that the viscosity of the extracellular
fluid is similar to that of water. We also chose 1
�10−7 Ns/m for the cell wall viscosity and 6
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�10−3 Ns/m2 for intracellular fluid viscosity. The detailed
discussion of the viscous properties of the cell wall and of
two fluids can be found in Liao et al. �2005�.

The level of the stiffness of the constraint has an inter-
esting effect on the voltage dependence of the active force
computed for different frequencies �Figs. 3–5�. In the case of
the stiffness equal to 0.05 N/m the highest force corresponds
to the frequency of 1 kHz followed by those for 20 and
100 kHz. However, in the case of the stiffness 0.2 N/m, the
highest force corresponds to the frequency of 20 kHz fol-
lowed by the forces for 1 kHz and then by 100 kHz. Finally,
when the stiffness of the constraint is equal to 1.25 N/m, the
highest force is observed for the frequency of 100 kHz with
those for 20 and 1 kHz in the second and third places, re-
spectively. The electromechanical characteristics of the dy-
namic cochlea have their resonant properties that drew sig-
nificant attention in recent papers. Weitzel et al. �2003� have
analyzed a one-dimensional model of the cell with assigned
inertial and piezoelectric properties, and the authors have
found ultrasound resonances in the system’s admittance.
Grosh et al. �2004� have applied an electrical stimulation to
the cochlea and observed high-frequency resonances in the
movement of the cochlear partition. Scherer and Gummer
�2004� found resonances in the electromechanical force mea-
sured at the top of the organ of Corti, and the observed
resonant frequency is located within the acoustic range. In
the present work, we discuss the resonant properties of the
active force per unit transmembrane potential, the function
described by the dynamical system of the Navier-Stokes
equations for the fluids �discussed in Liao et al., 2005� and
the equation of the cell’s wall �Eq. �2��. These resonant prop-
erties are determined by the mechanical parameters: the stiff-
ness of the constraint, the mass of the fluids involved in
vibration of the cell, the viscosity of the fluids and the cell’s
wall as well as parameters of the piezoelectric nature �active
strain and voltage-dependent stiffness�.

We proposed here a model to analyze the active force
production in an individual OHC that takes into account im-
portant biophysical properties of the cell as well as con-
straints imposed on the cell by the surrounding environment.
We concentrated on a combined effect of the resting poten-
tial, frequency, and stiffness of the constraint. We particu-
larly investigated the effect of the voltage-dependent stiff-
ness of the cell and found it twofold. First, it results in higher
sensitivity and nonlinearity of the OHC active force produc-
tion in the physiological range. Second, it determines smaller
active force in the hyperpolarization range. We have also
analyzed the resonant properties of the active force as a func-
tion of voltage and the constraint stiffness. The obtained re-
sults can be important for a better understanding of the
mechanism of the active force associated with somatic mo-
tility of outer hair cell and its contribution to the cochlear
amplifier.

APPENDIX: MODEL EQUATIONS

The stress generated in the cross section of the cell wall
is balanced by the tractions on the cell wall surface due to the
surrounding fluids. The viscous intracellular and extracellu-

lar fluids are governed by linearized Navier-Stokes equa-
tions. The cell wall is considered as viscoelastic and piezo-
electric material.

The equilibrium equations for the cell wall are

N� = �rrc, �A1�

Nx = − �
a

x

�x dx̄ + Nend + Nspring, �A2�

where �x and �r are two components of traction acting on
the cell wall surface, and Nend and Nspring are the stress
resultants generated at the cell end by the closed end and
constraint, respectively. The constraint is treated as a
spring, and therefore

Nspring = −
kspring

2�rc
uend, �A3�

where rc is the cell radius. The closed end is treated as an
oscillatory rigid plate and is subject to fluid resistance, which
is transmitted and applied to the cell wall. This force is cal-
culated by

Nend = −
kend

2�rc
uend, �A4�

where

kend = 16� i�2

6
+ �1.32ei0.27����	rc�i
�ei
t, �A5�

and �2=�
rc
2 /	, 	 is fluid dynamic viscosity, � is fluid

density, 
 is circle frequency, and i is �−1 �Zhang and
Stone, 1998�. It should be mentioned that the method we
use does not include the complete interaction of the fluid
flow, the cell’s wall, and the cell’s closed ends, such as an
additional radial stress in the cell wall as a consequence of
the cell ends pushing back and forth the intracellular fluid.
However, Tolomeo �1995� did consider the effect of the
cell’s closed ends and, on the basis of his theoretical ap-
proach, found this effect insignificant. By using a simpli-
fied approach, our previous paper �Liao et al., 2005� com-
pared the difference between the results for the closed-end
and open-end conditions, and also found it to be insignifi-
cant.

Finally, the solution in terms of the Fourier coefficient of
the cell wall displacement is obtained by this equation:

ucell = �kcell + kfluid + kend + kspring�−1�− �piez� , �A6�

where ucell and �piez are, respectively, the vectors of the
Fourier coefficients of the cell wall displacement and the
stress due to electrical stimulation of the cell. Also, kcell,
kfluid, kend, and kspring are the matrices that determine the
stiffness associated with the cell wall, fluids, closed end,
and constraint, respectively �Liao et al., 2005�.

Adachi, M., and Iwasa, K. H. �1997�. “Effect of diamide on force generation
and axial stiffness of the cochlear outer hair cell,” Biophys. J. 73, 2809–
2818.

Ashmore, J. F., and Meech, R. W. �1986�. “Ionic basis of membrane poten-
tial in outer hair cells of guinea pig cochlea,” Nature �London� 322, 368–
371.

J. Acoust. Soc. Am., Vol. 118, No. 6, December 2005 Liao et al.: Voltage-dependent properties on active force 3745



Brownell, W. E., Bader, C. D., Bertrand, D., and de Ribaupierre, Y. �1985�.
“Evoked mechanical responses of isolated cochlear outer hair cells,” Sci-
ence 224, 194–196.

Brownell, W. E., Spector, A. A., Raphael, R. M., and Popel, A. S. �2001�.
“Micro- and Nanomechanics of the Cochlear Outer Hair Cell,” Annu. Rev.
Biomed. Eng. 3, 169–194.

Dallos, P. �1996�. “Overview: cochlear neurobiology,” in The Cochlear,
edited by P. Dallos, A. N. Popper, and R. R. Fay, �Springer-Verlag, New
York�, pp. 1–43.

Dallos, P., Evans, B. N., and Hallworth, R. �1991�. “Nature of the motor
element in electrokinetic shape changes of cochlear outer hair cells,” Na-
ture �London� 350, 155–157.

Dallos, P., Hallworth, R., and Evans, B. N. �1993�. “Theory of electrically
driven shape changes of cochlear outer hair cells,” J. Neurophysiol. 70,
299–323.

Deo, N., and Grosh, K. �2004�. “Two-state model for outer hair cell stiffness
and motility,” Biophys. J. 86, 3519–3528.

Dong, X. X., Ospeck, M., and Iwasa, K. H. �2002�. “Piezoelectric reciprocal
relationship of the membrane motor in the cochlear outer hair cell,” Bio-
phys. J. 82, 1254–1259.

Evans, E. A., and Skalak, R. �1980�. Mechanics and Thermodynamics of
Biomembranes �CRC, Boca Raton, FL�.

Frank, G., Hemmer, W., and Gummer, A. W. �1999�. “Limiting dynamics of
high-frequency electromechanical transduction of outer hair cells,” Proc.
Natl. Acad. Sci. U.S.A. 96, 4420–4425.

Gale, J. E., and Ashmore, J. F. �1994�. “Charge displacement induced by
rapid stretch in the basolateral membrane of the guinea-pig outer hair
cell,” Proc. R. Soc. London 255, 243–249.

Gale, J. E., and Ashmore, J. F. �1997a�. “An intrinsic frequency limit to the
cochlear amplifier,” Nature �London� 389, 63–66.

Gale, J. E., and Ashmore, J. F. �1997b�. “The outer hair cell motor in
membrane patches,” Pfluegers Arch. 434, 267–271.

Geisler, C. D. �1998�. From Sound to Synapse: Physiology of the Mamma-
lian Ear �Oxford U. P., Oxford, England�.

Grosh, K., Zheng, J., Zou, Y., de Boer, E., and Nuttall, A. L. �2004�. “High-
frequency electromotile responses in the cochlea,” J. Acoust. Soc. Am.
115, 2178–2184.

Gummer, A. W., Johnstone, B. M., and Armstrong, N. J. �1981�. “Direct
measurement of basilar membrane stiffness in the guinea pig,” J. Acoust.
Soc. Am. 70, 1298–1309.

Hallworth, R. �1995�. “Passive compliance and active force generation in
the guinea pig outer hair cell,” J. Neurophysiol. 74, 2319–2328.

Hallworth, R. �1997�. “Modulation of OHC force generation and stiffness by
agents known to affect hearing,” in Diversity in Auditory Mechanics, ed-
ited by E. R. Lewis, G. R. Long, R. F. Lyon, P. M. Narins, C. R. Steele,
and E. Hecht-Poinar �World Scientific, Singapore�, pp. 524–530.

He, D. Z., and Dallos, P. �1999�. “Somatic stiffness of cochlear outer hair
cells is voltage-dependent.” Proc. Natl. Acad. Sci. U.S.A. 96, 8223–8228.

He, D. Z., and Dallos, P. �2000�. “Properties of voltage-dependent somatic
stiffness of cochlear outer hair cells,” J. Assoc. Res. Otolaryngol. 1, 64–
81.

He, D. Z., Jia, S., and Dallos, P. �2003�. “Prestin and the dynamic stiffness
of cochlear outer hair cells,” J. Neurosci. 23, 9089–9096.

Iwasa, K. H. �1994�. “A membrane motor model for the fast motility of the
outer hair cell,” J. Acoust. Soc. Am. 96, 2216–2224.

Iwasa, K. H. �2001�. “A two-state piezoelectric model for outer hair cell
motility,” Biophys. J. 81, 2495–2506.

Iwasa, K. H., and Adachi, M. �1997�. “Force generation in the outer hair cell
of the cochlea,” Biophys. J. 73, 546–555.

Liao, Z., Popel, A. S., Brownell, W. E., and Spector, A. A. �2005�. “Mod-
eling high-frequency electromotility of cochlear outer hair cell in micro-
chamber experiment,” J. Acoust. Soc. Am. 117, 2147–2157.

Liberman, M. C., Gao, J., He, D. Z., Wu, X., Jia, S., and Zuo, J. �2002�.
“Prestin is required for electromotility of the outer hair cell and for the
cochlear amplifier,” Nature 419, 300–304.

Lue, A. J., Zhao, H. B., and Brownell, W. E. �2001�. “Chlorpromazine alters
outer hair cell electromotility,” Otolaryngol.-Head Neck Surg. 125, 71–
76.

Mountain, D. C., and Hubbard, A. E. �1994�. “A piezoelectric model of
outer hair cell function,” J. Acoust. Soc. Am. 95, 350–354.

Oghalai, J. S., Zhao, H.-B., Kutz, W. J., and Brownell, W. E. �2000�.
“Voltage- and tension-dependent lipid mobility in the outer hair cell
plasma membrane,” Science 287, 658–661.

Oliver, M., He, D. Z., Klocker, N., Ludwig, J., Schulte, U., Waldegger, J. P.,
Ruppenberg, P., Dallos, P., and Fakler, B. �2001�. “Intracellular anions as
the voltage sensor of Prestin, the outer hair cell motor protein,” Science
292, 2340–2343.

Patuzzi, R. �1996�. “Cochlear micromechanics and macromechanics,” in
The Cochlear, edited by P. Dallos, A. N. Popper, and R. R. Fay �Springer-
Verlag, New York�, pp. 186–257.

Ratnanather, J. T., Spector, A. A., Popel, A. S., and Brownell, W. E. �1996�.
“Is the outer hair cell wall viscoelastic?” in Proceedings of the Congress in
Diversity in Auditory Mechanics, edited by E. R. Lewis, G. R. Long, R. F.
Lyon, P. M. Narins, C. R. Steele, and E. Hecht-Poinar �World Scientific,
Singapore�, pp. 601–607.

Santos-Sacchi, J. �1989�. “Asymmetry in voltage-dependent movements of
isolated outer hair cells from the organ of Corti,” J. Neurosci. 9, 2954–
2962.

Santos-Sacchi, J., and Dilger, J. P. �1998�. “Whole cell currents and me-
chanical responses of isolated outer hair cells,” Hear. Res. 35, 143–150.

Santos-Sacchi, J., and Navarrete, E. �2002�. “Voltage-dependent changes in
specific membrane capacitance caused by prestin, the outer hair cell lateral
membrane motor,” Pfluegers Arch. 444, 99–106.

Scherer, M. M., and Gummer, A. W. �2004�. “Impedance analysis of the
organ of Corti with magnetically actuated probes,” Biophys. J. 87, 1378–
1391.

Shehata, W. E., Brownell, W. E., and Dieler, R. �1991�. “Effects of salicylate
on shape, electromotility and membrane characteristics of isolated outer
hair cells from guinea pig cochlea,” Acta Oto-Laryngol. 111, 707–718.

Spector, A. A. �2000�. “Thermodynamic potentials and constitutive relations
for a nonlinear electroelastic biological membrane,” in Symposium on the
Mechanics and Electromagnetic Materials and Structures, edited by J.
Yang and G. A. Maugin �IOS, Amsterdam�.

Spector, A. A. �2001�. “A nonlinear electroelastic model of the auditory
outer hair cell,” Int. J. Solids Struct. 38, 2115–2129.

Spector, A. A., and Jean, R. P. �2003�. “Elastic moduli of the piezoelectric
cochlear outer hair cell membrane,” Exp. Mech. 43, 355–360.

Spector, A. A., Brownell, W. E., and Popel, A. S. �1998�. “Estimation of
elastic moduli and bending stiffness of the anisotropic outer hair cell
wall,” J. Acoust. Soc. Am. 103, 1007–1011.

Spector, A. A., Brownell, W. E., and Popel, A. S. �1999�. “Nonlinear active
force generation by cochlear outer hair cell,” J. Acoust. Soc. Am. 105,
2414–2420.

Spector, A. A., Brownell, W. E., and Popel, A. S. �2003�. “Effect of outer
hair cell piezoelectricity on high-frequency receptor potentials,” J. Acoust.
Soc. Am. 113, 453–461.

Spector, A. A., Popel, A. S., Eatock, R. A., and Brownell, W. E. �2005�.
“Mechanosensitive channels in the lateral wall can enhance the cochlear
outer hair cell frequency response,” Ann. Biomed. Eng. 33, 991–1002.

Tolomeo, J. A. �1995�. “Models of the structure and motility of the auditory
outer hair cell,” Ph.D. thesis, Stanford University.

Tolomeo, J. A., and Steele, C. R. �1998�. “A dynamic model of outer hair
cell motility including intracellular and extracellular viscosity,” J. Acoust.
Soc. Am. 103, 524–534.

Ulfendahl, M. �1997�. “Mechanical responses of the mammalian cochlea,”
Prog. Neurobiol. 53, 331–80.

Weitzel, E. K., Tasker, R., and Brownell, W. E. �2003�. “Outer hair cell
piezoelectricity: Frequency response enhancement and resonance behav-
ior,” J. Acoust. Soc. Am. 114, 1462–1466.

Zhang, W., and Stone, H. A. �1998�. “Oscillatory motions of circular disks
and nearly spherical particles in viscous flows,” J. Fluid Mech. 367, 329–
358.

Zhao, H. B., and Santos-Sacchi, J. �1999�. “Auditory collusion and a
coupled couple of outer hair cells,” Nature �London� 399, 359–362.

Zheng, J., Shen, W., He, D. Z., Long, K. B., Madison, L. D., and Dallos, P.
�2000�. “Prestin is the motor protein of cochlear outer hair cell,” Nature
�London� 405, 149–155.

Zwislocki, J. J., and Cefaratti, J. K. �1989�. “Tectorial membrane II: Stiff-
ness measurements in vivo,” Hear. Res. 42, 211–227.

3746 J. Acoust. Soc. Am., Vol. 118, No. 6, December 2005 Liao et al.: Voltage-dependent properties on active force



Evidence for a bipolar change in distortion product
otoacoustic emissions during contralateral acoustic
stimulation in humans

Jörg Müller and Thomas Janssena�

Hals-Nasen-Ohrenklinik, Technische Universität München, Ismaningerstraße 22,
D-81675 Munich, Germany

Guido Heppelmann and Wolfgang Wagner
Hals-Nasen-Ohrenklinik, Eberhard-Karls-Universität Tübingen, Elfriede-Aulhorn-Str. 5,
D-72076 Tübingen, Germany

�Received 31 March 2005; revised 6 September 2005; accepted 9 September 2005�

The aim of this study was to investigate the activity of the medial olivocochlear �MOC� efferents
during contralateral �CAS� and ipsilateral acoustic stimulation �IAS� by recording distortion product
otoacoustic emission �DPOAE� suppression and DPOAE adaptation in humans. The main question
was: do large bipolar changes in DPOAE level �transition from enhancement to suppression� also
occur in humans when changing the primary tone level within a small range as described by Maison
and Liberman for guinea pigs �J. Neurosci. 20, 4701–4707 �2000��? In the present study, large
bipolar changes in DPOAE level �14 dB on average across subjects� were found during CAS
predominantly at frequencies where dips in the DPOAE fine structure occurred. Thus, effects of the
second DPOAE source might be responsible for the observed bipolar effect. In contrast, comparable
effects were not found during IAS as was reported in guinea pigs. Reproducibility of CAS DPOAEs
was better than that for IAS DPOAEs. Thus, contralateral DPOAE suppression is suggested to be
superior to ipsilateral DPOAE adaptation with regard to measuring the MOC reflex strength and for
evaluating the vulnerability of the cochlea to acoustic overexposure in a clinical context. © 2005
Acoustical Society of America. �DOI: 10.1121/1.2109127�

PACS number�s�: 43.64.Jb, 43.64.Kc �BLM� Pages: 3747–3756

I. INTRODUCTION

Distortion product otoacoustic emissions �DPOAEs� are
sound emissions apparently produced by the outer hair cell
�OHC� system in response to a two-tone stimulation �Kemp,
1986; Brownell, 1990�. DPOAEs are supposed to primarily
reflect OHC activity at the f2 place when stimulated with an
adequate primary tone paradigm �Kummer et al., 1995�.
However, there is evidence that DPOAEs are generated by
two distinct cochlear sources �Whitehead et al., 1992; Brown
et al., 1996; Shera and Guinan, 1999�. The first source is
located at the region of overlap of the traveling waves of the
two primary tones near the f2 place and is due to intermodu-
lation distortion. The second source, which is unwantedly
adding to the first source emission, is located at the 2f1− f2

place and is suggested to reflect energy that has traveled
apically from the overlap region near f2. Thus, energy from
both interacting sources yields the composite DPOAE signal.
The influence of the second DPOAE source may be observed
when recording DPOAEs with high frequency resolution
�DPOAE fine structure�. In normal-hearing subjects a pattern
of dips and peaks was found in the DPOAE fine structure,
which may be due to either destructive or constructive super-

position of the two DPOAE sources �He and Schmiedt,
1993; Heitmann et al., 1998; Talmadge et al., 1999; Mauer-
mann and Kollmeier, 2004�.

OHC amplification seems to be directly influenced by
the efferent medial olivocochlear �MOC� system, which
originates from the medial nuclei of the superior olivary
complex and is comprised of fibers that almost exclusively
synapse on the base of the OHCs �Mountain, 1980; Guinan
et al., 1984; Brownell et al., 1985; Guinan, 1996�. The MOC
system consists of the crossed and the uncrossed feedback
loops, both of which project onto the ipsilateral OHCs. The
crossed MOC fibers are stimulated ipsilaterally while the un-
crossed fibers are stimulated contralaterally �see Fig. 1 in
Liberman et al., 1996�. There are several assumptions con-
cerning the physiological function of the MOC system, i.e.,
improvement of detection of transient low-level stimuli in
the presence of background noise �Winslow and Sachs, 1987;
Liberman and Guinan, 1998� or protection from acoustic
overexposure �Cody and Johnstone, 1982; Reiter and Liber-
man, 1995; Maison and Liberman, 2000; Luebke and Foster,
2002�.

The function of the MOC system �MOC reflex� can be
assessed by monitoring changes in DPOAE amplitude. There
are two different recording methods, which quantify either
the effect induced by the contralaterally or by the ipsilater-
ally stimulated pathway. The contralateral pathway can be
examined by comparing the DPOAE steady-state level mea-
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sured in the presence and in the absence of contralateral
acoustic stimulation �CAS�. This recording technique is com-
monly referred to as contralateral DPOAE suppression �e.g.,
Collet et al., 1990�. The ipsilateral pathway can be examined
by measuring the post-onset time course of the DPOAE level
during ipsilateral acoustic stimulation �IAS� by the primary
tones. The difference between the DPOAE level at onset and
the level at steady state provides a measure for the adaptation
magnitude. This recording technique is commonly referred to
as ipsilateral DPOAE adaptation �e.g., Liberman et al.,
1996�. Both DPOAE suppression and adaptation are sug-
gested to be a means for evaluating the MOC system’s reflex
strength �e.g., Collet et al., 1990; Maison and Liberman,
2000�.

The effect of CAS on DPOAEs has been extensively
studied in animals �e.g., Puel and Rebillard, 1990; Puria et
al., 1996� and humans �e.g., Collet et al., 1990; Moulin et
al., 1993; Williams and Brown, 1995; Maison et al., 2000�.
The observed change in DPOAE level due to CAS was
found to be more commonly a decreasing effect �suppres-
sion� than an increasing effect �enhancement� and amounted
to only some dB, depending on the type of the contralateral
stimulus and the primary tone level setting. In general, with
increasing contralateral stimulus bandwidth and level, and
with decreasing primary tone level, the suppression effect
increased �e.g., Janssen et al., 2003�. However, in the litera-
ture there are no data concerning systematic L2 �L1 variation
across a major primary tone level range for contralateral
DPOAE suppression in humans.

Compared to contralateral DPOAE suppression there is
little data concerning ipsilateral DPOAE adaptation in the
literature. Ipsilateral DPOAE adaptation, first measured by
Liberman et al. �1996� in cats, was reported to exhibit a
decrease in steady-state DPOAE level of up to 6 dB. In hu-
mans, however, DPOAE adaptation was observed to be
lower than 1 dB on average across subjects �Agrama et al.,
1998; Kim et al., 2001; Bassim et al., 2003�.

Due to the rather small contralateral DPOAE suppres-
sion and ipsilateral DPOAE adaptation effects in humans the
clinical applicability of DPOAEs for investigating the func-
tion of the MOC efferents seems to be restricted. Maison and
Liberman �2000� paved the way for getting higher DPOAE
adaptation effects. They showed that in guinea pigs at par-
ticular L2 �L1 level combinations, predominantly in notched
regions of DPOAE input/output �I/O� functions, a small shift
in primary tone level could yield a large bipolar change in
adaptation magnitude, typically progressing from an increas-
ing �enhancement� to a decreasing �suppression� post-onset
time course. The difference between maximum suppression
and maximum enhancement amounted up to 30 dB. Until
now, bipolar changes of that amount have not been found in
humans even though in some studies DPOAE adaptation be-
havior was examined when changing primary tone levels
within a wide range �Kim et al., 2001; Meinke et al., 2004�.

The purpose of the present study was to further investi-
gate DPOAE suppression and adaptation in order to find out
whether large bipolar changes in DPOAE level also occur in
humans when changing the primary tone level in small steps
as described by Maison and Liberman �2000� for guinea

pigs. In our study, DPOAE suppression and DPOAE adapta-
tion were measured at particular frequencies, i.e., when the
DPOAE fine structure exhibited pronounced dips. This was
done because the second DPOAE source is suggested to gen-
erate the dips and peaks in the fine structure �e.g., Mauer-
mann and Kollmeier, 2004� and to be the reason for the
observed bipolar change in DPOAE level �Kujawa and
Liberman, 2001�. Also, in view of a clinical application for
assessing MOC reflex strength and with that presumably co-
chlear vulnerability, this study investigated the reproducibil-
ity of the DPOAE measures.

II. METHODS

A. Subjects

Seven subjects �ten ears� with normal hearing partici-
pated in the study. The subjects �four male, three female�
were aged between 19 and 30 years. Clinical audiometry
showed that hearing thresholds were 15 dB HL or lower at
audiometric frequencies between 500 and 8000 Hz. For all
subjects tympanometry showed normal middle ear function.
A brief medical history was taken from each subject docu-
menting the absence of ear-related complaints, ear infections,
ear surgery, and ototoxic medication use. Moreover, ipsilat-
eral and contralateral stapedius reflex thresholds were mea-
sured at 4 kHz. The median stapedius reflex threshold
amounted to 90 dB SPL, while the minimum reflex threshold
was 75 dB SPL. All measurements were conducted in a
sound-attenuated cabin while subjects were seated in a com-
fortable recliner.

B. Stimulus generation and DPOAE recording

DPOAE measurements were implemented on the basis
of a PCMCIA DSP card �Communication Automation Cor-
poration�. Ipsilateral stimuli were presented and DPOAEs
were recorded using an ER-10C �Etymotic Research� ear
probe. For contralateral acoustic stimulation an FZ-PRC1
�Fischer-Zoth� sound probe was used. Measurement and
evaluation software was custom-made using MATLAB
�Mathworks�. Primary tone levels were adjusted according to
an in-the-ear-calibration strategy. Contralateral noise signals
were calibrated a priori in an ear simulator �Brüel & Kjær
Type 4157�.

DPOAEs were elicited in response to a stimulation with
two primary tones presented simultaneously at the frequen-
cies f1 and f2. The frequency ratio was set to f2 / f1=1.2 for
all experimental conditions. The distortion component at
2f1− f2 was exclusively evaluated. DPOAEs were accepted
as valid for signal-to-noise ratios �SNRs� exceeding 6 dB.
The noise floor level was computed by averaging the levels
at six frequencies located around the DPOAE frequency.
During the measurement, if a DPOAE value failed to fulfill
this criterion or if the noise level between two consecutive
measurements increased by more than 5 dB, the measure-
ment of the DPOAE was repeated with the current parameter
setting at least twice or until the emission was accepted as
valid. Moreover, a technical distortion criterion was imple-
mented. Technically distorted data were discarded when the
levels of at least seven out of ten frequency bins at other
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distortion product components �e.g., 2f2− f1� around the
DPOAE component at 2f1− f2 exceeded an SNR of 10 dB.
The SNR criterion was not checked at single DPOAE adap-
tation measurements since the measurement time was, espe-
cially in cases of responses with low emission levels, too
short for sufficient time domain averaging.

C. DPOAE fine structure measurement procedure

The DPOAE fine structure �DPOAE level Ldp�f2�� was
measured between f2=3000 and 5016 Hz with a frequency
resolution of �f =47 Hz. The primary tone level L2 was set
to 40, 30, and 20 dB SPL, whereas L1 was set according to
the equation L1=0.4 L2+39 dB SPL �Janssen et al., 1995;
Kummer et al., 2000�. This level setting was used to account
for the nonlinear interaction of the two primaries at the
DPOAE generation site at the f2 place �Boege and Janssen,
2002�. The averaging time for recording DPOAEs was set to
4.5 s and the pause time between two measurement settings
to 1 s. The total measuring duration amounted to about
15 min.

For further evaluation, the dip depth ddip,L2�f2� was cal-
culated by adding up the DPOAE level differences between
f2 and both neighboring frequencies for a constant L2. The
total dip depth ddip�f2� was defined as the average across
ddip,L2�f2� for the three L2 level settings �L2=40,30,20 dB
SPL�. Equation �1� illustrates the calculation of the dip depth
values:

ddip,L2�f2� = �Ldp�L2, f2� − Ldp�L2, f2 − �f�� + �Ldp�L2, f2�

− Ldp�L2, f2 + �f�� ,

�1�
ddip�f2� = �ddip,40�f2� + ddip,30�f2� + ddip,20�f2��/3.

Please note that in the following the term dip depth is used
synonymously with the total dip depth ddip. The standard
deviation of ddip across the entire frequency range was used
as a measure for quantifying the roughness of the DPOAE
fine structure.

For reproducibility examinations, DPOAE fine structure
was measured for one subject �J.M.� with the parameter set-
ting described above, ten times on different days and eight
times on one day with constant and varying ear probe posi-
tion, respectively.

D. Contralateral DPOAE suppression measurement
procedure

Contralateral DPOAE suppression was measured at two
frequencies, depending on the results of the DPOAE fine
structure. The first frequency f2,dip was located at the deepest
dip in the DPOAE fine structure. The second frequency f2,flat

was at a location where there was no major change of Ldp

across frequency. If there was no completely flat region, a
point at a peak in the fine structure was chosen �ddip�f2�
�−0.2 dB�.

The effect of CAS on DPOAEs was investigated at dif-
ferent L2 �L1 combinations. L2 was shifted from 60 down to
20 dB SPL in steps of 5 dB. For each L2 ,L1 was changed
symmetrically around the center level L1,center=0.4 L2

+39 dB SPL. The offset L1,offset around the center level was
changed from −10 to +10 dB in steps of 2 dB. Thus, alto-
gether 99 L2 �L1 combinations were examined. The averaging
time for recording DPOAEs was set to 4.5 s and the pause
time between two consecutive DPOAE measurements to 1 s
as it was done for recording DPOAE fine structure. For each
level setting, DPOAEs were recorded first in the absence and
then in the presence of CAS. The contralateral stimulus was
started 0.5 s before the onset of the ipsilateral primary tones
and ended 0.5 s after their termination. The contralateral
stimulus consisted of broadband noise �100 Hz to 10 kHz�,
which was presented with a stimulus level of 60 dB SPL.
The total measuring duration for each frequency amounted to
about 25 min.

Please note that the DPOAE level difference between
measurements with and without CAS is in the following la-
belled �Ldp. Positive values of �Ldp mean enhancement,
negative values mean suppression. For evaluating the MOC
reflex strength, corresponding to the definition of Maison and
Liberman �2000�, a value was defined, which in the follow-
ing is referred to as the �Ldp range. It was defined as the
difference between maximum enhancement and maximum
suppression. In the very few cases where no enhancement
occurred, it was defined as the difference between minimum
and maximum suppression.

For reproducibility examinations, the CAS effect on
DPOAEs was measured for one subject �J.M.� at one fre-
quency �f2,dip� ten times on different days and eight times on
one day with constant and varying ear probe position, re-
spectively.

E. Ipsilateral DPOAE adaptation measurement
procedure

Corresponding to contralateral DPOAE suppression
measurements, ipsilateral DPOAE adaptation was measured
at frequencies f2,dip and f2,flat. At least three different L2 �L1

combinations were selected for each frequency. The first
level combination was that one in the primary tone level
matrix that resulted in maximum DPOAE suppression during
CAS, while the second level combination was that one lead-
ing to maximum DPOAE enhancement during CAS. These
two level combinations were chosen based on the assump-
tion that for ipsilateral adaptation a distinct change in
DPOAE level should appear if there is a similar behavior for
CAS and IAS effects. However, the DPOAE level and hence
the SNR at level combinations leading to maximum suppres-
sion or enhancement, respectively, were usually low. As a
consequence, depending on how much time the subject could
spare, additional measurements were carried out at one to
four other level combinations with varying but normally
rather low suppression or enhancement during CAS but with
high emission levels. The DPOAE adaptation measurements
were conducted immediately after DPOAE suppression mea-
surements with the same sound probe position in order to
attain best possible comparability.

DPOAE adaptation was measured using monaural pri-
mary tone stimulation in order to exclusively assess the func-
tion of the crossed MOC system. The rise/fall times of the

J. Acoust. Soc. Am., Vol. 118, No. 6, December 2005 Müller et al.: Fine structure, suppression, and adaptation 3749



stimuli were zero. The measurement time for recording the
DPOAE time course as well as the pause time between two
measurements were set to 2 s. The number of consecutive
measurements for time domain averaging was set to 100. The
total measuring duration for one level combination and for
one frequency amounted to about 7 min.

In order to check the adaptation behavior in notched
regions of DPOAE I/O functions, as suggested by Maison
and Liberman �2000�, for three subjects adaptation was mea-
sured at seven primary tone level combinations �constant L2

and varying L1� around a distinct notch in the DPOAE I/O
function. L2 was chosen taking into account all cross sections
of the suppression matrix with L2 held constant while L1 was
varied, resulting in DPOAE I/O functions with Ldp plotted
above L1. L2 was selected depending on which of the I/O
functions showed �i� the most pronounced notch and �ii� a
major bipolar change of �Ldp from suppression to enhance-
ment. L1 was varied from −3 to +3 dB in steps of 1 dB
around the deepest point of the notch.

For reproducibility examinations, DPOAE adaptation
was measured for one subject �J.M.� at one frequency �f2

=4219 Hz� and one level combination �L2 �L1=60 �67 dB
SPL� eight times on one day with constant and varying ear
probe position, respectively. The level combination was cho-
sen since reliable DPOAE adaptation measurements were
only possible at high primary tone levels.

For evaluating DPOAE adaptation, the DPOAE post-
onset time course was calculated using the heterodyne tech-
nique described by Kim et al. �2001�. A Blackman shaped
filter with a limiting frequency of 120 Hz was applied. An
exponential fitting function was calculated on the basis of the
DPOAE level time course. Following Kim et al. �2001� a
nonlinear simplex fitting procedure was used to obtain the
least-squared difference between the DPOAE envelope level
and the exponential fitting function. For this step, a short
offset period �30 ms� of the DPOAE envelope level at the
beginning and the same period at the end of the stimulus
were excluded in order to remove transients at the two ends.
The following fitting function shown in Eq. �2� was applied:

Ldp�t� = Lss − m exp�− t/�� . �2�

Ldp�t� is the fit for the DPOAE envelope level as a func-
tion of time t. Lss represents the steady-state DPOAE
level, m the magnitude, and � the time constant of adap-
tation. Please note that a positive m means an increasing
�enhancement� and a negative m a decreasing �suppres-
sion� adaptation time course. The initial estimate for Lss

was calculated from the average level of the last second of
the time course signal. The initial estimate for m was set
to 0.7 dB and for � to 70 ms. The values were chosen to be
within the margins of the results of other studies of
DPOAE adaptation in humans �Kim et al., 2001; Bassim et
al., 2003�. The quality of the fit is given as “the variance
accounted for” �VAF�, which is defined as shown in Eq.
�3�:

VAF = 1 − r , �3�

where r is the ratio of �i� the mean-squared difference be-
tween the fitting function and the DPOAE envelope level

and �ii� the variance of the DPOAE level. The value of VAF
ranges from 0 �poor fit� to 1 �perfect fit�. In this study, fitting
functions were regarded as valid for VAF values exceeding
0.1.

III. RESULTS

A. DPOAE fine structure

1. Dips and their reproducibility in a single subject

DPOAE fine structure across frequency and its repro-
ducibility was examined in one subject �J.M.� for three dif-
ferent test conditions. Measurements were conducted over
several days �n=10�, and on one day with varying �n=8� and
constant �n=8� sound probe position, respectively. The result
for the worst test condition, i.e., the measurement of the
DPOAE fine structure on ten different days, is shown in
Fig. 1.

The standard deviation of DPOAE level Ldp was on av-
erage across frequency 1.8 dB and was highest in the dip
regions of the DPOAE fine structure. The maximum standard
deviation amounted to 4.6 dB at 4125 Hz. In general, all
major dips were present in all repetition measurements,
whereas their dip depth fluctuated across measurements. The
dip depth and its variability was examined at the three deep-
est dips of the averaged DPOAE fine structure data with ddip

�see Eq. �1�� amounting to −21.0±8.1 dB at f2=3328 Hz,
−18.0±4.5 dB at 4125 Hz, and −13.6±4.0 dB at 3516 Hz.
The average roughness of DPOAE fine structure �see Sec.
II C� amounted to 7.2±1.0 dB.

The variability of the measures obtained on one day with
varying and fixed sound probe position was lower than that
obtained on several days.

2. Distribution of dips and dip depth across subjects

DPOAE fine structure was examined in all ten ears
of the seven subjects. The distribution of major dips
�ddip� –4 dB� is shown in Fig. 2 with ddip plotted across the
corresponding f2,dip. The open circle and error bar show
mean and standard deviation along both axes
�ddip=−9.2±4.4 dB, f2,dip=3735±516 Hz�.

FIG. 1. DPOAE fine structure reproducibility for one subject. Data were
averaged across ten measurements conducted on different days. The three
top lines show from top to bottom mean Ldp plotted across frequency for
L2=40, 30, and 20 dB SPL. The standard deviation is given for data mea-
sured at L2=40 dB SPL and L2=20 dB SPL. The three bottom lines repre-
sent the particular mean noise floor levels.
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The average roughness of the DPOAE fine structure
across subjects amounted to 4.2±1.6 dB. Splitting the fre-
quency range at 4000 Hz, the roughness below 4000 Hz was
5.6±2.2 dB while the roughness above 4000 Hz was
2.5±1.5 dB. Thus, the fine structure was more pronounced
and deeper dips occurred in the lower frequency region. Fur-
thermore, the roughness increased with decreasing L2

�4.0 dB at L2=40 dB SPL, 4.7 dB at L2=30 dB SPL, and
6.2 dB at L2=20 dB SPL�.

B. DPOAEs during contralateral acoustic stimulation
„CAS…

1. Enhancement and suppression and its
reproducibility in a single subject

The change in DPOAE level during CAS and its repro-
ducibility was examined in one subject �J.M.� for three dif-
ferent test conditions: on several days �n=10�, and on one
day with varying �n=8� and constant �n=8� sound probe
position, respectively. The measurements were conducted at
f2=4125 Hz, a frequency at which in the DPOAE fine struc-
ture a distinct dip occurred �see Fig. 1�.

The results for the worst test condition, i.e., the measure-
ment on ten different days, is shown in Fig. 3. Figure 3�A�
shows mean Ldp obtained in the absence �black lines� and in
the presence of CAS �gray lines� for all tested primary tone
level combinations �see Sec. II D�. Light gray lines at the
bottom represent the average noise floor level. Cross-
sections of Fig. 3�A� are shown in Figs. 3 Ca-Ci for constant
L2 �Ca: L2=60 dB SPL, …, Ci: L2=20 dB SPL� and in Figs.
3 Ea–Ek for constant L1,offset with L1,offset being the level
offset from the center level L1,center=0.4 L2+39 dB SPL �Ea:
L1,offset=−10 dB, …, Ek: L1,offset= +10 dB�.

DPOAE I/O-functions �Ldp plotted across the primary
tone level of the varied parameter L2 or L1,offset� featured
notched regions when L2 was fixed and L1 varied �e.g., Figs.
3 Cg, Ch, and Ci�, while this phenomenon did not occur for
the opposite case of fixed L1,offset and L2 being varied �Figs.
3 Ea–Ek�.

The change in DPOAE level �Ldp due to CAS is shown
in Fig. 3�B� for all tested primary tone level combinations.
Negative �Ldp values represent suppressive �Ldp decreases
due to CAS�, positive values represent enhancing �Ldp in-

creases due to CAS� effects. The cross sections of Fig. 3�B�
are shown in Figs. 3 Da–Di for constant L2 and in Figs. 3
Fa–Fk for constant L1,offset. Please note that a small change in
L1 in the region around the center level �i.e., L1,offset=0 dB�
caused pronounced changes in �Ldp from enhancement to
suppression �e.g., Figs. 3 Dg, Dh, and Di� while there were
rather smooth �Ldp changes, which stretched across a wider
level range, when varying L2 �Figs. 3 Fa–Fk�. It should be
emphasized that the bipolar effect �transition from enhance-
ment to suppression� was more pronounced at low L2 and
occurred when varying L1 within a small level range. Re-
garding all cross sections, the maximum bipolar effect oc-
curred at the cross section with L2=30 dB SPL and
amounted to 7.9 dB �Fig. 3 Dg�.

This finding is important because it shows that also in
humans a bipolar change in DPOAE level from enhancement
to suppression is present. However, it should be emphasized
that the bipolar change occurred during CAS. Please remem-
ber that in guinea pigs the large bipolar effect was observed
for ipsilateral DPOAE adaptation �see Maison and Liberman,
2000�.

For the repetition measurements �n=10�, the mean stan-
dard deviation of Ldp was 3.6 dB and there were no pro-
nounced level regions of particularly high Ldp variability.
The average standard deviation of �Ldp amounted to 1.6 dB.
The standard deviation increased in regions around DPOAE
I/O function notches where CAS effects shifted from en-
hancement to suppression �e.g., Fig. 3 Dh� and increased
with increasing ��Ldp�. The maximum suppression amounted
on average to −5.8±1.9 dB and the maximum enhancement
to 9.6±2.3 dB. The resultant �Ldp range �difference between
maximum suppression and maximum enhancement� was on
average 15.4±3.4 dB.

The variability of the measures obtained on one day with
varying and fixed sound probe position was lower than that
obtained on several days as it was observed for DPOAE fine
structure data.

2. Enhancement and suppression across subjects

The effect of CAS on DPOAEs was examined across all
ten ears at frequencies f2,dip where a pronounced dip oc-
curred in the DPOAE fine structure, and for comparison at
frequencies f2,flat where the DPOAE fine structure was flat.

In general, for both frequencies, suppression rather than
enhancement was more common. At f2,dip on average 67
�69%� and at f2,flat 80 �82%� out of 97 valid data points for
each ear showed suppressive effects. Please note that in one
ear no enhancement occurred at f2,flat. Figure 4 shows the
mean and standard deviation for maximum suppression and
enhancement at f2,dip �black� and f2,flat �gray�. At f2,dip, the
average maximum suppression was −7.3±3.2 dB and the av-
erage maximum enhancement 6.8±5.7 dB. Thus, the result-
ing �Ldp range amounted to 14.1±6.6 dB. In comparison to
DPOAE level changes of only 1–2 dB reported in the litera-
ture when using conventional stimulus settings �e.g., Collet
et al., 1990� this is an extremely large effect. In contrast, at
f2,flat, the average maximum suppression was −4.1±1.9 dB,
and the average maximum enhancement 1.7±1.7 dB, result-
ing in a �Ldp range of only 5.7±2.9 dB. Comparing mea-

FIG. 2. Distribution of DPOAE fine-structure dips with dip depth ddip �see
Eq. �1�� �−4 dB for all ten ears. The mean and standard deviation are
indicated by the open circle and error bars.
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surement data at f2,dip and at f2,flat both maximum suppres-
sion and maximum enhancement were significantly different
���0.05�. Moreover, the �Ldp range differed highly signifi-
cantly ���0.01� between the two frequencies. Thus, the bi-
polar change in DPOAE level was considerably higher at dip
frequencies than at frequencies where the fine structure was
flat.

Figure 5 shows the level combinations L2 �L1 at which
maximum suppression �black dots� or maximum enhance-
ment �gray squares� occurred in each ear. Panel �A� shows

data for measurements at f2,dip and panel �B� for measure-
ments at f2,flat across all ten ears. In both panels the applied
L1 range and the L1 center level are shown by dashed light
gray lines. Regarding data obtained at f2,dip �Fig. 5�A��, L2 at
which maximum suppression or enhancement occurred var-
ied across the entire L2 range. However, a majority of points
were in the low L2 region �30 dB SPL �60% of all points in
Fig. 5�A��. Maxima were more commonly at negative L1,offset

values. Regarding data obtained at f2,flat �Fig. 5�B��, both
maximum suppression and enhancement occurred almost ex-

FIG. 3. Contralateral acoustic stimulation �CAS� effect on DPOAEs and its reproducibility at f2=4125 Hz for one subject. Data were averaged across ten
measurements conducted on different days. Panel A shows mean Ldp plotted above L2 and L1 for the condition without �black lines� and with �gray lines� CAS.
The light gray area at the bottom represents the noise floor level. Panel B shows the DPOAE level difference �Ldp between measurements with and without
CAS. Negative values mean suppressive, positive values enhancing behavior due to CAS. Panels C and E show cross sections of panel A. Panel C represents
cross sections with constant L2 and varying L1,offset �Ca: L2=60 dB SPL, …, Ci: L2=20 dB SPL� while panel E pictures cross sections with constant L1,offset

�level offset from the center level L1=0.4 L2+39 dB SPL� and varying L2 �Ea: L1,offset=−10 dB, …, Ek: L1,offset= +10 dB�. Panels D �constant L2, varying
L1,offset� and F �constant L1,offset, varying L2� show cross sections of panel B. The dotted lines mark the turning point from suppression to enhancement at
�Ldp=0 dB. All cross-section plots show mean and standard deviation of the repetition measurements.
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clusively in the low L2 region �30 dB SPL �89% of all
points in Fig. 5�B�� with L1 values distributed nearly in equal
shares around L1,center.

C. DPOAEs during ipsilateral acoustic stimulation
„IAS…

1. Adaptation and its reproducibility in a single
subject

DPOAE adaptation and its reproducibility were exam-
ined in one subject �J.M.� for two different test conditions.

Measurements were conducted eight times on one day with
varying and constant sound probe position, respectively.
DPOAE adaptation was quite inconsistent when measured on
different days. It happened that on one day a distinct adap-
tation was present and on the other day not. No reproduc-
ibilty measurements were therefore conducted on different
days. In the following data from measurements with varying
sound probe position are presented.

Figure 6 shows an example of one measurement with the
Ldp time course �black line� and the one-exponential fitting
function �gray line�. For evaluating the reproducibility of
DPOAE adaptation, the steady-state level Lss, the adaptation
magnitude m, and the adaptation time constant � were aver-
aged. Lss amounted on average to 14.6±0.5 dB, m to
−0.47±0.12 dB, and � to 0.372±0.128 s. The average VAF
�see Sec. II E� was 0.41. For constant sound probe position
the variability of the measures was lower.

2. Adaptation in DPOAE I/O function notches

Ipsilateral DPOAE adaptation was measured in three
subjects in DPOAE I/O function notches that occurred when
varying L2 at a fixed L1,offset. For each subject seven adapta-
tion measurements were conducted with L2 being varied
around the deepest point of the notch. Subject L.J. yielded
three, subject T.R. one, and subject J.M. no valid adaptation
time courses �VAF�0.1�. Regarding these results only de-
creasing adaptation time courses occurred with an average m
of −1.2±0.4 dB. All in all, even when regarding fitting func-
tions with lower VAF values, no bipolar adaptation effect
was found.

3. Adaptation across subjects

Ipsilateral DPOAE adaptation was investigated in all ten
ears at f2,dip and at f2,flat for a total of 49 �f2,dip� and 38
�f2,flat� level combinations. For each group there were 20
valid measurements �VAF�0.1�. The mean VAF across all
valid measurements amounted to 0.36±0.19. The mean
DPOAE steady-state level Lss was 11.2±5.3 dB SPL �f2,dip�
and 12.6±5.3 dB SPL �f2,flat�. The average adaptation time
constant � was 0.426±0.493 s �f2,dip� and 0.345±0.154 s
�f2,flat�. The mean adaptation magnitude m amounted to only
−0.55±0.79 dB �f2,dip� and −0.65±0.20 dB �f2,flat�. Thus, in

FIG. 4. Mean and standard deviation of maximum suppression �suppr.� and
maximum enhancement �enh.� due to CAS for measurements at f2,dip �black�
and f2,flat �gray� across all ten ears. The arrows show the corresponding
average �Ldp range.

FIG. 5. Distribution of maximum suppression �suppr.� and maximum en-
hancement �enh.� due to CAS across their corresponding level combinations
L2 �L1 for all ten ears. Panel �A� includes data measured at dip frequencies
�f2,dip� and panel �B� data measured at flat frequency regions �f2,flat� of the
DPOAE fine structure. Black dots show level combinations L2 �L1 for maxi-
mum suppression, gray squares for maximum enhancement. If more than
one measurement resulted in the same L2 �L1 combination, the respective
number of similar measurement results is given. The dashed light gray lines
show the L1 center level L1,center=0.4 L2+39 dB SPL and the range in which
L1 was varied around L1,center.

FIG. 6. DPOAE adaptation example taken from the repetition measurements
at f2=4219 Hz and L2�L1=60�67 dB SPL. The gray line shows the one-
exponential fit f�t�. The VAF �see Eq. �3�� of the fitting function was 0.60.
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our human data the adaptation magnitude was very small
compared to that observed in cats �6 dB, Liberman et al.,
1996�. A bipolar change in adaptation magnitude could be
found in only one subject and amounted to 4.6 dB �−2.4 dB
at L2�L1=25�51 dB SPL, 2.2 dB at L2�L1=60�61 dB SPL�. In
all other subjects no bipolar effect was observed. Compared
to Maison and Liberman �2000�, who found in guinea pigs a
bipolar change in adaptation magnitude of up to 30 dB, the
effect in our human data is very small.

D. Correlations between DPOAE measures

The relationship between DPOAE fine structure and the
change in DPOAE level �Ldp due to CAS, in particular the
relationship between the dip depth ddip of the DPOAE fine
structure and the corresponding �Ldp range, is shown in Fig.
7. Black dots show data for measurements at f2,dip, gray
points for measurements at f2,flat. With increasing dip depth
�negative values� the �Ldp range increased, the two measures
being closely correlated ��=−0.81�. The observation that bi-
polar effects were most prominent in the deepest dips is im-
portant with regard to a clinical application of DPOAEs for
assessing MOC reflex strength. Due to time restrictions in a
clinical context, the bipolar effect cannot be explored at all
test frequencies. Therefore it is necessary to choose critical
frequencies �e.g., f2,dip�.

In Fig. 8 the DPOAE level change �Ldp due to CAS is
plotted over the adaptation magnitude m. Black dots repre-
sent data for measurements at f2,dip, gray points for measure-
ments at f2,flat. The insert figure shows a magnification of
�Ldp data between −5 and +1 dB. It could be observed that
the change in DPOAE level was in general lower during IAS
�m varied between −2.4 and 2.2 dB� compared to that during
CAS ��Ldp varied between −10.4 and 18.5 dB�. It was strik-
ing that only in one subject enhancement could be observed
in both measures �see �Ldp=18.5 dB in Fig. 8�. The correla-
tion between m and �Ldp was 0.98 for measurements at f2,dip.
However, the high correlation coefficient was mainly influ-
enced by the two single data points at the left and right
margin of Fig. 8, representing adaptation data from one sub-
ject at �Ldp with maximum suppression and maximum en-

hancement, respectively. When the two data points were ex-
cluded the correlation decreased to 0.66. In contrast, the
correlation for measurements at f2,flat was only 0.28. As a
consequence, the data suggests a poor correlation between
contralateral DPOAE suppression and ipsilateral DPOAE ad-
aptation.

IV. DISCUSSION

The aim of the present study was to investigate whether
large bipolar changes in DPOAE level, which were reported
for guinea pigs �Maison and Liberman, 2000�, are also
present in humans. Actually, we found large bipolar changes
in our human data, but, in contrast to the findings in guinea
pigs, the bipolar effect was present for contralateral DPOAE
suppression and not for ipsilateral DPOAE adaptation. The
bipolar effect was largest at the deepest dips of the DPOAE
fine structure and amounted on average to 14 dB across sub-
jects. This effect is much larger than that observed for con-
ventional contralateral DPOAE suppression measurements,
in which DPOAEs were measured not at critical frequencies
�f2,dip� and not at different L2 �L1 combinations �e.g., Collet et
al., 1990�. With respect to a clinical application for assessing
the MOC reflex strength, a large change in DPOAE level is
needed in order to assure that the obtained effect exceeds Ldp

variability �in our data between 1.8 and 3.6 dB�. Therefore,
our approach and not the conventional contralateral DPOAE
suppression measurement seems to be more suitable for as-
sessing the MOC reflex strength in a clinical context. How-
ever, it is important to note that a large bipolar effect seems
to be present at particular frequencies and L2 �L1 combina-
tions only. The magnitude of the bipolar effect was corre-
lated with the dip depth of DPOAE fine structure �Fig. 7�.
Thus, for clinical application, the bipolar effect needs to be
examined at only some frequencies, specifically frequencies
at which the DPOAE fine structure exhibits distinct dips.

The main findings in detail were the following. �i�
DPOAE measurements showed a good reproducibility even
for the worst test condition �measurements on several days�.
�ii� DPOAE fine structure showed most pronounced dips and

FIG. 7. Relationship between DPOAE fine structure and DPOAE suppres-
sion data across subjects. �Ldp range is plotted above the corresponding dip
depth ddip for all ten ears. Black dots show data for measurements at f2,dip,
gray dots for measurements at f2,flat. The regression line and the correlation
� was calculated on the basis of all data points.

FIG. 8. Relationship between DPOAE suppression and DPOAE adaptation
data across subjects. Adaptation magnitude m is plotted across �Ldp for all
ten ears. Black dots show data for measurements at f2,dip, gray dots for
measurements at f2,flat. Regression lines and correlations are shown for each
frequency group. The insert figure displays a magnification of �Ldp data
between −5 and +1 dB.
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was roughest between 3 and 4 kHz. �iii� Contralateral
DPOAE suppression data exhibited the bipolar effect �tran-
sition from suppression to enhancement� with the �Ldp range
being significantly higher when measured at f2,dip compared
to measurements at f2,flat. �iv� Maximum suppression and en-
hancement at f2,dip occurred for contralateral DPOAE sup-
pression across the entire primary tone level range, but pre-
dominantly at lower L2 and at negative L1,offset. �v� The dip
depth and the corresponding �Ldp range were closely corre-
lated across subjects. �vi� No bipolar DPOAE adaptation ef-
fect was observed in DPOAE I/O function notches. �vii� Fi-
nally, the correlation between the change in DPOAE level
�Ldp due to CAS and the DPOAE adaptation magnitude m
due to IAS cannot be evaluated due to a lack of valid adap-
tation data.

The worst test condition was supposed to be the one
with measurements on several days, which is a test situation
that is nearest to clinical practice. As expected, for this test
condition the highest variability was present. However, the
standard deviation of the �Ldp range was only 3.4 dB for one
person on different days �n=10� and thus was considerably
lower than the average �Ldp range observed across subjects,
which was 14.1 dB �see Fig. 4�. Due to the large bipolar
effect and the relatively small variability of the measure a
good test performance of our approach for assessing the
MOC reflex strength during CAS is suggested.

In comparison, the reproducibility of DPOAE adaptation
magnitude was insufficient, especially when considering that
adaptation measured on consecutive days was on one day
present and on the next day not. This and the fact that no
distinct bipolar effects were present during IAS suggests
DPOAE adaptation not to be a suited tool for investigating
MOC reflex strength in humans.

In our data, major dips occurred predominantly in the
lower frequency region of the DPOAE fine structure below
4 kHz �see Fig. 2�. In the literature, dips and peaks of the
DPOAE fine structure are thought to be due to second
DPOAE source effects �He and Schmiedt, 1993; Heitmann et
al., 1998; Talmadge et al., 1999; Mauermann and Kollmeier,
2004�. Thus, the impact of the second source seems to be
higher at lower frequencies. However, we have no explana-
tion for this observation. Another observation in the literature
is that the roughness of the fine structure increases with de-
creasing L2 �Mauermann and Kollmeier, 2004�. This finding
is consistent with our data �Fig. 1� and suggests the influence
of the second source to be higher at near-to-threshold stimu-
lus levels. Furthermore, the high interindividual variability of
the roughness found in our data may be attributed to mor-
phological differences among subjects.

Typically, distinct transitions from enhancement to sup-
pression during CAS occurred in notched regions of DPOAE
I/O functions �see, e.g., Figs. 3 Ch and Dh�. As shown by
Maison and Liberman �2000�, also in our data large bipolar
changes were present for a small shift in primary tone level.
However, primary tone level combinations eliciting maxi-
mum suppression and maximum enhancement for a single
subject were not always located close to each other in the
primary tone level matrix. In contrast to Maison and Liber-

man �2000�, in our data transitions from enhancement to sup-
pression occurred when varying L1 with fixed L2 and not the
other way round.

Supposing that notches in DPOAE I/O functions and
with that also the bipolar effect is due to the second source
�Kujawa and Liberman, 2001�, the observed difference could
be attributed to a different impact of the primaries on the
second source. Since in our data the magnitude of the bipolar
effect is correlated with the dip depth of the DPOAE fine
structure �see Fig. 7�, the second source is suggested to be
the underlying mechanism for the bipolar effect. The fact
that maximum suppression and enhancement during CAS oc-
curred predominantly at lower primary tone levels �see Fig.
5� and the observation that the roughness of the DPOAE fine
structure increases with decreasing primary tone level
�Mauermann and Kollmeier, 2004� supports the idea that the
second source influences the magnitude of CAS effects.

To further investigate the relationship between DPOAE
fine structure, second DPOAE source, and bipolar changes in
DPOAE level, additional studies are necessary. The question
whether and to what extent the second DPOAE source is
influencing CAS effects might be answered by performing
contralateral DPOAE suppression measurements while pre-
senting simultaneously an additional ipsilateral tone near
2f1− f2, which may suppress the second DPOAE source
�Heitmann et al., 1998�.

Another cause for changes in DPOAE level might be the
stapedius muscle reflex, which is known to be activated by
acoustic stimulation from either the ipsilateral or contralat-
eral ear. The activation of the stapedius reflex changes the
middle ear impedance and with that the DPOAE level. In this
study, the stapedius muscle reflex threshold for a 4-kHz pure
tone was on average at about 90 dB SPL across subjects.
Since the maximum primary tone level was set to 75 dB
SPL, the influence of the stapedius muscle on the DPOAE
level is suggested to be not relevant during IAS. However,
reflex thresholds could be lower for broadband noise stimu-
lation. Therefore, an impact of the stapedius muscle reflex on
DPOAEs during CAS cannot be excluded. However, assum-
ing that the middle ear is a linear system, it is unlikely that
the observed bipolar effect, which occured when shifting the
primary tone level by only 2 dB, can be achieved by the
activation of the stapedius muscle.

Contralateral DPOAE suppression and ipsilateral
DPOAE adaptation effects were closely correlated when in-
cluding, and poorly correlated when excluding, the outliers,
which represent data from only one ear �see Fig. 8�. The
small number of valid adaptation measurements makes it im-
possible to evaluate the correlation between the two mea-
sures. Further studies are therefore necessary to investigate
the impact of the uncrossed and crossed MOC efferents on
OHC motility.

V. CONCLUSIONS

Large bipolar changes in DPOAE level also occur in
humans when measuring DPOAEs at frequencies where the
DPOAE fine structure exhibits the deepest dips. However, in
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contrast to the findings in guinea pigs the bipolar effect oc-
curs during contralateral acoustic stimulation �CAS�, i.e.,
when activating the uncrossed MOC fibers, and not during
ipsilateral acoustic stimulation �IAS�, i.e., when activating
the crossed MOC fibers. It is unclear which intrinsic mecha-
nisms �e.g., second DPOAE source� are responsible for the
observed bipolar effect. Moreover, it remains unknown why
in humans the bipolar effect is stronger during CAS than
during IAS, which is contrary to the findings in animals.
Contralateral DPOAE suppression, when measured at dip
frequencies and varying the primary tone level in small
steps, provides a suited tool for assessing the reflex strength
of the MOC efferents. Further studies, which have to com-
pare contralateral DPOAE suppression with temporary or
permanent pure-tone threshold shifts in noise-exposed hu-
mans, are required to answer the question whether the MOC
reflex strength measured during CAS could provide a reli-
able measure for detecting the vulnerability of the cochlea to
noise overexposure.
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Perception of the envelope-beat frequency of inharmonic
complex temporal envelopes
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Listeners can hear slow sinusoidal variations in the depth of sinusoidally amplitude-modulated
�SAM� stimuli. Here, the SAM stimulus of frequency fm acts as the carrier, and the slow variation
in depth of frequency fm� �referred to as “second-order” amplitude modulation� corresponds to a beat
in the temporal envelope. Recent studies have suggested that second-order amplitude modulation
perception is based on a modulation-distortion component or the “venelope” �the Hilbert envelope
of the ac-coupled Hilbert envelope�, both occurring at the envelope-beat frequency fm� . This was
tested by transposing to the modulation domain the matching paradigm used by Schouten et al.
�J. Acoust. Soc. Am. 34, 1418–1424 �1962��. Listeners estimated the envelope-beat frequency
evoked by a 5-Hz, second-order SAM white noise with fm either an integer multiple of fm� or
shifted in frequency to make the complex envelope inharmonic. The results indicate that the
perception of the envelope-beat frequency was affected by these shifts when fm�20 Hz. This
suggests that, at least at low modulation frequencies, the perceived envelope beat is not
determined by a modulation-distortion or venelope component, but rather relies on the time
intervals between the main peaks of the first-order envelope. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2126824�

PACS number�s�: 43.66.Ba, 43.66.Mk �JHG� Pages: 3757–3765

I. INTRODUCTION

The perception of behaviorally relevant acoustic signals,
such as speech, depends at least partially on the temporal
envelopes of the signals, i.e., their slow fluctuations in am-
plitude over time �e.g., Shannon et al., 1995; Smith et al.,
2002�. Auditory sensitivity to temporal envelope cues has
been extensively investigated using single-component �i.e.,
sinusoidal� amplitude modulation �AM� �e.g., Viemeister,
1979; Dau et al., 1997a�. This psychoacoustical approach of
temporal-envelope perception was recently extended by
studies �e.g., Lorenzi et al., 2001a, b; Füllgrabe et al., 2004�
suggesting a distinction between so-called first-order enve-
lope cues �i.e., temporal variations in the sound’s amplitude�
and second-order envelope cues �i.e., temporal variations in
the sound’s AM depth, such as found in multi-component
temporal envelopes�.

Within this new framework, a first-order sinusoidally
amplitude-modulated �SAM� stimulus corresponds to sinu-
soidal modulation of the amplitude of a pure-tone or a noise
stimulus �the “audio” carrier� with frequency fm and depth
m. A second-order SAM stimulus, illustrated in Fig. 1 �top
row�, is obtained by applying a slow, sinusoidal modulation
of frequency fm� and depth m� to the depth m of a first-order
AM �cf. Eq. �1� in Sec. III A 2�. Figure 1 shows that, in the
time domain, the sinusoidal modulation of the depth of the
SAM stimulus corresponds to a beat, i.e., a slow, cyclic in-

crease and decrease in modulation depth of the temporal en-
velope at a frequency equal to fm� . In the modulation spec-
trum, this sinusoidal modulation in AM depth generates two
additional components �i.e., sidebands� at fm− fm� and fm

+ fm� , but there is no energy at the envelope-beat frequency
fm� .

Psychoacoustical studies have assessed the auditory sen-
sitivity to second-order AM by measuring second-order tem-
poral modulation transfer functions that relate detection
thresholds for second-order AM �i.e., m� at threshold� to fm� ,
the frequency of the second-order AM �Lorenzi et al., 2001a,
b; Füllgrabe and Lorenzi, 2003; Füllgrabe et al., 2004�. It
was shown that, under certain stimulus conditions, second-
order AM may be perceptually as salient as first-order AM
�Lorenzi et al., 2001b; Füllgrabe and Lorenzi, 2003�. Addi-
tional psychoacoustical measurements revealed that second-
order AM-detection thresholds were degraded when first-
order masking modulations were introduced near the
envelope-beat frequency �e.g., Lorenzi et al., 2001b�, and
conversely detection performance of a first-order AM probe
was degraded when second-order masker modulations beat-
ing at the probe frequency were introduced �e.g., Füllgrabe et
al., 2005b�. In all these experiments, the physical modulation
components of the first- and second-order AM were too far
away to yield modulation-masking effects as shown by Ba-
con and Grantham �1989�, Houtgast �1989�, and Strickland
and Viemeister �1996�. Together with psychoacoustical and
electrophysiological data obtained with two-component
modulators �Shofner et al., 1996; Sheft and Yost, 1997;
Moore et al., 1999; Ewert et al., 2002; Verhey et al., 2003;
Sek and Moore, 2004�, these results support the idea that
detection of spectral energy at the envelope-beat frequency
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fm� contributes to the detection of second-order modulation.
In other words, envelope-beat information seems to be con-
verted into a first-order component via peripheral and/or cen-
tral auditory mechanism�s� �Füllgrabe et al., 2005b�. Since
there is no energy at the envelope-beat frequency in the
modulation spectrum of the physical stimulus, it has been
argued that some nonlinear mechanism�s� along the auditory
pathway must generate an audible modulation-distortion
component at the envelope-beat frequency in the internal
modulation spectrum of complex temporal envelopes �e.g.,
Shofner et al., 1996; Moore et al., 1999�. This idea has been
recently implemented in a computational model of temporal-
envelope processing �Ewert et al., 2002�. This model initially
computes the so-called “venelope” of the stimulus �i.e., the
Hilbert envelope of the ac-coupled Hilbert envelope� within
a separate processing route, and then combines both vene-
lope and envelope information into a single internal repre-
sentation before feeding it to an array of selective modula-
tion channels �i.e., a modulation filterbank as proposed by
Dau et al. �1997a, b��.

The notion that a modulation-distortion or venelope
component is entirely responsible for second-order AM per-
ception is however contradicted by the fact that its magni-
tude seems to be relatively weak �Moore et al., 1999, Ewert
et al., 2002; Verhey et al., 2003; Sek and Moore, 2004;
Füllgrabe et al., 2005b�, whereas second-order AM is per-
ceptually salient in a number of stimulus conditions �e.g.,
Lorenzi et al., 2001b�. Moreover, in the two modulation-
masking studies conducted by Lorenzi et al. �2001b� and
Millman et al. �2003�, second-order AM detection was not
abolished when first-order masking modulations were intro-
duced near the envelope-beat frequency fm� . This suggests
that additional cues were used by listeners when detecting
second-order AM, such as the dynamic information at the
output of the modulation channel tuned to or near the modu-

lation components �Ewert et al., 2002, Füllgrabe and
Lorenzi, 2003; Millman et al., 2003; Sek and Moore, 2003;
Verhey et al., 2003�.

Further experiments are therefore warranted to deter-
mine what cues listeners use when perceiving the envelope
beat of second-order AM. The goal of the present study was
to address this issue by transposing to the temporal-envelope
domain the paradigm originally used by Schouten et al.
�1962� to study pitch perception of inharmonic SAM tones.
Listeners were asked to estimate the envelope-beat frequency
evoked by a second-order SAM white noise using a match-
ing procedure. The second-order modulation frequency fm�
was fixed at 5 Hz. The first-order modulation frequency fm

corresponded to 15, 20, 35, or 60 Hz �i.e., the 3rd, 4th, 7th,
or 12th harmonic of fm� �, or was shifted in frequency by �fm

�ranging from ±25 to 100% of fm� � relative to these frequen-
cies, making the complex envelope inharmonic in most con-
ditions. Figure 1 illustrates the waveforms �a� and first- and
second-order envelopes �i.e., the envelope beat� �b� of har-
monic �top panel� and inharmonic �middle panel� SAM
stimuli, for fm=35 Hz and fm� =5 Hz, when �fm=0 or
+3.75 Hz �i.e., shifts by 0 or +75% of fm� �. As shown in the
middle panel of Fig. 1, the period of the second-order enve-
lope remains constant despite the shift applied to the first-
order modulation frequency, while the time interval between
the main peaks of the first-order envelope �i.e., the largest
first-order envelope peaks per second-order cycle� is affected
�this is also true for all other values of fm used in the present
study�. It was thus reasoned that the perceived envelope-beat
frequency should be unaffected by shifts in modulation fre-
quency if listeners mainly use a modulation-distortion com-
ponent or compute explicitly the venelope. In contrast, the
perceived envelope-beat frequency should be systematically
shifted if listeners compute the envelope-beat frequency
from the time intervals between the main peaks of the first-

FIG. 1. Waveform �a�, first-order envelope �b, thin
line�, and second-order envelope �b, thick line� of a
harmonic second-order SAM stimulus with fm=35 Hz
�i.e., n=7� and fm� =5 Hz are depicted in the top panel.
Note that the main first-order envelope peaks and the
second-order envelope peaks coincide. The middle
panel shows the same stimulus after applying a fre-
quency shift �fm of +3.75 Hz to the carrier modulation
frequency. The inharmonicity of such a frequency-
shifted stimulus is revealed by the mismatch between
the main first-order envelope peaks and the second-
order envelope peaks. The bottom panel shows an in-
harmonic second-order SAM stimulus with fm

=63.75 Hz �i.e., n=12 and �fm= +3.75 Hz� and fm�
=5 Hz.
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order envelope. More specifically, the perceived shift should
be proportional to the frequency shift �fm and inversely pro-
portional to the harmonic rank n of the first-order �carrier�
modulation component in the unshifted complex envelope
�n=3, 4, 7, or 12�. As illustrated in the bottommost panel of
Fig. 1 for fm=63.75 Hz and fm� =5 Hz �i.e., for n=12 and
�fm= +3.75 Hz�, increasing n, and therefore the number of
first-order envelope cycles within a given second-order
modulation cycle, yields a smaller disparity between time
intervals in the venelope and time intervals between the main
peaks of the first-order envelope.

However, other potential cues may be used by the lis-
teners to perform the matching task leading to shifts in the
listeners’ responses. Given the subjective nature of the ad-
justment procedure, it is possible that listeners, despite in-
structions to listen for the slow envelope beat, attempt to
match the time intervals related to the carrier modulation
frequencies of the standard and matching stimuli. In addi-
tion, Moore and Moore �2003� have recently shown that the
pitch shifts described by Schouten et al. �1962� may be ex-
plained by the match of spectral centers of gravity of excita-
tion patterns. The concept of excitation pattern may also hold
in the temporal-envelope domain. Indeed, recent data by
Füllgrabe et al. �2005a� are consistent with the notion that,
under certain conditions, listeners use variations in “modula-
tion excitation pattern” �i.e., compare levels of excitation at
the output of modulation channels� when detecting changes
in modulation frequency. Therefore, in the present study,
shifts in the carrier modulation frequency should be accom-
panied by changes in the modulation excitation pattern, and
shifts in matching fm� may thus �partly� reflect the listeners’
matching of the centroids or any part of the evoked modula-
tion excitation patterns. To preclude the use of these addi-
tional cues, a second envelope-beat matching task was con-
ducted using first-order AM as the matching stimulus.

II. EXPERIMENT 1: FIRST-ORDER AM-FREQUENCY
DISCRIMINATION THRESHOLDS

A. Rationale

Before conducting the matching experiments, just-
noticeable differences in modulation frequency were as-
sessed for the AM used as carriers in the subsequent experi-
ments. This appeared necessary because the magnitude of the
frequency shifts �fm applied to the first-order �carrier�
modulation frequency fm in the matching experiments should
be greater than first-order AM-frequency discrimination
thresholds to allow us to observe any shift in the perceived
envelope-beat frequency.

B. Method

1. Listeners

Five listeners with normal hearing were tested. Their
ages ranged from 21 to 26 years. All listeners had audiomet-
ric thresholds less than 20 dB HL between 0.25 and 8 kHz
and no history of hearing difficulty. All listeners were uni-
versity students who were paid for their services. They were
given practice at each reference modulation frequency prior
to data collection.

2. Stimuli and procedure

All stimuli were generated with a PC using a 16-bit D/A
converter operating at a sampling frequency of 44.1 kHz,
and delivered diotically via Sennheiser HD 565 earphones at
70 dB SPL. The audio carrier consisted of statistically inde-
pendent realizations of white noise. Listeners were tested
individually in a sound-attenuating booth.

A two-interval, two-alternative forced-choice procedure
with feedback was used to assess the just-noticeable differ-
ence in modulation frequency of first-order AM. On each
trial, a standard stimulus having a fixed modulation fre-
quency �referred to as the reference modulation frequency
fm� and target stimulus having a variable modulation fre-
quency �fm+�fm� were successively presented in random or-
der. The listeners’ task was to indicate the interval with the
higher modulation frequency. For a given threshold run, the
reference modulation frequency was fixed at 15, 20, 35, or
60 Hz. The starting phase of the AM was randomized in each
interval. The modulation depth m was held constant at 0.5. In
each interval, the AM was applied over the full stimulus
duration chosen at random between 1 and 1.5 s, including
100-ms rise/fall times shaped using a raised-cosine function.
The randomization of the duration of the stimuli, carrying
always an integer number of modulation cycles, was used to
prevent listeners from performing the discrimination task by
counting the number of modulation cycles. All stimuli were
equated in energy �rms�. The interstimulus interval �ISI� was
fixed at 1 s.

At the beginning of a given threshold run, the modula-
tion frequency of the target stimulus always corresponded to
1.41 times the reference modulation frequency. In other
words, the modulation frequency of the target stimulus was
21.2, 28.1, 49.5, and 84.8 Hz for reference modulation fre-
quencies of 15, 20, 35, and 60 Hz, respectively. The target
modulation frequency was then varied using a two-down
one-up stepping rule that estimates the AM-frequency dis-
crimination threshold �fm �in Hz� necessary for 70.7% cor-
rect discrimination �Levitt, 1971�. The size of the �fm varia-
tion corresponded initially to a factor of 1.59 and was
reduced to 1.26 after the first two reversals. The geometric
mean of the values of �fm at the last 10 reversals in a series
of 16 reversals was taken as the threshold estimate for that
run. For each combination of listener and reference modula-
tion frequency, thresholds presented here are based upon
three estimates.

C. Results

Figure 2 shows individual and mean AM-frequency dis-
crimination thresholds �fm �� one standard deviation� plot-
ted as a function of the reference modulation frequency fm.
Overall, �fm worsens from 0.7 to 3.3 Hz when fm increases
from 15 to 60 Hz. These results are roughly in agreement
with previous data on the discrimination of AM frequencies
using tonal �Lee, 1994; Füllgrabe and Lorenzi, 2003� or
broadband-noise carriers �Formby, 1985; Hanna, 1992;
Füllgrabe et al., 2005a�. A repeated-measures analysis of
variance �ANOVA� conducted on the AM-frequency dis-
crimination data �expressed as log �fm� confirmed the global

J. Acoust. Soc. Am., Vol. 118, No. 6, December 2005 C. Füllgrabe and C. Lorenzi: Envelope-beat perception 3759



visual impression by showing a significant main effect of
reference modulation frequency �F�3,12�=16.56, p�0.001�.
In addition, the individual data reveal that, out of the five
listeners, three �HC, CN, LB� do not show constant Weber
fractions over the range of reference modulation frequencies
under study. Such a deviation from a Weber relationship is
also seen in previous studies using a larger modulation depth
�Formby, 1985; Hanna, 1992; Lee, 1994�.

III. EXPERIMENT 2: SECOND-ORDER AM-
FREQUENCY MATCHING WITH SECOND-ORDER AM

A. Method

The apparatus and experimental setup used in the match-
ing experiment were identical to that used in the discrimina-
tion experiment. Stimulus duration was chosen at random
from two values �1 or 1.5 s� and the ISI was fixed at 990 ms.

1. Listeners

The same five listeners who participated in the AM-
frequency discrimination experiment took part in the first
matching experiment conducted with harmonic second-order
AM matching stimuli. Listeners were given between 1 and
2 h of practice prior to data collection in order to familiarize
them with the adjustment procedure.

2. Stimuli and procedure

In each matching run, listeners were asked to adjust the
second-order modulation frequency of a second-order SAM
stimulus to match the perceived envelope-beat frequency of
a second-order SAM standard stimulus. The equation of the
envelope of the standard and matching stimuli is given by

Env�t� = 1 + �m + m� sin�2�fm� t + ���sin�2�fmt + �� , �1�

where fm and fm� correspond to the first- and second-order
modulation frequencies, respectively, and m and m� corre-
spond to the first- and the second-order modulation depths,
respectively, which were both set to 0.5. The starting phases
� of the first- and second-order modulations were identical
and randomized for each stimulus.

The matching stimulus was always harmonic in the
modulation domain: the first-order modulation frequency fm

was a multiple integer of the second-order modulation fre-
quency fm� as shown by the following equation:

fm = nfm� , �2�

where n corresponds to the harmonic rank of fm� . Within a
matching run, n was fixed at 3, 4, 7, or 12.

The second-order modulation frequency fm� of the stan-
dard stimulus was fixed at a nominal value of 5 Hz. At the
beginning of each matching run, fm� was randomized within a
range of 20% above or below this nominal value of 5 Hz to
prevent listeners from storing an estimate of fm� in long-term
memory. The first-order modulation frequency fm was then
computed according to the following equation:

fm = nfm� + �fm, �3�

where �fm corresponds to a frequency shift. fm was either
fixed at a nominal value of 15, 20, 35, or 60 Hz when �fm

=0% or was shifted in frequency by �fm �ranging from
±25% to ±100% of the standard fm� � relative to these nomi-
nal frequencies, making the complex envelope inharmonic
for values of �fm different from ±100%. Thus, this shift
was ±1.25, ±2.5, ±3.75, or ±5 Hz when fm� was strictly
equal to 5 Hz �its nominal value�.

The starting value of fm� of the matching stimulus was
randomized within a range of 50%–60% above or below fm�
of the standard stimulus used for the current run. The listener
used mouse clicks on two buttons displayed on the computer
screen to raise fm� of the matching stimulus by 1% or 10%
and two other buttons to lower fm� by 1% or 10%. Since its
carrier modulation frequency was an integer multiple of fm� ,
the matching stimulus always showed a harmonic structure.
There was no limit on the number of adjustments within a
matching run; a matching run was ended by the listener
when he/she was satisfied with the envelope-beat match by
clicking on a fifth button. No feedback was provided. Listen-
ers were asked to listen for the slow, cyclic fluctuation in
modulation depth and were encouraged to use a bracketing
strategy. For each of the experimental conditions completed

FIG. 2. Individual and mean AM-frequency discrimina-
tion thresholds for five listeners. Difference limens �fm

�in Hz� are plotted as a function of the reference modu-
lation frequency fm. Error bars represent � one stan-
dard deviation across repeated measures or across lis-
teners. Horizontal dotted lines indicate the four
frequency shifts used in the envelope-beat matching ex-
periments.
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in random order, the final estimate of the standard second-
order modulation frequency was based on four estimates per
listener.

B. Results

Mean and individual results obtained using harmonic
second-order SAM matching stimuli are given in Fig. 3. The
observed shifts in matching fm� �expressed as a percentage of
the standard fm� � are plotted as a function of the �shifted or
unshifted� standard carrier modulation frequency fm for each
harmonic rank �n=3, 4, 7, or 12�. Straight broken lines illus-
trate predictions based on the ratio �fm /n, i.e., a transposi-
tion to the modulation-frequency domain of the “first effect
of pitch shift” observed by Schouten et al. �1962�. In other
words, the shift in perceived fm� should be proportional to the
frequency shift of the carrier modulation and inversely pro-
portional to the harmonic rank of the carrier modulation
component if listeners estimate the beat frequency from the
time intervals between the main first-order envelope peaks.
Here, predictions are calculated using the harmonic rank of
the carrier modulation. Filled symbols correspond to cases
where harmonic second-order SAM standard stimuli were
used, while open symbols denote the use of inharmonic
second-order SAM standard stimuli.

The inspection of the AM-frequency discrimination data
obtained in experiment 1 reveals that the different frequency
shifts �fm used in the matching experiment �cf. horizontal
dotted lines in Fig. 1� were not always detectable �as defined
by the used stepping rule� by all listeners. For fm�35 Hz,

shifts of at least +2.5 Hz �i.e., +50% when fm� =5 Hz� were
above threshold for four out of the five listeners �on average
by a factor of 1.7 to 7�, while listener CN detected shifts of
the same magnitude only for fm�20 Hz. When fm=60 Hz,
two listeners �CN, LB� were not able to perceive any fre-
quency shifts. By contrast, frequency shifts of at least
+3.75 Hz �i.e., +75%� were still supra-threshold, even
though less perceptible �on average twice the threshold�, for
the remaining three listeners. This finding somewhat limits
the interpretation of the adjustment data obtained for the
highest carrier modulation frequency, since the absence of a
systematic shift in matching fm� would be compatible with all
the different hypotheses listed in the introduction �i.e.,
modulation-distortion or venelope component, temporal
mechanism, modulation excitation-pattern cues�.

Overall, the results indicate that listeners are able to ad-
just accurately the matching fm� to the second-order modula-
tion frequency of unshifted harmonic standard stimuli, but
under- or overestimate the envelope-beat frequency of
frequency-shifted standard stimuli. In that case, prominent
systematic shifts in matching fm� are observed mainly for the
two lowest values of n, i.e., when the nominal carrier modu-
lation frequency was 15 or 20 Hz. Here, shifts in matching
fm� range on average from −10% to +8% and from −8% to
+4% of the standard fm� when n=3 and 4, respectively. These
overall trends represent well the shifts observed in individual
data of three out of the five listeners �HC, CN, LB�. For the
remaining two listeners �MH, PE�, shifts in matching fm� are
less pronounced or less systematic. Listener MH shows a
general underestimation �i.e., mainly negative shifts� of the

FIG. 3. Individual and mean results
for the envelope-beat matching task,
using harmonic second-order SAM
matching stimuli. In each panel, the
observed shift in matching fm� �ex-
pressed as a percentage of the standard
fm� � is plotted as a function of the shift
in carrier modulation frequency fm for
each harmonic number �n=3
�squares�, 4 �circles�, 7 �diamonds�, or
12 �triangles��. Open and filled sym-
bols correspond to cases where the
standard stimulus had an inharmonic
and a harmonic structure, respectively.
The dotted line indicates adjustments
to the standard fm� , while the straight
broken lines show predictions based
on �fm /n, with n corresponding to the
harmonic rank of the carrier modula-
tion. To avoid cluttering, error bars
represent only � or � one standard
deviation across repeated adjustments
or across listeners.
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second-order modulation frequency. For the higher nominal
carrier modulation frequencies under study �when n=7 or
12�, introducing frequency shifts does not systematically af-
fect the perception of the envelope-beat frequency in four out
of the five listeners. However, systematic shifts are also ap-
parent at these higher harmonic ranks in listener HC. It is
noteworthy that the individual standard deviations of match-
ing fm� stay constant across the different harmonic ranks.

In all listeners, when shifts in matching fm� occurred, the
magnitudes of these shifts tend to decrease as a function of
harmonic rank, thereby following qualitatively the predic-
tions. However, shifts are consistently smaller than what can
be expected based on �fm /n.

Best-fitting lines �not shown� were calculated for the
data obtained at each harmonic rank to compare slopes of
predicted and observed shift lines. Table I shows goodness-
of-fit measures �r2� of the linear model adjusted to the mean
data. For all harmonic ranks, the data points are well fitted by
the linear model �all r2	0.59�. The inspection of best-fitting
lines for individual adjustment data reveals that, when shifts
are observed, the linear model provides a good fit for each
listener �all r2	0.55�, and the observed slopes are approxi-
mately two to four times shallower than those predicted by
the ratio �fm /n.

To test if the slopes of the observed shifts in perceived
envelope-beat frequency are significantly different from
zero, the 95% confidence intervals for the slopes of the best-
fitting lines were calculated. Zero slopes would be predicted
if a modulation-distortion or venelope component rather than
the first-order envelope determined the perceived envelope-
beat frequency. Table I shows predictions and observed mean
slopes for all experimental conditions �type of matching
stimulus
harmonic rank�. The last two columns indicate if
the predicted and/or zero slopes fall within ��� or outside
�
� the 95% confidence interval �CI.95; the lower and upper
limits of the interval are given in parentheses�.

The results in Table I reveal that, for second-order SAM

matching stimuli, all observed slopes differ significantly
from predicted shift lines, confirming the visual impression
that the observed shifts are always smaller than �fm /n. How-
ever, the statistical analysis indicates that the observed slopes
are significantly different from zero when n=3 and 4, only.

IV. EXPERIMENT 3: SECOND-ORDER AM-
FREQUENCY MATCHING WITH FIRST-ORDER AM

A. Method

In the second matching experiment, listeners were asked
to adjust the modulation frequency of a first-order SAM
matching stimulus to be equal to the perceived envelope-beat
frequency of a second-order SAM standard stimulus. The
apparatus, experimental setup, matching procedure, and
stimulus parameters were otherwise identical to those used in
the first matching experiment. However, measurements con-
ducted with this type of matching stimulus were restricted to
conditions where n=3 and 12 and the standard stimulus was
frequency-shifted only by 0%, ±50%, or ±100% of the stan-
dard fm� .

Four out of the initial five listeners took part in this
matching experiment. All listeners initially had difficulty per-
forming the matching task, leading to poor consistency
across repeated adjustments. Informal questioning of the lis-
teners revealed that this difficulty was due to the different
percepts evoked by the second-order SAM standard and first-
order SAM matching stimuli �it is noteworthy that similar
difficulties were already mentioned by Schouten et al. �1962�
when SAM tones had to be matched with unmodulated pure
tones�. Thus, listeners received at least three practice runs in
each experimental condition prior to data collection. This
lasted approximately 4 h.

TABLE I. Observed mean and predicted slopes as a function of matching-stimulus type and harmonic rank n. The goodness-of-fit of linear best-fitting lines
for mean shifts in matching fm or fm� is given by r2. Predictions are based on the ratio �fm /n, with n corresponding to the harmonic rank of the first-order
�carrier� modulation of the standard stimulus. The last two columns indicate if the predicted and/or zero slopes fall inside ��� or outside �
� the 95%
confidence interval �CI.95� around the observed slope.

Type of SAM
matching
stimuli

Harmonic
rank n r2

Observed slope
�CI.95�

Predicted
slope

Difference from
predicted

Difference from
zero

first-order 3 0.99 1.76
�−0.56;4.08�

6.67 
 �

first-order
�without PE�

3 0.99 2.39
�0.22; 4.57�

6.67 
 


first-order 12 0.68 0.49
�−0.53;1.50�

1.67 
 �

second-order 3 0.89 1.95
�0.92; 3�

6.67 
 


second-order 4 0.97 1.16
�0.62; 1.72�

5 
 


second-order 7 0.74 0.51
�−0.07;1.08�

2.86 
 �

second-order 12 0.59 0.40
�−0.13;0.93�

1.67 
 �
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B. Results

Mean and individual results obtained using a first-order
SAM matching stimulus are plotted in Fig. 4. For n=3, sys-
tematic shifts in matching fm �expressed as a percentage of
the standard fm� � are apparent in all listeners, except for lis-
tener PE, who already showed less pronounced shifts in the
previous matching task. For the highest harmonic rank tested
here �n=12�, a systematic change in perceived envelope-beat
frequency with shifts in carrier modulation frequency is only
apparent in listener HC, who was the only listener showing a
shift in the same harmonic rank condition using a second-
order SAM matching stimulus. The steepness of the ob-
served individual shift lines is similar to that obtained with
second-order SAM matching stimuli. In contrast to the first
matching experiment, all listeners systematically overesti-
mated the second-order AM frequency of the standard stimu-
lus �on average, by about 21% and 7% of the standard fm�
when n=3 and 12, respectively�. In addition, the listeners’
adjustments were more variable over the four repeated mea-
sures when a first-order SAM matching stimulus was used
than when the standard and matching stimuli consisted of
second-order AM.

As shown in Table I, both observed slopes for first-order
SAM matching stimuli differ significantly from predicted
shift lines, but none is significantly different from zero de-
spite the apparent systematic shifts in three listeners with n
=3. However, when listener PE, who shows no systematic
shift in this condition, is excluded from the analysis, the
slope is significantly different from zero. The comparison of

slopes observed in the two matching experiments for identi-
cal harmonic ranks shows no significant difference due to the
type of SAM matching stimuli used.

V. GENERAL DISCUSSION

Previous studies reviewed in the Introduction section
provided evidence that the perception of the envelope beat of
two- or three-component modulators is based on a
modulation-distortion or venelope component at the
envelope-beat frequency. This assumption was tested in two
envelope-beat matching experiments. The present results
showed that audible frequency shifts applied to the carrier
modulation frequency of a second-order SAM stimulus had a
systematic effect on the perception of its envelope beat; an
increase �or decrease� in carrier modulation frequency by
�fm led to an overestimation �or underestimation� of the
envelope-beat frequency by an amount that was roughly pro-
portional to �fm. Such shifts in perceived envelope-beat fre-
quency occurred mainly at the lowest carrier modulation fre-
quencies �at harmonic ranks 3 and 4�, although one listener
showed a systematic effect of �fm at all harmonic ranks un-
der study �i.e., 3–12�. This observation indicates that, at least
at these low carrier modulation frequencies, the perceived
slow envelope beat is not determined by a modulation-
distortion or venelope component, both of which should have
led to adjustments to the envelope-beat frequency indepen-
dently of the harmonicity of the modulation components. In-
stead, the data are in line with the idea that it is the first-order
envelope that provides crucial information for envelope-beat

FIG. 4. Individual and mean results
for the envelope-beat matching task,
using first-order SAM matching
stimuli. Otherwise as in Fig. 3. Note
that the ordinate only shows positive
shifts in matching fm. Predictions �bro-
ken lines� continue below zero as indi-
cated by the short dashes.
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perception. According to this interpretation, the observed
shifts in perceived fm� are due to changes in the time intervals
between prominent peaks in the first-order envelope. The
present results therefore appear consistent with the existence
of a purely temporal mechanism computing the time inter-
vals between the main peaks of the first-order envelope. At
first sight, it may be assumed that the current matching data
�shallower-than-predicted frequency-shift functions and ef-
fect of increasing n� reflect the effect of internal noise and
coding variance that increases with the first-order modulation
frequency. This notion is consistent with the general form of
the modulation-frequency discrimination functions reported
in experiment 1. However, in experiments 2 and 3, this added
noise should increase the variance among matches in any
condition without changing the average value. Thus, such an
interpretation must be discarded. A more plausible interpre-
tation may be that listeners do not maintain consistent use
among the possible first-order envelope peaks that can esti-
mate the second-order envelope period during a single �and
relatively long� observation interval. As a consequence, the
final judgment of the second-order envelope period may cor-
respond to an average of the various estimates. With increas-
ing n, this average converges on the period of the second-
order modulator leading to a reduction of the shift in
estimated envelope-beat frequency.

In the framework of currently proposed AM-processing
schemes, the temporal mechanism should operate at the out-
put of the envelope detector �i.e., a bank of modulation chan-
nels or a temporal integrator�. This view contrasts with the
parallel �i.e., dual-route� architecture �proposed for venelope
extraction� since it suggests distinct, but sequentially coordi-
nated processing stages for the extraction of auditory first-
and second-order temporal-envelope information.

Though the present set of data does not necessarily pre-
clude the existence of a �weak� modulation-distortion or
venelope component, it clearly minimizes the role played by
such a component in temporal-envelope-beat perception. In-
deed, the smaller-than-expected shifts in matching fm or fm�
may indicate that listeners have access to both high-
frequency carrier modulation information and low-frequency
modulation-distortion or venelope information and the per-
ceived envelope-beat frequency corresponds to some form of
trade-off or competition between these two sources of infor-
mation. However, in contrast with the “competition hypoth-
esis,” detailed inspection of individual data reveals that lis-
teners did not adjust the matching fm or fm� alternatively to fm

or fm� of the standard stimulus across successive adjustments.
Since the second-order SAM standard and matching

stimuli used in experiment 2 had identical harmonic ranks,
listeners might have matched excitation patterns evoked by
these stimuli in the modulation-frequency domain, rather
than the low-frequency envelope beat. For instance, listeners
might have matched the centroids or any part of the modu-
lation excitation patterns. Given the poor selectivity of the
auditory system in the modulation-frequency domain �e.g.,
Ewert and Dau, 2000�, this would be possible at the lowest
carrier modulation frequencies �i.e., when n=3 or 4�, only.
Thus, the observed shifts in matching fm� at n=3 and 4 may
�partly� reflect variations in modulation excitation patterns.

Biases of this type were reported by Moore and Moore
�2003� in the audio-frequency domain for pitch perception of
inharmonic SAM tones. In the modulation-frequency do-
main, shifts due to changes in modulation excitation patterns
are not expected when the matching stimulus is a first-order
AM. However, shifts in matching fm with similar slopes to
those obtained with second-order SAM matching stimuli
were observed in three out of four listeners at n=3. Thus, it
appears that modulation excitation-pattern cues were not
used in the first matching task. Nevertheless, when first-order
SAM matching stimuli were used, most listeners largely
overestimated the envelope-beat frequency of standard
stimuli, suggesting that the high-frequency information of
the carrier and/or sideband components contributed to the
listeners’ estimates. In other words, the more rapid first-order
fluctuations acted somewhat like a perceptual anchor, posi-
tively biasing the perceived second-order modulation fre-
quency of the standard stimuli. However, several observa-
tions invalidate the idea that the listeners solely relied on this
high modulation-frequency cue. Firstly, shifts in matching fm

rarely exceeded 50% of the standard fm� �i.e., about 2.5 Hz�
and, secondly, the magnitude of the shifts did not increase
but in fact decreased with carrier modulation frequency.

Finally, an alternative �albeit more speculative� interpre-
tation is that different mechanisms operate in the low and
high modulation-frequency regions; slow envelope fluctua-
tions may be coded by temporal response patterns while fast
envelope fluctuations may be coded by discharge rate. Such a
dual AM-coding scheme has been supported by recent physi-
ological �Schulze and Langner, 1997; Lu et al., 2001a, b� and
modeling studies �Sheft and Yost, 2005�. As a consequence,
envelope-beat information may be processed via a temporal
mechanism when carried by low-frequency modulations,
whereas a weak, but audible, modulation-distortion or vene-
lope component would become �more� important when
higher modulation components are used. Given the intrinsic
limitations of the present experimental setting, it is not pos-
sible to determine which of the two approaches �distortion/
venelope component versus temporal mechanisms� is re-
sponsible for the fact that shifts in matching fm or fm�
disappear when the modulation components are above
30 Hz.

VI. SUMMARY AND CONCLUSIONS

Taken together, the results indicate the following.

�1� The perception of the low-frequency envelope beat of
complex temporal envelopes with modulation compo-
nents below 30 Hz is not determined by a modulation-
distortion or venelope component. Instead, it relies at
least partially on first-order envelope information, sug-
gesting that current models of complex temporal-
envelope perception should be revised to incorporate a
contribution of first-order envelope information.

�2� The perceived slow envelope beat of complex temporal
envelopes with modulation components below 25 Hz is
not influenced by changes in modulation excitation-
pattern cues evoked by those stimuli.
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�3� The perception of low-frequency envelope beats presum-
ably results from the operation of a purely temporal
mechanism estimating the time intervals between the
most prominent peaks in the first-order envelope. Such a
mechanism operates at the output of either type of enve-
lope processor: a modulation filterbank or a temporal
integrator. Alternatively, the reported results of smaller-
than-predicted shifts may be consistent with a combina-
tion of a modulation-distortion or venelope component
and first-order timing information.

ACKNOWLEDGMENTS

This research was supported by a MENRT grant to C.
Füllgrabe and a grant from the Institut Universitaire de
France to C. Lorenzi. We wish to thank B. C. J. Moore for
having suggested the second matching experiment and for
his helpful comments during the course of this research. We
also thank Neal Viemeister for helpful discussions and Stan
Sheft and an anonymous reviewer for valuable suggestions
on previous versions of this manuscript.

Bacon, S. P., and Grantham, D. W. �1989�. “Modulation masking patterns:
Effects of modulation frequency, depth, and phase,” J. Acoust. Soc. Am.
85, 2575–2580.

Dau, T., Kollmeier, B., and Kohlrausch, A. �1997a�. “Modeling auditory
processing of amplitude modulation. I. Modulation detection and masking
with narrow-band carriers,” J. Acoust. Soc. Am. 102, 2892–2905.

Dau, T., Kollmeier, B., and Kohlrausch, A. �1997b�. “Modeling auditory
processing of amplitude modulation. II. Spectral and temporal integration
in modulation detection,” J. Acoust. Soc. Am. 102, 2906–2919.

Ewert, S. D., and Dau, T. �2000�. “Characterizing frequency selectivity for
envelope fluctuations,” J. Acoust. Soc. Am. 108, 1181–1196.

Ewert, S. D., Verhey, J. L., and Dau, T. �2002�. “Spectro-temporal process-
ing in the envelope-frequency domain,” J. Acoust. Soc. Am. 112, 2921–
2931.

Formby, C. �1985�. “Differential sensitivity to tonal frequency and to the
rate of amplitude modulation of broadband noise by normally hearing
listeners,” J. Acoust. Soc. Am. 78, 70–77.

Füllgrabe, C., and Lorenzi, C. �2003�. “The role of envelope beat cues in the
detection and discrimination of second-order amplitude modulation,” J.
Acoust. Soc. Am. 113, 49–52.

Füllgrabe, C., Demany, L., and Lorenzi, C. �2005a�. “Detecting changes in
amplitude-modulation frequency: A test of the concept of excitation pat-
tern in the temporal-envelope domain,” in Auditory Signal Processing:
Physiology, Psychoacoustics, and Models, edited by D. Pressnitzer, A. de
Cheveigné, S. McAdams, and L. Collet �Springer, New York�, pp. 230–
236.

Füllgrabe, C., Maillet, D., Moroni, C., Belin, C., and Lorenzi, C. �2004�.
“Detection of 1st- and 2nd-order temporal envelope cues in a patient with
left superior cortical damage,” Neurocase 10, 189–197.

Füllgrabe, C., Moore, B. C. J., Demany, L., Ewert, S. D., Sheft, S., and
Lorenzi, C. �2005b�. “Modulation masking with 2nd-order modulators,” J.
Acoust. Soc. Am. 117, 2158–2168.

Hanna, T. E. �1992�. “Discrimination and identification of modulation rate

using noise carrier,” J. Acoust. Soc. Am. 91, 2122–2128.
Houtgast, T. �1989�. “Frequency selectivity in amplitude-modulation detec-

tion,” J. Acoust. Soc. Am. 85, 1676–1680.
Lee, J. �1994�. “Amplitude modulation rate discrimination with sinusoidal

carriers,” J. Acoust. Soc. Am. 96, 2140–2147.
Levitt, H. �1971�. “Transformed up-down methods in psycho-

acoustics,” J. Acoust. Soc. Am. 49, 467–477.
Lorenzi, C., Soares, C., and Vonner, T. �2001a�. “Second-order temporal

modulation transfer functions,” J. Acoust. Soc. Am. 110, 1030–1038.
Lorenzi, C., Simpson, M. I. G., Millman, R. E., Griffiths, T. D., Woods, W.

P., Rees, A., and Green, G. G. R. �2001b�. “Second-order modulation
detection thresholds for pure-tone and narrow-band noise carriers,” J.
Acoust. Soc. Am. 110, 2470–2478.

Lu, T., Liang, L., and Wang, X. �2001a�. “Neural representations of tempo-
rally asymmetric stimuli in the auditory cortex of awake primates,” J.
Neurophysiol. 85, 2364–2380.

Lu, T., Liang, L., and Wang, X. �2001b�. “Temporal and rate representations
of time-varying signals in the auditory cortex of awake primates,” Nat.
Neurosci. 4, 1131–1138.

Millman, R. E., Green, G. G. R, Lorenzi, C., and Rees, A. �2003�. “Effect of
a modulation noise masker on the detection of second-order amplitude
modulation,” Hear. Res. 178, 1–11.

Moore, B. C. J., Sek, A., and Glasberg, B. R. �1999�. “Modulation masking
produced by beating modulators,” J. Acoust. Soc. Am. 106, 908–918.

Moore, G. A., and Moore, B. C. J. �2003�. “Perception of the low pitch of
frequency-shifted complexes,” J. Acoust. Soc. Am. 113, 977–985.

Schouten, J. F., Ritsma, R. J., and Cardozo, B. L. �1962�. “Pitch of the
residue,” J. Acoust. Soc. Am. 34, 1418–1424.

Schulze, H., and Langner, G. �1997�. “Periodicity coding in the primary
auditory cortex of the Mongolian gerbil �Meriones unguiculatus�: two dif-
ferent coding strategies for pitch and rhythm?,” J. Comp. Physiol., A 181,
651–663.

Sek, A., and Moore, B. C. J. �2003�. “Testing the concept of a modulation
filter bank: The audibility of component modulation and detection of
phase change in three-component modulators,” J. Acoust. Soc. Am. 113,
2801–2811.

Sek, A., and Moore, B. C. J. �2004�. “Estimation of the level and phase of
the simple distortion tone in the modulation domain,” J. Acoust. Soc. Am.
116, 3031–3037.

Shannon, R. V., Zeng, F., Kamath, V., Wygonski, J., and Ekelid, M. �1995�.
“Speech recognition with primarily temporal cues,” Science 270, 303–
304.

Sheft, S., and Yost, W. A. �1997�. “Modulation detection interference with
two-component masker modulators,” J. Acoust. Soc. Am. 102, 1106–
1112.

Sheft, S., and Yost, W. A. �2005�. “Minimum integration times for process-
ing of amplitude modulation,” in Auditory Signal Processing: Physiology,
Psychoacoustics, and Models, edited by D. Pressnitzer, A. de Cheveigné,
S. McAdams, and L. Collet �Springer, New York�, pp. 244–250.

Shofner, W. P., Sheft, S., and Guzman, S. J. �1996�. “Responses of ventral
cochlear nucleus units in the chinchilla to amplitude modulation by low-
frequency, two-tone complexes,” J. Acoust. Soc. Am. 99, 3592–3605.

Smith, Z. M., Delgutte, B., and Oxenham, A. J. �2002�. “Chimaeric sounds
reveal dichotomies in auditory perception,” Nature �London� 416, 87–90.

Strickland, E. A., and Viemeister, N. F. �1996�. “Cues for discrimination of
envelopes,” J. Acoust. Soc. Am. 99, 3638–3646.

Verhey, J. L., Ewert, S. D., and Dau, T. �2003�. “Modulation masking pro-
duced by complex tone modulators,” J. Acoust. Soc. Am. 114, 2135–2146.

Viemeister, N. F. �1979�. “Temporal modulation transfer functions based
upon modulation thresholds,” J. Acoust. Soc. Am. 66, 1364–1380.

J. Acoust. Soc. Am., Vol. 118, No. 6, December 2005 C. Füllgrabe and C. Lorenzi: Envelope-beat perception 3765



Spatial unmasking of birdsong in human listeners: Energetic
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Spatial unmasking describes the improvement in the detection or identification of a target sound
afforded by separating it spatially from simultaneous masking sounds. This effect has been studied
extensively for speech intelligibility in the presence of interfering sounds. In the current study,
listeners identified zebra finch song, which shares many acoustic properties with speech but lacks
semantic and linguistic content. Three maskers with the same long-term spectral content but
different short-term statistics were used: �1� chorus �combinations of unfamiliar zebra finch songs�,
�2� song-shaped noise �broadband noise with the average spectrum of chorus�, and �3�
chorus-modulated noise �song-shaped noise multiplied by the broadband envelope from a chorus
masker�. The amount of masking and spatial unmasking depended on the masker and there was
evidence of release from both energetic and informational masking. Spatial unmasking was greatest
for the statistically similar chorus masker. For the two noise maskers, there was less spatial
unmasking and it was wholly accounted for by the relative target and masker levels at the
acoustically better ear. The results share many features with analogous results using speech targets,
suggesting that spatial separation aids in the segregation of complex natural sounds through
mechanisms that are not specific to speech. © 2005 Acoustical Society of America.
�DOI: 10.1121/1.2130949�

PACS number�s�: 43.66.Dc, 43.66.Pn �RAL� Pages: 3766–3773

I. INTRODUCTION

In natural environments, sound sources of interest often
must be extracted from a background of noise and other dis-
tracting sounds. There is a rich history of studies addressing
this problem in the context of speech intelligibility, where a
listener must extract the content of one source �a “target”� in
the presence of competing sources �“maskers;” see
Bronkhorst �2000� for a recent review�. Masking is thought
to have two main forms. The first is “energetic masking,” in
which the masker reduces the audibility of components of
the target due to interference in peripheral frequency chan-
nels. The classic illustration of energetic masking is the dis-
ruption of speech intelligibility caused by the presence of
broadband noise. However, a different kind of masking can
occur in addition to energetic masking, or even in the ab-
sence of frequency overlap between target and masker. If a
competing signal has similar spectro-temporal characteris-
tics, it can interfere with the perception of a target at a more
central perceptual level �so-called “informational masking;”
Pollack, 1975; Watson, 1987; Durlach et al., 2003�. For ex-
ample, this kind of masking is thought to be a factor in the
masking of speech by other talkers with similar voices �Car-
hart et al., 1969; Brungart et al., 2001�.

In most masking situations, spatial separation of the tar-
get from the masker�s� improves performance. For primarily

energetic maskers, this “spatial unmasking” has two compo-
nents. First, the relative energy of the target and masker
reaching the ears changes with target and masker location.
Usually, spatial separation of target and masker increases the
audibility of the target in each frequency band at one of the
ears. Second, binaural processing increases the audibility of
a target in a particular band if the target and masker contain
different interaural time and/or level differences �Zurek,
1993; Bronkhorst, 2000�. For primarily informational
maskers, the benefit of spatial separation can be much greater
than for energetic maskers. In these conditions it is thought
that the differences in perceived location strengthen the for-
mation of distinct objects and reduce confusion between the
two sources �Freyman et al., 1999; Arbogast et al., 2002;
Kidd et al., 2005�.

Many studies have attempted to unravel the contribution
of these various factors to speech-on-speech masking and
spatial unmasking. Energetic effects are examined by using a
noise masker that is matched in its magnitude spectrum to
the long-term average spectrum of speech �“speech-shaped
noise”�. As speech maskers contain large fluctuations in en-
ergy which may allow subjects to “listen in the gaps,” a more
appropriate energetic masking control for actual speech is a
noise masker modulated by the envelope of a speech signal.
Although informational masking is somewhat more difficult
to isolate using natural stimuli, it is often assumed to include
any additional masking seen with a speech-on-speech masker
that cannot be explained by energetic effects in the peripheral
auditory representation. Several recent studies adopted a
powerful paradigm to minimize energetic masking and em-
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the Association for Research in Otolaryngology.
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phasize informational masking by processing competing
speech signals to have very little masking due to spectral
overlap �e.g., see Arbogast et al., 2002�. These studies sug-
gest that fundamentally different mechanisms underlie spa-
tial release from energetic and informational masking. For
instance, one important feature of spatial release from infor-
mational masking is that it appears to be robust to reverbera-
tion, unlike spatial release from energetic masking �Kidd et
al., 2005�.

In natural environments, both energetic and informa-
tional masking undoubtedly influence the perception of
sound sources �e.g., see Oh and Lutfi, 1999�. Interestingly,
few studies have examined spatial unmasking with complex
natural sounds other than speech. In the current study, zebra
finch songs were used to replace human speech in some of
the classic masking conditions described above. One reason
for using zebra finch song as a stimulus is that it has a struc-
ture that is similar to speech: both are spectro-temporally
complex but relatively sparse, both have clear harmonic
structure, and both possess dynamic features such as fre-
quency modulation and comodulation across frequency
�Doupe and Kuhl, 1999�. By using these songs as stimuli in
human experiments we can uncouple the influences of com-
plex spectro-temporal sound structure from top-down lin-
guistic and semantic effects that may affect masked speech
perception. In previous studies this goal has been met using
reversed speech, which is strongly speechlike but is not in-
telligible �e.g., see Freyman et al., 2001�. However, if spatial
unmasking follows similar patterns for zebra finch song, it
strongly suggests that the brain has general mechanisms for
dealing with complex structured stimuli that are not specific
to speech.

II. METHODS

A. Stimuli

1. Target songs

Songs from five male zebra finches �Taeniopygia gut-
tata� were used as target stimuli. Between 5 and 30 songs
were recorded from each of the five birds. Recordings were
conducted in a single-walled sound-treated both �Industrial
Acoustics Company, New York� using a single microphone

�Audio-Technica AT3031� placed 7 in. above the caged bird.
Often, to entice singing, a female bird was placed tempo-
rarily in a neighboring cage in the booth. Four of the birds
were recorded with a sampling rate of 32 kHz and one with
a rate of 41.1 kHz.

Recorded songs consisted of many smaller elements
�syllables� arranged into repeated patterns �motifs�. Five
similar motifs were selected from each bird’s repertoire.
Each motif was highly stereotypical for a particular bird but
quite distinct from those of the other birds. For example,
each bird’s motif generally consists of a particular pattern of
syllables repeated in a fixed order with nearly identical
rhythm. Motifs vary across birds in the exact syllables mak-
ing up the motif as well as the number and rhythm of the
syllables. Overall duration of the motifs varied from
750 to 1000 ms across the five birds. For uniformity, all
were low-pass filtered at 8 kHz before use in this experi-
ment. The 25 motifs were used both for the identification
training and for the masking experiment �see Sec. II B�. A
spectrogram representation of a sample target motif is shown
in Fig. 1�a�.

2. Masker stimuli

Three types of masker were used, all with the same
long-term spectral characteristics but different short-term sta-
tistics. All maskers were generated with duration 1 s to en-
sure that all target motifs could be fully masked in time.
Figure 1 �panels b–d� shows spectrogram representations of
examples of each of the three maskers.

Chorus maskers: To make maskers that could easily be
mistaken for targets, chorus maskers were generated by add-
ing three song motifs from unfamiliar birds together. Six
such mixtures were generated by using all possible combina-
tions of three unfamiliar motifs drawn randomly from a set
of five. These unfamiliar motifs were obtained in a previous
experiment from five unfamiliar birds. Before adding the un-
familiar motifs to create the chorus, each was looped as nec-
essary to create a 1-s long signal. An example of a chorus
masker is shown in Fig. 1�b�.

Song-shaped noise maskers: Song-shaped noise maskers
were created by generating broadband noise that had a spec-

FIG. 1. Spectrograms of �a� an example target song, �b�
a chorus masker, �c� a song-shaped noise masker, and
�d� a chorus-modulated noise masker.
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tral profile matching that of the average of the set of chorus
maskers. Twelve independent maskers were generated and an
example is shown in Fig. 1�c�.

Chorus-modulated noise maskers: Chorus-modulated
noise maskers were generated by modulating a song-shaped
noise with the envelope from a random chorus masker. Six
such maskers were created, using the six chorus envelopes
and six different song-shaped noises. These maskers are
more similar to the song targets than the song-shaped noise
maskers as they contain broad fluctuations in energy over
time. An example is shown in Fig. 1�d�.

On each trial, one target and one masker were presented
simultaneously at one of seven randomly selected target-to-
masker ratios �TMRs�. TMR was calculated using the broad-
band rms levels of the two signals. The target level was
varied to produce TMRs evenly spaced between −40 and
8 dB. These TMRs were chosen on the basis of preliminary
testing to span the sloping portions of psychometric func-
tions relating identification performance to TMR. The overall
presentation level of the stimulus was set by individual sub-
jects such that the masker level �which remains fixed on
every trial� was at a comfortable listening level and the high-
est TMR was not uncomfortable.

3. Spatialization

For the masking experiment, stimuli were first processed
to create binaural signals containing realistic spatial cues,
then presented over headphones. The stimuli were processed
with pseudo-anechoic head-related transfer functions
�HRTFs� measured on a KEMAR manikin at a distance of
1 m �Shinn-Cunningham et al., 2005� in the horizontal plane
at the level of the ears �0° elevation�. In all trials the target
was processed by the HRTFs from straight ahead �0° azi-
muth�. The masker was processed with either the same
HRTFs at 0° azimuth �“co-located”� or with HRTFs at 90°
azimuth �“spatially separated”�, as depicted in Fig. 2.

The resulting spatialized target and masker signals were
then added to simulate two sources with the desired spatial
cues. To create a realistic, externalized percept, the left and
right ear binaural signals for target and masker were summed
�“spatial” presentation�. In control trials, the energetically
“better ear” �the one with the highest target-to-masker ratio�
was presented to both ears simultaneously �“diotic” control�.
This condition exactly reproduced the TMR at the better ear
caused by the spatial configuration of target and masker, but
removed any differences in perceived location of target and
masker.

Casual listening confirmed that the recorded zebra finch
songs signals were very “dry” �i.e., not strongly affected by
reverberation�. Furthermore, because each signal was pro-
cessed through anechoic HRTFs to generate the spatialized
stimuli, any reverberant energy present in the recorded songs
could not have caused any interaural decorrelation which
might reduce spatial unmasking.

B. Experimental procedures

1. Subjects

Five listeners �one male, four female, aged 22–27� were
paid for their participation in the experiment, which included
both training and testing �see below�. Listeners were
screened to ensure that they had normal hearing �within
10 dB� for frequencies between 250 Hz and 8 kHz.

2. Environment

Presentation of the stimuli was controlled by a PC,
which selected the stimulus to play on a given trial. Digital
stimuli were resampled to 50 kHz and sent to Tucker-Davis
Technologies hardware for D/A conversion and attenuation
before presentation over headphones �Sennheiser HD-580�.
Subjects were seated in a sound-treated booth in front of the
PC terminal displaying a graphical user interface �GUI�. Fol-
lowing each presentation, subjects identified which target
bird they heard by clicking on the GUI with a mouse, allow-
ing the PC to store their responses. MATLAB software
�Mathworks Inc.� was used to generate the stimuli �offline�,
to control stimulus presentation, and to collect responses for
later analysis.

3. Identification training

Subjects were trained to identify the five target birds on
the basis of their unique song motifs. Each target bird was
given a name �“Uno,” “Junior,” “Moe,” “Toro,” and
“Nibbles”� that subjects were trained to associate with the
specific motifs. Training began with a familiarization session
in which subjects could press one of five labeled buttons on
the GUI and hear the song of the corresponding bird. This
session continued for as long as the subject desired. Subjects
became familiar with the birds relatively quickly and re-
ported anecdotally that the different birds were distinguish-
able on the basis of �a� particular syllables having a unique
pitch or structure as well as �b� the temporal arrangement of
syllables.

After familiarization, subjects initiated an identification
test of 100 trials. In this test, a target was presented in quiet
�with no masker� and the subject was required to identify the
bird by clicking on the appropriate button. Correct response
feedback was provided in written form on the screen. Sub-
jects were required to achieve a score of at least 90% on this
test before moving on to the masking experiment, and all
subjects met this criterion on their first attempt.

4. Masking experiment

The format of the masking tests was similar to that of
the identification test, but a masking stimulus was present
and no feedback was provided. In a single test, the masker

FIG. 2. The two spatial configurations examined. The target �T� was always
located directly in front of the listener. The masker �M� was either co-
located with the target �left panel� or spatially separated at 90° to the right
�right panel�.
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type �chorus, modulated-noise, or noise�, spatial configura-
tion �co-located or separated�, and presentation mode �spatial
or diotic� were fixed. Each test consisted of 35 trials �five
repetitions at each of the seven TMRs, randomly inter-
leaved�. Subjects were instructed to listen for the target
stimulus, which was always simulated as coming from di-
rectly in front, and to identify it by clicking on the GUI.

All combinations of masker type, spatial configuration,
and presentation mode were tested in a single session, for a
total of 12 tests per session. The tests were presented in a
different random order for each subject. In order to ensure
that subjects maintained their ability to identify the target
birds in quiet during the experiment, short identification tests
were interleaved with the masking tests. At the beginning of
a new session, subjects were required to make 24 correct
identifications in a 25-trial test in order to commence the
masking test. Within a session, subjects were required to
make 10 correct identifications on a 10-trial test before every
masking test.

Each subject completed six sessions in total, correspond-
ing to 30 trials at every TMR in every condition. No subject
completed more than one session on any given day.

5. Generation of psychometric functions

Data were sorted by subject, masker type, and presenta-
tion condition, and psychometric functions were plotted for
each case. Raw psychometric functions were generated by
plotting performance �in percent correct� as a function of
TMR �see Fig. 3�. To enable the estimation of slope and
threshold parameters, logistic functions were fit to each raw
psychometric function.

III. RESULTS

A. Performance as a function of target-to-masker
ratio

Figure 3 shows the mean raw psychometric functions
across subjects for both co-located and spatially separated
configurations �error bars indicate the across-subject standard
deviation�. The top, center, and bottom panels show data for
the song-shaped noise masker, chorus-modulated noise
masker, and chorus masker, respectively. For all conditions,
performance improved with increasing TMR, from chance
levels �20% correct� to near perfect identification. Further-
more, for all maskers, there was a large advantage to having
target and masker spatially separated �compare squares to
circles�. For song-shaped and chorus-modulated noise
maskers, spatial and diotic presentations gave similar results
�compare filled and open symbols in top and center panels�.
However, for the chorus masker, spatial performance was
superior to diotic performance, but only when the sources
were spatially separated �compare filled and open symbols in
bottom panel�.

An additional observation that can be made about the
psychometric functions is that their slopes vary with masker
type. To quantify this effect, slopes of the logistic functions
fit to the raw data were examined for each subject. Figure 4
shows the mean and standard deviation of these slope values

for each masker type �pooled across subjects and psychomet-
ric functions�. On average, slopes were steepest for the song-
shaped noise masker, but were similar for the other two
maskers. An ANOVA revealed a significant effect of masker
condition on slope �F�2,57�=6.3, p=0.0034�, and posthoc
analysis �Tukey HSD, p=0.05� confirmed that the song-
shaped noise masker produced steeper slopes than the other
two maskers.

B. Individual masked thresholds

In order to compare performance across the various con-
ditions, thresholds were extracted from the individual logis-
tic functions. Threshold was defined as the TMR giving 60%
accuracy, which represents a performance level half-way be-

FIG. 3. Mean psychometric functions showing percentage correct for dif-
ferent TMRs. Data points represent the mean across subjects and error bars
show standard deviations. Each panel shows results for one masking condi-
tion, and the four curves in a panel represent the different presentation
conditions. Symbol type indicates spatial configuration �circles: co-located,
squares: spatially separated�. Symbol shading indicates listening condition
�filled: spatial, open: diotic�.
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tween chance �20%� and perfect performance �100%�.
Thresholds can be seen for the three maskers in the three
panels of Fig. 5. In each panel, the five columns represent the
five subjects with thresholds plotted in dB �note that a lower
value indicates less masking�.

This figure demonstrates that there were large individual
differences, but also highlights several main effects. First, the
chorus masker was a more effective masker than the two
noise maskers. In general, thresholds are higher for the cho-
rus masker than the noise maskers, i.e., the target had to be
presented at a higher intensity to reach threshold perfor-
mance. An ANOVA showed a significant effect of masker
type �F�2,57�=8.74, p=0.0005� and posthoc analysis
�Tukey HSD, p=0.05� confirmed that thresholds for the cho-
rus masker were significantly larger than for the two noise
maskers. Second, spatial separation resulted in a reduction in
masking for all subjects in all conditions �compare squares
and circles�. A third important result is seen in the difference
between the spatial �filled symbols� and the diotic �open
symbols� presentation conditions. For the two noise maskers,
thresholds are essentially the same for spatial and diotic pre-
sentations. For the chorus masker, the spatial and diotic con-
ditions produced similar thresholds in the co-located con-
figuration. However, for the spatially separated configuration
the spatial condition consistently produced less masking than

the diotic condition. These latter effects are quantified and
examined more closely in the following section.

C. Spatial release from masking

Spatial unmasking was calculated by taking the differ-
ence in threshold between the co-located and spatially sepa-
rated configurations for each subject and each condition.
Mean spatial unmasking values, averaged across the five
subjects, are plotted in Fig. 6 �error bars show across-subject
standard deviations�.

Spatial release from masking in the spatial listening con-
dition was similar for the song-shaped noise and chorus-
modulated noise maskers �means of 16.8 and 15.3 dB, re-
spectively�. For these noise maskers, spatial unmasking in
the diotic listening condition was also substantial �means of
16.5 and 14.8 dB� and not significantly different from the
spatial condition �paired t tests; p=0.5,0.4, respectively�. In
contrast, for the chorus masker, there was a large advantage
in the spatial listening condition �mean 21.1 dB compared to
11.1 dB for the diotic control�, a difference that was highly
significant �paired t test, p=0.001�.

IV. DISCUSSION

A. Spatial unmasking of birdsong and speech
in human listeners

For the two noise maskers �song-shaped noise and
chorus-modulated noise�, benefits of around 17 and 15 dB
�respectively� were observed with spatial separation of the
target and masker. These values are quite large compared to
spatial benefits reported for the intelligibility of speech
masked by speech-shaped noise. In his comprehensive re-
view, Bronkhorst �2000� reported between 6 and 10 dB of
spatial release from masking for various types of speech ma-
terial in this configuration �target in front, masker in front or

FIG. 4. Mean slopes of psychometric functions for each masker condition.
Slope values were extracted from logistic fits to the raw data. Bars represent
the mean across subjects and psychometric functions for a particular masker,
and the error bars represent standard deviations across the pooled values.

FIG. 5. Thresholds measured from fits to individual psychometric functions.
The three panels show thresholds for the three masking conditions. For all
panels, the five subjects are represented along the abscissa. Symbol type
indicates spatial configuration �circles: co-located, squares: spatially sepa-
rated�. Symbol shading indicates listening condition �filled: spatial, open:
diotic�. Note that a lower threshold indicates better performance.

FIG. 6. Mean spatial unmasking �threshold for separated configuration mi-
nus threshold for co-located configuration�. The three masking conditions
are represented along the abscissa, and the bars represent the mean across
subjects �filled: spatial, open: diotic�. Note that a higher value represents a
larger benefit of spatial separation. Error bars show standard deviations.

3770 J. Acoust. Soc. Am., Vol. 118, No. 6, December 2005 Best et al.: Spatial unmasking of birdsong



to the side�. One likely explanation for this difference is that
zebra finch song contains more high-frequency energy
�above 2 kHz� than speech.

Figure 7�a� compares the power spectral density of zebra
finch song and speech �calculated using the MATLAB func-
tion “psd”�. The zebra finch song curve is based on the 25
target tokens used in the current experiment, and the speech
curve is based on a sample of similar size from a well-known
speech corpus �Bolia et al., 2000�. While the speech signals
contain significant low-frequency energy and have spectral
levels that drop off gradually above 1 kHz, the songs have
most of their energy between 2 and 5 kHz �see also Zann,
1996�. Given the small wavelengths at these frequencies and
the size of the human head, the head-shadow effect for zebra
finch song is large and greatly improves the target-to-masker
ratio in the better ear when sources are spatially separated.
Indeed, analysis of the long-term broadband TMR at the bet-
ter ear showed an increase of approximately 18 dB with spa-
tial separation, which can fully account for the benefits ob-
served for the noise maskers. The idea that advantageous
energy in the better ear is driving much of the observed
spatial unmasking is consistent with the observation that the
unmasking was equal in the spatial and diotic conditions for
these maskers. In other words, for the noise maskers, the
benefit of moving the masker to the side can be entirely
explained by the change in energy at the better ear.

The fact that no additional spatial unmasking was ob-
served with spatial presentation relative to diotic presentation
for the noise maskers implies that ITD processing did not
provide any release from masking for these stimuli. In con-

trast, for speech, additional advantages of binaural process-
ing of up to 7 dB are typically observed �Carhart et al., 1967;
Dirks and Wilson, 1969�. Models of binaural unmasking
show that ITD effects are dominant for frequencies up to
500 Hz and essentially disappear for frequencies above
2 kHz �Zurek, 1993, see Fig. 7�b��. Thus, this apparent dis-
crepancy between spatial unmasking of zebra finch song and
speech presumably reflects the different amounts of low-
frequency energy present in the stimuli. Unlike speech, the
zebra finch songs used in this study have very little energy
below 2 kHz �Fig. 7�a��. It may also be that the information
below 2 kHz is less important for the identification of zebra
finch song than for the identification of speech.

For the chorus masker, the better ear advantage was
roughly 11 dB �i.e., diotic thresholds for the spatially sepa-
rated configuration were 11 dB lower than for the co-located
configuration�. This benefit is smaller than that found for the
noise maskers, presumably because the chorus masker is
spectro-temporally sparser and therefore a less effective en-
ergetic masker than the noise maskers. However, in contrast
to the noise maskers, the spatial release from masking in the
spatial condition was greater than in the diotic condition for
all subjects. It can be assumed that this extra spatial unmask-
ing �approximately 10 dB� is not due to binaural processing,
as it did not occur for the noise maskers �which have more
energetic overlap and hence are more likely to gain an ad-
vantage from such within-channel processing�. We attribute
the large extra spatial unmasking seen with the chorus
masker to a reduction in informational masking due to per-
ceived differences in target song and chorus locations.

The mean spatial release from masking of 21.1 dB in the
chorus condition of this study is large when compared to the
spatial release reported in past speech studies. For studies of
speech intelligibility against a background of same-talker
speech, reported spatial unmasking values range up to 14 dB
�e.g., see Freyman et al., 1999�. As discussed already, head-
shadow contributes much more to spatial unmasking for ze-
bra finch song than it does for speech. This large contribution
of better-ear TMR benefit at least partially accounts for the
large amounts of spatial unmasking observed in the current
study. The 10 dB of extra unmasking that we attribute to
informational unmasking �although remarkable� is within the
range observed in speech tasks dominated by informational
masking. In situations where informational masking domi-
nates, release from masking can reach up to 18 dB �Arbogast
et al., 2002; Kidd et al., 2005�.

B. Evidence for different forms of masking

To summarize, the different maskers in the current ex-
periment resulted in different patterns of masking and of spa-
tial unmasking. A clear indication that the chorus masker
produced the most informational masking is the fact that
subjects made substantial identification errors even when the
target was clearly audible in a chorus background �Fig. 3,
TMRs of 0 and 8 dB�. However, perhaps the most important
finding was that the benefit of spatial separation for the cho-
rus masker was much greater than for the noise maskers,
even though the energetic gain due to separation was

FIG. 7. �a� Mean power spectral density plots of zebra finch song and
speech �see text for details of the samples used�. �b� Maximum binaural
advantage predicted by the model of Zurek �1993� as a function of fre-
quency. This maximum corresponds to the detection of an interaurally out-
of-phase signal in diotic noise �figure adapted from Zurek, 1993�.
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smaller. This is consistent with the idea that spatial separa-
tion can act to reduce informational masking in situations
where the target and masker have similar short-term spectro-
temporal characteristics and are easily confused with one an-
other �Durlach et al., 2003�. For this experiment, the spatial
percept helped listeners group target segments together �and
segregate them from masker segments�, improving identifi-
cation performance.

Secondary support for these different kinds of masking
comes from the psychometric functions described in Sec.
III A. It has been noted previously that more “informational”
maskers tend to give rise to shallower psychometric func-
tions than more “energetic” maskers �Festen and Plomp,
1990; Kidd et al., 1998; Lutfi et al., 2003�. One reason that
has been put forward for this is that informational maskers
are generally less homogeneous than energetic maskers. If
the different maskers in the inhomogeneous set are differen-
tially effective �and give rise to psychometric functions with
different thresholds�, then averaging across these maskers
will give rise to a shallower slope even if each masker-
specific psychometric function is equally steep �see Durlach
et al., 2005�. A second explanation for shallower slopes in
informational masking is that the masking is due to confu-
sion and thus depends less directly on target-to-masker ratio
than energetic masking.

In the current study �Figs. 3 and 4� the psychometric
functions were steepest for the song-shaped noise masker,
the masker that was most homogeneous from trial-to-trial
and which caused little informational masking. The chorus
masker gave rise to shallower psychometric functions, con-
sistent with both factors: the individual maskers were drawn
from a highly inhomogeneous set, and the chorus masker
may interfere with target song identification in a way that is
only weakly dependent on TMR. The fact that the chorus-
modulated noise masker �which had a similar amount of in-
homogeneity� produced equally shallow psychometric func-
tions suggests that masker inhomogeneity was a dominant
factor affecting slope values in the current study. Interest-
ingly, however, an analysis of the average performance level
for the different masker tokens in the current study revealed
no greater variability across chorus maskers and chorus-
modulated noise maskers than across song-shaped noise
maskers. Furthermore, there appeared to be no specific inter-
action between particular targets and particular chorus or
chorus-modulated noise masker tokens. It remains to be seen
whether this is a result of the heavy data reduction required
for this analysis; perhaps a larger data set might reveal such
effects.

It was interesting to find �as discussed in the previous
section� that, in general, the contributions of energetic and
informational masking and the relative benefits of spatial
separation follow very similar patterns for zebra finch song
and speech. Although there are differences in the extent to
which spatial separation improves identification of these two
natural stimuli, most of these differences can be attributed to
differences in the acoustics of the stimuli �e.g., differences in
which frequency range contains information about the
speech or song content�. In particular, it seems that identify-
ing a bird in a chorus poses a problem similar to understand-

ing a talker in the presence of other talkers. Such fundamen-
tal similarities suggest that there are general mechanisms for
segregating complex sounds that are not unique to speech.

Traditional models of spatial unmasking �such as those
estimating speech intelligibility in the presence of interfer-
ence� cannot predict the effects of informational unmasking
or the benefits of spatially separating target and masker when
informational masking is dominant. Traditional models con-
sider energy effects at the ears as well as binaural processing
�see Colburn �1996� for a review�, operating on each fre-
quency channel independently. Thus, such models only ex-
plain within-channel masking effects. In the current study, as
well as in the speech studies discussed earlier, benefits of
spatial separation have been observed that �a� do not depend
on frequency overlap and �b� are much larger than traditional
“energetic” unmasking effects. Extensions of existing models
are required to explain these effects and produce a complete
picture of spatial unmasking with complex stimuli. Some
modeling efforts have had success in predicting the effect of
masker uncertainty on tone detection �e.g., Lutfi, 1993; Oh
and Lutfi, 1999�. However, some aspects of informational
masking, such as confusion between target and masker com-
ponents, have not yet been modeled. Furthermore, no models
have been applied to explain performance in more complex
tasks such as understanding speech in a mixture of similar
maskers.

C. Final comments

This study demonstrated that for the human listener, spa-
tial separation enhances the identification of a familiar zebra
finch song in the presence of different kinds of interference.
The results give insight into what kinds of masking can oc-
cur with these signals, and what factors can provide release
from masking in humans. However, it is not known how
relevant this situation is to the birds that use these signals for
communication in real environments. While there is evidence
that songbirds are capable of segregating mixtures of signals
�see Hulse �2002� for a review�, spatial factors have not yet
been examined. Furthermore, some evidence suggests that
spatial cues are not as salient for small birds as they are for
humans �Park and Dooling, 1991; Dent and Dooling, 2004;
however see Nelson and Suthers, 2004�. It would be inter-
esting to test zebra finches on the same stimuli used in this
experiment, to address whether spatial unmasking enhances
song identification in these birds.

V. CONCLUSIONS

Spatial separation enhanced the ability of human listen-
ers to identify familiar zebra finch songs in the presence of
interfering sounds with identical long-term spectra, but the
nature of the benefit varied with the short-term statistics of
the interference. All maskers showed a large benefit due to
energetic advantages at the acoustically “better ear.” For
noise maskers this advantage could fully explain the ob-
served spatial unmasking. However, for maskers made up of
unfamiliar songs, there was an additional advantage of spa-
tial separation that could not be solely explained by energetic
effects. It appears that when the target and masker had simi-

3772 J. Acoust. Soc. Am., Vol. 118, No. 6, December 2005 Best et al.: Spatial unmasking of birdsong



lar short-term spectro-temporal characteristics, differences in
perceived location helped listeners segregate the sources,
leading to large reductions in informational masking. The
data are consistent with previous studies examining speech
recognition in the presence of noise and competing speech
sources and provide further evidence that both energetic and
informational masking influence behavior in natural acoustic
settings.
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This study tested the hypothesis that masking release for a complex signal under conditions where
signal energy is present in all frequency regions occupied by the masker is attributable to an
across-frequency-channel comodulation masking release �CMR� process. The approach was to
identify a signature CMR trait, and to then determine if that trait was associated with the detection
advantage for complex signals. The selected trait was the decline of CMR in the presence of a
random temporal fringe. In experiment 1, a masking release was observed for a four-component
harmonic signal presented in a comodulated masker, and this masking release was diminished by the
random temporal fringe. A similar effect was observed in experiment 2 for a four-component
inharmonic signal. These results support the hypothesis that a CMR can be measured for a complex
signal even when there is substantial spectral overlap between the signal and its comodulated
masker. This finding has consequences for CMR models since it demonstrates that the presence
of “signal-free” cue bands is not a prerequisite for CMR, and that the presence of comodulation
during the signal window is not sufficient to result in CMR. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2108958�

PACS number�s�: 43.66.Dc, 43.66.Mk �RAL� Pages: 3774–3782

I. INTRODUCTION

Comodulation masking release �CMR� refers to the de-
tection advantage conferred on a masked signal when the
masker exhibits a coherent amplitude fluctuation pattern
across frequency channels relative to when the fluctuation
pattern is independent across frequency channels. The opera-
tional phrase here is “across frequency channel” since, as
will be discussed in more detail later, the term CMR is not
applicable to those situations where a masking release is ob-
served for stimuli confined to a single auditory filter �“within
frequency channel”�. In most realizations of CMR, the co-
modulated masker occupies frequency regions that are rela-
tively free of signal energy, and which therefore provide in-
formation about the waveform statistics that are unique to the
masker. This configuration lends itself to models of CMR
wherein frequency regions containing masker energy alone
facilitate the identification of low-energy epochs of the
masker where the instantaneous signal-to-noise ratio is rela-
tively high �for review, see Hall et al., 1995; van de Par and
Kohlrausch, 1998; Verhey et al., 2003�. In physiological
implementations of this approach, such signal enhancement
effects can be realized by inhibitory neural circuits activated
by frequency regions of the masker that are devoid of signal
energy �Pressnitzer et al., 2001�. Models such as these are
not designed to deal with stimulus configurations where
there is substantial spectral overlap between a complex sig-
nal and its comodulated masker.

The purpose of this study is to determine whether
mechanisms underlying CMR play a role in auditory envi-
ronments where signal energy exists in every frequency re-

gion where comodulated masking energy is present. This is
an important question because, whereas most laboratory
demonstrations of CMR involve a pure-tone signal, ecologi-
cally significant signals are typically more complex. In a
configuration where each component of a complex tonal sig-
nal is masked by a narrow band of noise centered at the
component frequency, threshold for the complex signal will
likely be lower if all masker bands are comodulated than if
they are all independent �Hall et al., 1988; Bacon et al.,
2002�. However, this detection advantage does not necessar-
ily represent an authentic CMR. Consider the study of Bacon
et al. �2002� in which maskers were constructed of
100-Hz-wide bands of noise that were either unmodulated or
were sinusoidally modulated at a low rate. For any single
100-Hz-wide band presented alone, threshold for a tone cen-
tered in that band was lower in the modulated case than in
the unmodulated case—a detection advantage that was
within-frequency-channel in nature. When the masker con-
sisted of three widely spaced bands of noise and the signal
was a three-tone complex centered in those bands, a detec-
tion advantage was similarly observed for the complex signal
in the comodulated masker relative to the unmodulated
masker. However, because a signal threshold reduction had
been demonstrated for each individual modulated masker
band alone, the detection advantage measured for the com-
plex signal masked by the comodulated noise-bands could
not be attributed unambiguously to CMR. Rather, it could be
argued that the signal component in each frequency channel
was detected on a within-channel basis, and that threshold
for the signal complex as a whole was determined by the
spectral integration of the “individually extracted” compo-
nents. Herein lies the quandary: Given that threshold for a
complex signal will likely be lower if all masker bands cen-a�Electronic mail: jhg@med.unc.edu
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tered on the signal components are comodulated than if they
are all independent, how can it be determined whether the
detection advantage reflects a veridical across-frequency-
channel CMR?

One approach to this issue is to identify a signature char-
acteristic of CMR and to determine whether this trait can be
observed in the detection advantage measured for the com-
plex signals. To illustrate this approach, two examples will
be described: the first deals with pure-tone signals �Dau et
al., 2004�; the second deals with complex-tone signals
�Grose and Hall, 1992�. Dau et al. �2004� measured pure-
tone detection in maskers made up of 20-Hz-wide bands of
noise that were either closely spaced in frequency to fall
within a single frequency channel or were widely spaced to
fall into relatively independent frequency channels. In each
composite masker, the constituent noise-bands were either
comodulated or random. For both the closely-spaced and
widely-spaced composite maskers, detection threshold for a
pure tone centered in the masker was lower in the comodu-
lated masker than in the random masker. Based on the
premise that CMR represents an across-frequency-channel
process, it is likely that the detection advantage associated
with the widely-spaced masker reflected an authentic CMR.
However, by the same token, it is not likely that the detection
advantage associated with the closely-spaced masker was an
authentic CMR. The challenge faced by Dau et al. �2004�
was distinguishing between the underlying mechanisms con-
tributing to the observed detection advantages in the two
cases. They noted that an authentic across-frequency-channel
CMR was subject to auditory grouping effects, such that per-
ceptual segregation of the flanking cue bands from the on-
signal noise-band in the comodulated masker undermined
CMR �cf. Grose and Hall, 1993�. Based on this signature
CMR trait, they reasoned that exposing both the closely-
spaced and widely-spaced comodulated maskers to such ma-
nipulations should differentiate between the underlying
mechanisms of masking release. Using asynchronies on the
flanking cue bands to promote perceptual segregation, they
demonstrated that the masking release was obliterated for the
widely-spaced masker but not for the closely-spaced masker.
Thus, they concluded that the signal detection advantage as-
sociated with the widely-spaced masker reflected an authen-
tic CMR, whereas that for the closely-spaced masker did not.

The second example, using complex-tone signals, comes
from the study of Grose and Hall �1992�. They noted that the
magnitude of CMR is sensitive to the number of comodu-
lated noise-bands present, such that CMR increases asymp-
totically as the number of bands increases �Carlyon et al.,
1989; Schooneveldt and Moore, 1989; Haggard et al., 1990;
Hall et al., 1990; Hatch et al., 1995�. Taking this as a signa-
ture CMR trait, they demonstrated that the detection advan-
tage measured for a three-tone signal masked by three co-
modulated noise-bands was enhanced by the addition of �12�
further comodulated noise-bands. They therefore concluded
that the original detection advantage was likely due to CMR.

Both of these studies employed the logic that, �a� if a
signature CMR trait can be identified, and �b� if this trait can
be shown to be associated with the detection advantage ob-
served for a particular signal, then �c� the observed detection

advantage represents an authentic CMR. The same reasoning
was used here to further investigate CMR under conditions
where signal energy exists in every frequency region where
comodulated masker energy is present. However, the ma-
nipulation of onset/offset synchrony used by Dau et al.
�2004� was not well-suited to the present study because the
concepts of “on-signal band” and “cue band” lose their dis-
tinction in the multi-component signal paradigm employed
here. Similarly, the use of additional �signal-free� cue bands
implemented by Grose and Hall �1992� was poorly suited to
the present paradigm because this manipulation undermines
the goal of assessing masking release in conditions where
substantial spectral overlap exists between signal and masker
energy. Instead, it was decided to pursue an effect first re-
ported by Mendoza et al. �1998�, but not formally published.
In that study, it was noted that the magnitude of CMR for a
pure-tone signal was highly sensitive to the characteristics of
the noise that temporally bracketed the observation intervals
containing the comodulated noise-bands. Specifically, when
only the gated comodulated masker was present, a substan-
tial CMR was observed; however, when the gated comodu-
lated masker was embedded in a temporal fringe that con-
sisted of narrow bands of noise that were in all respects
similar to the masker except that their envelopes were ran-
dom across frequency �not comodulated�, CMR declined
markedly. The sensitivity of CMR to the random noise-bands
temporally bracketing the comodulated maskers was con-
cluded to be a signature trait of CMR processing. In the
context of this investigation, the attraction of this CMR trait
is that it does not require the inclusion of additional masker
energy at other frequencies, and does not require gating
asynchronies across the comodulated noise-bands.

In summary, the purpose of this investigation was to
determine whether mechanisms underlying CMR are appli-
cable to situations where signal energy exists in every fre-
quency region where comodulated masking energy is
present. The detectability of individual signal components
was equated, and the effect of a temporal fringe comprised of
random noise-bands was taken as an indication of whether
any detection advantage observed could be attributed to a
valid CMR process. The hypothesis was that a masking re-
lease would be observed for complex signals in a comodu-
lated masker, and that this would reflect an authentic CMR
process as demonstrated by the sensitivity of the masking
release to a random temporal fringe. Two experiments were
undertaken. The first experiment incorporated harmonic
maskers and referenced CMR to detection thresholds in a
single narrow band of noise. The second experiment incor-
porated inharmonic maskers and referenced CMR to detec-
tion thresholds in random maskers.

II. EXPERIMENT 1: EFFECT OF A RANDOM
TEMPORAL FRINGE ON COMPLEX SIGNAL
DETECTION IN COMODULATED HARMONIC
MASKERS

The purpose of experiment 1 was to demonstrate that a
masking release could be observed for a complex signal
masked by a set of comodulated narrow bands of noise,
where each band of noise was centered at a signal component
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and where the detectability of each signal component was
equated. The hypothesis was that this masking release is due
to CMR mechanisms as evidenced by the reduction in the
magnitude of masking release due to the presence of a ran-
dom temporal fringe. A four-component complex signal was
employed and, hence, the on-component masker consisted of
four narrow bands of noise. As a supplementary test of
CMR, a ten-band masker was also included since, as noted
earlier, the magnitude of CMR is known to increase with the
number of comodulated noise-bands.

A. Method

1. Subjects

Eight listeners ranging in age from 19 to 46 years
�mean=28.3 years� participated. All had normal hearing,
with audiometric thresholds below 20 dB HL across the oc-
tave frequencies 250–8000 Hz �ANSI, 1996�. All listeners
practiced the task until thresholds appeared stable; this typi-
cally took less than 1 h.

2. Stimuli

The signals were pure tones having frequencies of 1600,
2000, 2400, or 2800 Hz, as well as a complex tone consist-
ing of all four frequencies. Each signal was 400 ms in dura-
tion, including 50-ms cosine-squared rise/fall ramps. Three
maskers were constructed. The first masker consisted of a
single 20-Hz-wide band of noise centered at 2000 Hz. The
second masker consisted of four 20-Hz-wide, comodulated
bands of noise centered at 1600, 2000, 2400, and 2800 Hz.
Complementing this masker was a set of four 20-Hz-wide,
independent bands of noise centered at the same frequencies.
The third masker consisted of ten comodulated bands of
noise, each 20-Hz-wide, centered at the first ten harmonics of
400 Hz �400–4000 Hz�. Again, complementing this masker
was a set of ten independent 20-Hz-wide bands of noise
centered at the same frequencies. The frequency region of
the signal and the harmonic structure of the stimuli followed
from the earlier work of Mendoza et al. �1998�. All bands of
noise were generated by an inverse fast Fourier transform
�FFT� technique using a long buffer size that resulted in a
temporal waveform approximately 6.6 s in duration that
wrapped seamlessly because all noise components consisted
of an integer number of cycles. For any particular condition,
the appropriate comodulated masker �four-band or ten-band�
was played continuously out of one channel of a DAC �TDT
PD1�, while its complementary set of random bands was
played continuously out of a separate DAC channel. The
noise-band sets were gated on and off as needed using elec-
tronic switches which imposed 50-ms cosine-squared rise/
fall ramps �TDT SW2�. All stimuli were generated at a sam-
pling rate of 20 kHz and were antialias filtered at 8 kHz
�Kemo VBF8�. The maskers were presented at a spectrum
level of 52 dB/Hz SPL �65 dB SPL per noise-band� through
the left phone of a Sennheiser HD580 headset.

3. Procedure

Signal detection threshold was measured using a three-
alternative, forced-choice �3AFC� procedure incorporating a

three-down, one-up stepping rule that estimated the 79.4%
correct point on the psychometric function. The observation
intervals were marked with light emitting diodes on a hand-
held response box and the listeners entered their interval se-
lection by means of a corresponding button on the same box.
The initial step-size of signal level adjustment was 4 dB and,
following each of the first two reversals in signal level direc-
tion, the step-size was halved. A threshold estimation track
was terminated after eight reversals in level direction, and
threshold was computed as the mean of the final six reversal
levels. For each condition, four estimates of threshold were
obtained, and the final threshold value was taken as the mean
of all four estimates.

There were three masking conditions that formed the
core of the experiment: �1� a baseline condition against
which masking release was referenced; �2� a gated comodu-
lated condition where each of the four components of the
complex signal was masked by an on-component comodu-
lated noise-band; and �3� a temporal fringe condition where
the gated comodulated masker of �2� was bracketed by its
complementary set of four random noise-bands. In addition
to these three main conditions, other conditions were imple-
mented where the number of noise-bands �four or ten� and
the nature of the temporal fringe �random or comodulated�
were varied to test aspects of the hypothesis. The rationale
for these manipulations will be noted at the relevant points in
the discussion later.

The choice of baseline for this experiment was the
threshold of the 2000-Hz pure-tone signal masked by the
single 20-Hz-wide band of noise centered at 2000 Hz �in this
context, termed the on-signal band �OSB��. In CMR experi-
ments where the signal consists of a pure tone, this baseline
is an accepted reference against which to measure masking
release, and the derived release is sometimes termed the
reference-comodulated �R-C� measure of CMR �Schoon-
eveldt and Moore, 1987�. The use of this baseline here rests
partly on the assumption that the threshold of the 2000-Hz
signal masked by its OSB is representative of the thresholds
that would have been measured for the other pure-tone sig-
nals masked by their respective on-signal bands. This as-
sumption is valid since it has been shown that pure-tone
thresholds in narrow on-signal masker bands do not vary
significantly with frequency �Bos and de Boer, 1966�. How-
ever, the validity of using this baseline in an experiment
where the main signal of interest is a four-component com-
plex requires further support because of the expected reduc-
tion in signal threshold due to spectral integration. As ex-
panded on in the footnote, the reduction in signal threshold
due to spectral integration under the conditions of this ex-
periment is countered by an increase in threshold due to
across-channel masking.1 Thus the OSB baseline provides a
viable reference. The OSB masker was gated on for 500 ms
in each observation interval of the 3AFC trial, and the
2000-Hz signal was gated on in the temporal center of one of
the observation intervals at random. The inter-stimulus inter-
val within each 3AFC trial was 500 ms.

The second main condition consisted of the four-band
comodulated masker, which was gated on with the same tim-
ing as in the baseline condition. Detection thresholds were
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measured first for the four individual pure-tone signals. Once
threshold levels for these signals had been determined for a
given listener, a complex-tone signal was constructed that
was tailored to that listener’s thresholds. The levels of the
individual components within the four-tone complex were
adjusted to provide equal detectability. This was accom-
plished by attenuating components relative to the component
with the highest masked pure-tone threshold by an amount
that corresponded to the respective pure-tone threshold dif-
ference between them. For example, if the highest masked
threshold was 63 dB SPL for the 1600-Hz tone, whereas the
threshold for the 2000-Hz tone was 61 dB SPL, then within
the four-tone complex the 2000-Hz component would be
fixed at 2-dB down from the 1600-Hz component. Threshold
for the complex signal was then referenced to the level of the
most intense component. Note that in the complex signal,
component starting phase was randomized across compo-
nents.

In the third main condition, a temporal fringe was added
to the gated comodulated masker. The temporal fringe con-
sisted of a continuous presentation of the four random noise-
bands except during the observation intervals of the 3AFC
trial where the comodulated masker was gated on. The tran-
sition between the surrounding random noise and the gated
comodulated masker consisted of overlapping 50-ms rise/fall
ramps; i.e., the surrounding noise was gated off as the co-
modulated masker was gated on at the beginning of an ob-
servation interval, and the surrounding noise was gated on as
the comodulated masker was gated off at the termination of
the observation interval. This is illustrated in Fig. 1. The
overlapping switching yielded perceptually seamless transi-
tions between the two noise sources. For the temporal fringe
condition, detection thresholds were measured first for the
four separate pure-tone signals followed by threshold for an
individually tailored complex-tone signal. �Note that an indi-

vidually tailored complex signal was made separately for the
gated comodulated condition and the temporal fringe condi-
tion.�

In addition to these three main conditions, data were
also collected for other conditions where either the number
of noise-bands �4 or 10� or the characteristics of the temporal
fringe �random or comodulated� were varied. In all these
conditions, the gating patterns were the same as described
above. Again, for any masking condition that involved the
complex signal, the relative levels of the four components
were individually tailored for each listener for that masker;
i.e., for each masker the pure-tone thresholds were measured
first and the complex signal then individually constructed.
For each listener, the conditions were blocked, but the order
of conditions was random across listeners.

B. Results and discussion

The basic pattern of results was similar across the eight
listeners and so the group means are representative of all
listeners’ performance. The mean results for the three main
masking conditions are shown in Fig. 2. To highlight the
effect first reported by Mendoza et al. �1998�, consider first
the data pattern associated with the 2000-Hz signal. The av-
erage threshold in the baseline OSB masker was about 67 dB
SPL �triangle�. Detection threshold decreased to about 61 dB
SPL in the four-band comodulated masker �circle�, yielding a
CMR of about 6 dB. When the comodulated masker was
presented within its complementary random temporal fringe,
thresholds rose to about 65 dB SPL �square�, reducing CMR
to 2 dB. The purpose of experiment 1 was to determine
whether this pattern was real and present for all signals, par-
ticularly the complex signal �highlighted by unfilled symbols
in Fig. 2�. The first step in the analysis was to determine
whether a masking release was associated with signal detec-
tion in the four-band comodulated masker. With reference to
Fig. 2, this analysis sought to determine whether the thresh-
olds represented by the circles were significantly lower than

FIG. 1. �Color online� Schematic of a comodulated observation interval
with a random temporal fringe. Three noise-bands are depicted whose en-
velopes are uncorrelated before and after the observation interval, but whose
envelopes are comodulated during the observation interval.

FIG. 2. Group mean detection thresholds for three masking conditions of
experiment 1: 2000-Hz OSB �triangle and horizontal line, with hatched
area= ±1 standard deviation�; four-band comodulated masker �circles�; four-
band comodulated masker with random temporal fringe �squares�. Thresh-
olds for the complex signal are highlighted as unfilled symbols. Error bars
indicate −1 standard deviation.
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the reference threshold shown by the horizontal bar �the
threshold for the 2000-Hz signal masked by its OSB, with
the shaded region indicating ±1 standard deviation�. A
repeated-measures analysis of variance �ANOVA� was un-
dertaken that included thresholds for the five signal types
tested with this masker, as well as the reference threshold.
The analysis revealed a significant effect of condition
�F5,35=7.943; p�0.0001�, and post-hoc simple contrasts in-
dicated that detection thresholds for all signal types in the
four-band comodulated masker differed significantly from
the OSB reference, except for the 1600-Hz signal. Thus, a
masking release was observed in the four-band comodulated
masker for all signals, including the complex signal, with the
exception of the 1600-Hz signal. Failure to observe a signifi-
cant CMR for the 1600-Hz signal is likely due to its spectral
position on the lower edge of the stimulus complex. Hall et
al. �1988� have shown that, for a set of comodulated narrow-
band maskers, CMR is minimal for a signal centered in the
lowest frequency band. For the remaining signals, the mag-
nitude of masking release ranged from 3.8 dB for the
2800-Hz signal to 6.3 dB for the 2000-Hz signal.

The key experimental question was whether this mask-
ing release diminished in the presence of the random tempo-
ral fringe, particularly for the complex signal. To assess this,
a repeated-measures ANOVA was undertaken that compared
the thresholds in the four-band gated comodulated masker to
those obtained in the condition where the four-band gated
comodulated masker was embedded in a temporal fringe
consisting of four random noise-bands. With reference to
Fig. 2, this analysis sought to determine whether the thresh-
olds represented by the squares were significantly higher
than the thresholds represented by the circles. Data for the
1600-Hz pure-tone signal were excluded from this analysis
since no masking release was observed for this signal. The
analysis incorporated two within-subjects factors: masker
configuration �comodulated versus comodulated+fringe� and
signal type. The analysis indicated a significant reduction in
masking release in the presence of the random temporal
fringe �F1,7=11.88; p=0.011� with no effect of signal type
and no interaction between these factors. Thus, the effect
noted by Mendoza et al. �1998� held for all signal types for
which a masking release had been observed, including the
complex signal.

The motivation of this study was to determine whether
the detection advantage for the complex signal in the co-
modulated masker represented an authentic CMR. The ex-
perimental approach was to demonstrate the sensitivity of the
masking release to the presence of a random temporal fringe,
a manipulation known to be detrimental to CMR. The results
therefore support the interpretation that the masking release
measured for the complex signal is the product of CMR
mechanisms. In order to further substantiate this interpreta-
tion, two supplementary tests were undertaken, each testing
another specific feature of CMR: �1� the effect of the number
of cue bands; and �2� the effect of continuous versus gated
presentation of the comodulated noise-bands.

As noted earlier, it is known that the magnitude of CMR
is sensitive to the number of comodulated noise-bands �Car-
lyon et al., 1989; Schooneveldt and Moore, 1989; Haggard et

al., 1990; Hall et al., 1990; Hatch et al., 1995�. If the thresh-
old reduction for the complex signal in the four-band co-
modulated masker is due to CMR, then threshold should be
reduced still further upon an increase in the number of co-
modulated noise-bands. This trait was tested for here by
measuring the change in threshold for the complex signal in
the four-band comodulated masker when six additional cue
bands were added. The average threshold in the four-band
masker was 62.7 dB SPL and this was reduced to a mean of
58.4 dB SPL in the ten-band comodulated masker. A paired
t-test indicated that this reduction was significant �t7=2.579;
p=0.037�.

In terms of gating effects, it has been shown that for a
2000-Hz signal masked by a relatively few number of co-
modulated noise-bands �3–5�, detection thresholds improve
by about 6 dB when the masker is presented continuously
rather than gated synchronously with the signal �Hatch et al.,
1995�. In the present context, this is equivalent to presenting
the gated four-band comodulated masker in a temporal fringe
consisting of the same four comodulated noise-bands. As
noted earlier, the average threshold for the complex signal in
the four-band gated masker was 62.7 dB SPL and this de-
creased to 58.5 dB SPL in the continuous masker. A paired
t-test showed this reduction to be significant �t7=4.174; p
=0.004�. These two supplementary tests therefore add further
support to the notion that the masking release observed for
the complex signal in the four-band gated comodulated
masker is a product of CMR mechanisms.

In summary, the results of this experiment support the
notion that CMR can play a role in auditory environments
where signal energy exists in every frequency region where
comodulated masking energy is present. The sensitivity of
CMR to the characteristics of the noise bracketing the co-
modulated observation intervals corroborates existing find-
ings that show relatively long-term effects of stimulus coher-
ence. For example, introducing an onset asynchrony between
the OSB masker and the comodulated flanking bands reduces
CMR despite the fact that all maskers are present and co-
modulated during the observation intervals �Grose and Hall,
1993�. Such long-term effects of stimulus coherence have
been demonstrated over a wide range of stimuli and phenom-
ena �Hall and Grose, 1990; Grose and Hall, 1993; Oxenham
and Dau, 2001; Dau et al., 2004�. In terms of CMR, they are
likely to represent a general characteristic of the phenom-
enon.

As noted earlier, there are traditionally two methods of
deriving CMR. The method used in this experiment, the
R-C derivation, uses the threshold of a pure-tone signal
masked by its OSB as the reference. The second method of
deriving CMR, known as the U-C derivation, uses as the
baseline the signal threshold in the full complement of ran-
dom noise-bands making up the masker �Schooneveldt and
Moore, 1987�. Because the use of a complex signal makes
the optimum choice for baseline less straightforward, as dis-
cussed in the footnote, a second experiment was undertaken
that employed the U-C method of deriving CMR.
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III. EXPERIMENT 2: EFFECT OF A RANDOM
TEMPORAL FRINGE ON COMPLEX SIGNAL
DETECTION IN COMODULATED INHARMONIC
MASKERS

The purpose of experiment 2 was again to demonstrate
that a masking release could be observed for a complex sig-
nal masked by a set of comodulated narrow bands of noise
under conditions where there was one noise-band per signal
component and where the detectability of each signal com-
ponent was equated. The hypothesis was that this masking
release is due to CMR mechanisms as evidenced by the re-
duction in the magnitude of masking release due to the pres-
ence of a random temporal fringe. A four-component com-
plex signal was employed and, hence, the on-component
masker consisted of four narrow bands of noise. In addition
to employing the U-C method of deriving CMR, experiment
2 made use of inharmonic spacings between signal compo-
nents. Because harmonicity is a strong auditory grouping cue
�e.g., Bregman et al., 1990; Darwin et al., 1991�, the moti-
vation was to undermine the contribution of this cue to the
perceptual organization of the comodulated noise-bands; i.e.,
it was desired that the primary grouping cue for the noise-
bands would be their temporal envelope coherence.

A. Method

1. Subjects

Seven listeners ranging in age from 19 to 47 years
�mean=30.4 years� participated in the second experiment.
All had normal hearing, with audiometric thresholds below
20 dB HL across the octave frequencies 250–8000 Hz
�ANSI, 1996�. All listeners practiced the task using a pure-
tone signal until thresholds appeared stable; this typically
took less than 1 h.

2. Stimuli

The signals were pure tones having frequencies of 804,
1200, 1747, or 2503 Hz, as well as a complex tone consist-
ing of all four frequencies. These frequencies were selected
as being the center frequencies of equivalent rectangular
bandwidths �ERBs� �Moore and Glasberg, 1987� that formed
a series in which two non-overlapping ERBs intervened be-
tween each selected ERB. The frequencies thus activated
relatively discrete regions of the basilar membrane. As in
experiment 1, signals were 400 ms in duration, including
50-ms cosine-squared rise/fall ramps. The masker consisted
of four 20-Hz-wide narrow bands of noise centered at these
frequencies; the bands were either comodulated or random
with respect to each other. Each four-band masker �comodu-
lated or random� was generated by the same inverse FFT
technique described earlier. The comodulated masker was
output continuously through one channel of the DAC �TDT
PD1� whereas the random masker was output through the
second channel. The noise-band sets were gated on and off as
needed using electronic switches which imposed
50-ms cosine-squared rise/fall ramps �TDT SW2�. Whereas
the maskers in experiment 1 were presented at a level of
65 dB SPL per noise-band, here the overall level of the four-
band masker was 65 dB SPL �c. 46 dB/Hz�.

3. Procedure

The procedure for measuring signal detection threshold
was the same as that in experiment 1 except that five esti-
mates of threshold were obtained for each condition. Final
threshold value was taken as the mean of all five estimates.
Threshold for each signal type was measured in three mask-
ing conditions: �1� the gated random masker �baseline�; �2�
the gated comodulated masker; and �3� the gated comodu-
lated masker bracketed by a temporal fringe consisting of the
random noise bands. For each of these maskers, thresholds
for the pure-tone signals were measured first and then the
complex signal was individually tailored for each listener
based on the pure-tone thresholds. For the masking condition
with the temporal fringe, the transition between the sur-
rounding random noise and the gated comodulated masker
consisted of overlapping 50-ms rise/fall ramps as in experi-
ment 1. For each listener, the conditions were blocked, but
the order of conditions was random across listeners, with the
proviso that for any particular masker condition the pure-
tone thresholds were measured prior to the complex-tone
thresholds.

B. Results and discussion

The basic pattern of results was similar across the seven
listeners and so the group means are representative of all
listeners’ performance. The mean results for each signal and
masking condition are shown in Fig. 3. Thresholds for the
gated, random masker �triangles� were higher than thresholds
for the gated, comodulated masker �circles�, although the
magnitude of the difference appeared to depend on signal
type. �Again, results for the complex signal are highlighted
as unfilled symbols.� To test this observation, a repeated-
measures ANOVA was undertaken on the gated thresholds
using two within-subjects factors: signal type �five levels�
and masker type �two levels�. The analysis indicated that the
main effect of signal type was significant �F4,24=2.965;
p=0.04�, as was the effect of masker type �F1,6=48.619;
p�0.001�; however, the interaction between signal type and

FIG. 3. Group mean detection thresholds for three masking conditions of
experiment 2: four-band random masker �triangles�; four-band comodulated
masker �circles�; four-band comodulated masker with random temporal
fringe �squares�. Thresholds for the complex signal are highlighted as un-
filled symbols. Error bars indicate ±1 standard deviation.
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masker type was also significant �F4,24=4.45; p=0.008�. To
interpret the interaction between signal and masker types,
pair-wise comparisons between the signal thresholds ob-
tained in the two types of masker were undertaken for each
signal type using paired t-tests with Bonferroni correction.
The results of the pair-wise analysis indicated that thresholds
were reliably lower in the comodulated masker for all signal
types except for the 804-Hz pure tone signal. As with the
1600-Hz signal of experiment 1, the failure to observe a
masking release for the 804-Hz signal here is probably due
to its spectral position on the low-frequency edge of the
stimulus configuration. The magnitude of the masking re-
lease for the remaining signals ranged from 3.7 dB for the
2503-Hz signal to 6.3 dB for the 1747-Hz signal. Note that a
significant threshold reduction of about 4.4 dB was apparent
also for the complex-tone signal.

The key issue was the effect of a random temporal
fringe on the masking release observed for the gated co-
modulated conditions. The results of this condition are
shown as squares in Fig. 3. To determine the effect of this
condition, a repeated-measures ANOVA was undertaken that
incorporated two within-subjects factors: masker configura-
tion �comodulated versus comodulated+fringe� and signal
type. Only the four signal types that were associated with a
masking release were included in the analysis; i.e., the
804-Hz data were excluded. The analysis revealed that the
effect of masker configuration was significant �F1,6=7.498;
p=0.034�. There was no effect of signal type, nor was the
interaction between signal type and masker configuration
significant. The results of this analysis therefore indicate that
the presence of a random temporal fringe significantly el-
evated signal threshold �reduced CMR� in those configura-
tions where the gated comodulated noise-bands initially led
to a masking release. Because this occurred also for the
masking release observed for the complex signal, it can be
concluded that this masking release reflects the contributions
of CMR mechanisms.

Whereas the pattern of results supports an interpretation
in terms of the role of CMR processing, it does not rule out
accounts framed in terms of spectral integration. However,
such accounts would require that spectral integration be sen-
sitive to the temporal fringe of the masker. Evidence against
this can be gleaned from two supplementary conditions
tested on a subset of listeners in experiment 2. These two
conditions examined the effect of a temporal fringe on a
masker configuration that is not conducive to CMR, i.e., a
gated random masker. Three of the listeners were tested with
a comodulated temporal fringe bracketing the gated random
masker, and four of the listeners were tested with a random
temporal fringe bracketing the gated random masker �equiva-
lent to a continuous random masker�. Neither of these con-
ditions resulted in a significant change in threshold relative
to that measured in the gated random masker alone. This
supports the notion that spectral integration is not sensitive to
temporal fringe. In turn, this interpretation reinforces the
contention that the effect of the random temporal fringe on
thresholds for the complex signal in comodulated noise indi-
cates the involvement of CMR mechanisms.

IV. GENERAL DISCUSSION

Confirmation that CMR processing can take place even
when signal and masker spectra substantially overlap is in-
formative as to the nature of CMR. As noted by Hall et al.
�1988�, the fact that the presence of “signal-free” cue bands
is not a prerequisite for the occurrence of CMR does not
appear at first sight to be compatible with dip-listening strat-
egies. A number of studies have provided evidence that the
underpinning of CMR is the ability to preferentially monitor
the epochs of low masker energy �i.e., “dips”� where the
signal-to-noise ratio is relatively optimal �Buus, 1985; Grose
and Hall, 1989; Moore et al., 1990; Hall and Grose, 1991;
Hicks and Bacon, 1995; Buus et al., 1996�. Phenomenologi-
cally, this benefit is described in terms of a process wherein
the comodulated flanking bands cue the auditory system as to
when to “listen” for the signal. Such a description implies the
necessity of signal-free cue bands. However, signal enhance-
ment, or increased weighting of the stimulus energy during
the masker dips, will result from any process in which the
envelope information associated with comodulated cue
bands is used to account for the envelope information origi-
nating from the masker in the signal channel. Physiologi-
cally, Pressnitzer et al. �2001� have modeled this as a neural
circuit in which the output of a cell with a wide-band recep-
tive field responding to all the cue bands leads to a fast-
acting inhibition of a cell with a narrow-band receptive field
that responds to only the signal frequency. If a compressive
function is added to the circuit to institute some degree of
equalization between the inhibitory and excitatory inputs to
the narrow-band cell, then this circuit provides a simple
equalization/cancellation mechanism that can result in CMR-
like behavior. A further feature of an equalization/
cancellation mechanism, of which the Pressnitzer model is a
particular example, is that even if a signal component exists
in every frequency channel conveying comodulated masker
information, such a mechanism could potentially have a
higher output when the signal was present than when just the
comodulated masker alone was present. That is, a higher
residue would remain at the output of the cancellation stage
when a signal was present than when a signal was absent
because, with the random starting phases of the individual
signal components, the envelopes of the signal+masker
waveforms in the various frequency channels would not be
identical. This higher output may in turn constitute a detec-
tion cue. Such a mechanism would be of no benefit for a
random masker since it would have a significant output
whether or not the signal was present. In this sense, the
mechanism is informative only when the auditory system is
anticipating coherent fluctuations across frequency. Perhaps
this is why the presence of an independent temporal fringe
reduces the benefit of comodulation, as observed here and in
the Mendoza et al. �1998� study: the on-going random noise
puts the system in a state where comodulation is not ex-
pected, and therefore potential cueing mechanisms �perhaps
based on grouping by common modulation� are not acti-
vated. In line with this, Grose and Hall �1993� have shown
that the presence of comodulation during the signal epoch is,
in itself, insufficient to result in a CMR.
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Although this study was not motivated to examine the
characteristics of spectral integration under conditions of co-
modulation, the results are relevant to the findings of Bacon
et al. �2002�. That study specifically examined spectral inte-
gration for complex signals presented in narrow �100-Hz
wide� bands of frozen noise that were either unmodulated, or
were sinusoidally modulated at 8 Hz. They found that for
unmodulated noise-bands, or for widely-spaced comodulated
noise-bands, spectral integration reflected the expected
10 log �N rule, where N is the number of equally-detectable
signal components. However, for noise-band spacings that
were an octave or less, “super-integration” was observed;
i.e., amounts of spectral integration in excess of that pre-
dicted by the 10 log �N rule. They conjectured that, under
these conditions, a CMR mechanism may act in tandem with
a spectral integration process, although it is not clear how
these additive effects would come about.

In order to compare the pattern of spectral integration
observed in this study with that of Bacon et al. �2002�, mea-
sures of spectral integration were derived for the multi-
component signals used here. Because threshold level for the
multi-component signal was referenced to the component
with the highest pure-tone threshold, the derivation of spec-
tral integration consists of a simple subtraction of the multi-
component signal threshold from the highest pure-tone signal
threshold for that masker set. Note that a 10 log �N rule
would predict a 3-dB improvement in threshold between a
pure-tone signal and a four-component signal. From the data
of experiment 1, spectral integration was computed for the
two main conditions �four-band gated comodulated masker
and the four-band gated comodulated masker presented in a
random temporal fringe�, as well as the two supplementary
conditions �ten-band gated comodulated masker and the
four-band continuous comodulated masker�. From the data of
experiment 2, spectral integration was computed for the
gated random masker, the gated comodulated masker, and
the gated comodulated masker with the random temporal
fringe. The results are shown in Fig. 4, and it can be seen
that, on average, a 3-dB spectral integration was observed
for three of the conditions, with less than this amount ob-
served for the other conditions. However, individual variabil-
ity was pronounced. Nevertheless, the present results do not
appear to be in line with Bacon et al. �2002� in that no
super-integration was seen across all listeners for the co-
modulated bands that were separated by less than an octave
from each other. It is possible that the marked differences in
masker stimuli across the two studies may underlie this dis-
parity. Here, the comodulation was dictated by the common
inherent fluctuations across frequency in the envelopes of the
20-Hz-wide bands of noise, whereas in the Bacon et al.
�2002� study the comodulation was dictated by the imposed
8-Hz sinusoidal modulation of the 100-Hz-wide bands of
frozen noise. Further work is required to clarify this issue.

V. CONCLUSIONS

The purpose of this investigation was to test the hypoth-
esis that a masking release would be observed for a complex
signal in a comodulated masker, and that this masking re-

lease is attributable to a CMR process as demonstrated by
the sensitivity of the masking release to a random temporal
fringe. In both experiments 1 and 2, a masking release was
observed for a complex signal, and this release was shown to
be sensitive to the presence of a random temporal fringe.
This finding provides support for the hypothesis that the
masking release for the complex signal is associated with
CMR processing. This conclusion has consequences for
models of CMR since �a� it is demonstrated that the presence
of signal-free cue bands is not a prerequisite for the occur-
rence of CMR, and �b� the presence of comodulation during
the signal window is not sufficient to result in a CMR.
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1With regard to the complex signal, a valid objection to the R-C method of
deriving CMR in experiment 1 is that it potentially overestimates the CMR
magnitude by ignoring any effect of spectral integration due to the presence
of multiple signal components. That is, if the reference for the complex
signal had been its threshold in a masker composed of independent bands
of noise �one band centered on each signal component�, rather than a single
tone masked by a single band of noise, then the reference threshold might
have been lower due to spectral integration. A lower reference threshold
would have resulted in a smaller derived measure of CMR. Whereas this
objection is sound, it fails to take into account any increase in the reference
threshold for the pure-tone signals due to across-channel masking associ-
ated with the multiple masker bands �Hall et al., 1984; McFadden, 1986;
Cohen and Schubert, 1987; Schooneveldt and Moore, 1987; Eddins and
Wright, 1994�. That is, failure to incorporate potential effects of across-
channel masking in defining the reference threshold in experiment 1 would
have resulted in an underestimation of the CMR magnitude. To illustrate
this, additional data were collected from two listeners where the reference
masker consisted of the four independent bands of noise centered at the
signal component frequencies. Thresholds for the 2000-Hz pure-tone signal
measured in the masker were, on average, 2.1 dB higher for the two listen-
ers than their thresholds for the 2000-Hz signal masked by its on-signal

FIG. 4. Group mean magnitudes of spectral integration, ±1 standard devia-
tion, for seven masking conditions. From experiment 1, four-band comodu-
lated, gated �com/-�; four-band comodulated with random fringe �com/ran�;
ten-band comodulated, gated �com/-�; and four-band comodulated, continu-
ous �com/com�. From experiment 2, four-band random, gated �ran/-�; four-
band comodulated, gated �com/-�; four-band comodulated with random sur-
round �com/ran�. Lower solid line references no spectral integration; upper
dashed line references expected spectral integration using 10 log�N rule.
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band alone �the reference used in experiment 1�. Spectral integration was
indeed observed for the complex signal in the random reference masker �on
average, 3.1 dB for the two listeners�, but the threshold reduction due to
spectral integration was largely offset by the threshold elevation due to
across-channel masking. Thus, the actual reference used in experiment 1 is
a viable baseline against which to measure CMR, even for the complex
signal. In any case, the results of experiment 1 are substantiated by experi-
ment 2 which did use the multiple random noise bands as the reference for
masking release.
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Ciocca and Darwin �V. Ciocca and C. J. Darwin, J. Acoust. Soc. Am. 105, 2421–2430 �1999��
reported that the shift in residue pitch caused by mistuning a single harmonic �the fourth out of the
first 12� was the same when the mistuned harmonic was presented after the remainder of the
complex as when it was simultaneous, even though subjects were asked to ignore the pure-tone
percept. The present study tried to replicate this result, and investigated the role of the presence of
the nominally mistuned harmonic in the matching sound. Subjects adjusted a “matching” sound so
that its pitch equaled that of a subsequent 90-ms complex tone �12 harmonics of a 155-Hz F0�,
whose mistuned �±3% � third harmonic was presented either simultaneously with or after the
remaining harmonics. In experiment 1, the matching sound was a harmonic complex whose
third harmonic was either present or absent. In experiments 2A and 2B, the target and matching
sound had nonoverlapping spectra. Pitch shifts were reduced both when the mistuned
component was nonsimultaneous, and when the third harmonic was absent in the matching
sound. The results indicate a shorter than originally estimated time window for obligatory
integration of nonsimultaneous components into a virtual pitch. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2126823�

PACS number�s�: 43.66.Hg, 43.66.Mk, 43.66.Ba �JHG� Pages: 3783–3793

I. INTRODUCTION

Several studies have provided evidence that listeners can
perceive a virtual pitch based on the upper harmonics of a
complex tone even when the harmonics are presented nonsi-
multaneously. The extent to which this is true has fundamen-
tal implications for theories of pitch perception, which either
explicitly specify the time constant over which pitch is cal-
culated �Moore, 1982; Meddis and Hewitt, 1991a; b� or
which do not make predictions about pitch derived from non-
simultaneous components �Goldstein, 1973; Terhardt et al.,
1982�. Hall and Peters �1981� found that the integration of
nonsimultaneous components into a single virtual pitch took
place only when the harmonics were presented at a low
signal-to-noise ratio �6 dB above masked threshold�. When
they presented the harmonics in quiet, the spectral pitch of
individual harmonics was perceived rather than the residue
pitch. The basic stimulus used by Hall and Peters �1981� was
a three-tone sequence consisting of three short consecutive
harmonics; the harmonics had a duration of 40 ms �including
10-ms rise and fall times� and were separated by a 10-ms
silent gap. For similar stimuli, Houtsma �1984� reported that
one out of five subjects could extract virtual pitch even in

quiet. However, this corresponds to a minority of his sub-
jects, and, in contrast to Hall and Peters, performance was
worse for two subjects when tested additionally at a low
signal-to-noise ratio. No virtual pitch was perceived for a
two-tone sequence employing a considerably longer tone du-
ration of 200 ms when the two tones were separated by a
silent interval of 100 ms �Houtsma and Goldstein, 1972�.

More recently, Grose et al. �2002� presented a study
designed to estimate the integration time with regard to vir-
tual pitch extraction. They measured fundamental frequency
�F0� discrimination thresholds for virtual pitch based on a
sequence of four nonsimultaneous 40-ms harmonics sepa-
rated by silent gaps of various durations. Their results indi-
cated that subjects were able to extract a virtual pitch from
three consecutive 40-ms harmonics that were separated by
silent intervals of up to about 45 ms and presented against a
noise background. This was taken as evidence that the pitch
integration period was at least 210 ms long. However, Grose
et al. �2002� also pointed out an alternative explanation. Sub-
jects might have gleaned some virtual pitch information by
treating the tone sequence as arpeggio and internally con-
structing the F0 that would give the best fit to a given arpeg-
gio. In Grose et al.’s �2002� study, it was advantageous for
subjects to integrate information over time as this would re-
sult in lower thresholds. Also, subjects received feedback
and were especially trained.

a�Parts of this work were presented at the 149th meeting of the Acoustical
Society of America, Vancouver, Canada, 16–20 May 2005 �J. Acoust.
Soc.117, 2539 �2005��

b�Electronic mail: hedwig.gockel@mrc-cbu.cam.ac.uk
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In an earlier study by Ciocca and Darwin �1999�, the
integration of nonsimultaneous components was investigated
using the pitch matching paradigm developed by Moore et
al. �1985�. Subjects were presented with the first 12 compo-
nents of an equal-amplitude harmonic complex tone with an
F0 of 155 Hz and duration of 90 ms. The frequency of the
fourth component was increased or decreased by various
amounts from its harmonic value. All components were pre-
sented simultaneously, except the mistuned one which could
be presented immediately after �or in a different condition,
before� the remainder of the complex. Especially when the
mistuned harmonic was presented nonsimultaneously, it
would “pop out,” i.e., it could be heard as an individual pure
tone in addition to the richer percept evoked by the complex
tone. Subjects were asked to ignore the pure tone and to
focus their attention on matching the pitch of the complex
tone �the target� with that of a perfectly harmonic complex
�the matching sound�. The matching sound consisted of the
first 12 harmonics of an F0 that could be adjusted in the
range 155±4 Hz and had all harmonics presented simulta-
neously. The results showed that the pitch shift caused by the
mistuned harmonic when presented after the target did not
differ significantly from that observed when the mistuned
harmonic was presented simultaneously with the target. In
contrast, when the mistuned harmonic was presented before
the target, the pitch shifts were significantly smaller than
when it was presented simultaneously. In further experi-
ments, a silent gap of various durations was introduced be-
tween the target and the mistuned harmonic. No significant
difference was observed between pitch shifts obtained with
simultaneous presentation of the mistuned harmonic and pre-
sentation following the target, for silent interval durations of
up to 80 ms. These findings were taken as indicative of the
duration of the pitch integration period �starting with the
onset of the target complex� and led to an estimated duration
of about 170 to 250 ms. The results are somewhat surpris-
ing, as the subjects in Ciocca and Darwin’s �1999� study
were asked to ignore the mistuned component that popped
out. Thus, the results seem to indicate an obligatory integra-
tion of a nonsimultaneous post-target component into the
residue pitch. The term “obligatory” was not used by Ciocca
and Darwin. It is introduced here in order to contrast their
task, where subjects were asked to ignore the pure tone, with
that used by Grose et al. �2002�, where subjects tried to
integrate nonsimultaneous components to derive a virtual
pitch.1

The first objective of the present study was to try to
replicate Ciocca and Darwin’s �1999� findings on the effect
of a nonsimultaneous mistuned component on the residue
pitch but with the third harmonic mistuned rather than the
fourth; the fourth harmonic might have a somewhat special
status because its frequency is a double octave above the F0.
The second objective was to investigate the role of the pres-
ence of the nominally mistuned harmonic in the matching
sound. Ciocca and Darwin discussed and, for several rea-
sons, rejected the idea that subjects matched the spectral
pitch of the mistuned component with the corresponding har-
monic of the harmonic matching sound, instead of matching
to the virtual pitch of the target. One of the reasons for re-

jecting this idea was that matching the spectral pitch of the
mistuned component with that of the corresponding har-
monic in the matching sound would lead to a monotonic
increase in pitch shifts with increasing mistuning. The latter
generally was not observed, either when the mistuned com-
ponent was presented simultaneously �see also Moore et al.,
1985� or, and more importantly in the current context, when
it followed the target. However, subjects may have pursued a
somewhat different, analytical listening-and-matching strat-
egy that would not require integration of the mistuned com-
ponent into the residue pitch of the target. Gockel et al.
�2005� suggested that, in situations like the above when the
mistuned component follows the target, subjects may com-
pare the harmonic matching complex with the two distinct
percepts of the mistuned component and the “remainder” of
the mistuned complex �the target�. They could then try to
minimize simultaneously the overall discrepancy between
the harmonic matching complex and these two distinct per-
cepts. On the one hand, for the mistuned component, this
would imply that subjects compare the mistuned component
with the corresponding harmonic in the matching sound.
Also, to a certain degree, subjects might be able to compare
how the mistuned harmonic fits in with the harmonic match-
ing sound. On the other hand, for the remainder of the mis-
tuned complex, subjects would compare the pitch of the re-
mainder of the target with that of the matching complex. This
strategy would not predict a monotonic increase in pitch shift
with increasing mistuning. If such a strategy were used, pitch
shifts should be smaller when the component corresponding
to the nominally mistuned harmonic is absent rather than
present in the matching sound.

II. GENERAL METHOD AND STIMULI

As in Ciocca and Darwin �1999�, the target was a com-
plex tone with an F0 of 155 Hz, containing the first 12 har-
monics �except when stated otherwise� added in sine phase,
with equal amplitude. The duration of the tone was, as in
Ciocca and Darwin’s study, 90 ms, including 5-ms raised-
cosine onset and offset ramps. The third harmonic was mis-
tuned by ±3%, and it was presented either immediately after
the remainder of the target complex �condition Post-target�
or simultaneously with the remainder of the target complex.
In one control experiment �experiment 1B�, the mistuned
component could be presented immediately before the target
complex �condition Pre-target�. In the present study, the third
harmonic was mistuned rather than the fourth to test the gen-
erality of Ciocca and Darwin’s findings.

Ciocca and Darwin’s �1999� subjects used a roller-ball
to adjust the frequency of the matching sound. Here, a two-
interval, two-alternative adaptive procedure was used to ob-
tain pitch matches between a 90-ms matching sound �the
characteristics of which will be described individually for
each experiment� and the target complex; the F0 �or fre-
quency� of the former was adjusted to obtain the match. In
all experiments, the matching sound with the variable F0 was
presented in the first interval, except in experiment 1B,
where the matching sound was presented in the second inter-
val. This order was adopted following Ciocca and Darwin’s
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method: In experiments with Post-target conditions, the
matching sound was first �see Fig. 1�, while in experiments
with Pre-target conditions, the matching sound was second.
The following description of events applies to all experi-
ments containing Post-target conditions �in experiment 1B
the order was reversed�. Following the matching sound and
an interstimulus interval of 500 ms, the target tone, including
or followed by the mistuned partial, was presented. Each
interval was marked by a light. Subjects were required to
indicate the interval containing the sound with the higher
pitch. They were explicitly instructed to ignore the pure-tone
percept in the interval containing the target sound and to
match the pitch of the matching sound to that of the target
complex.

A two-down, two-up rule was used to adjust the F0 or
the frequency of the matching sound. Subjects were told that
after two consecutive answers of the same type, the pitch of
the matching sound was increased if the second interval was
judged higher and decreased if the first interval was judged
higher. When there were no two successive answers of the
same type, the matching sound was unchanged. This proce-
dure tracks the point corresponding to 50% “higher” �or
“lower”� judgments of the adjustable matching sound.

The starting step size was 5 Hz. Following each of the
first six turnpoints �a change in the direction of the F0
change�, the step size was halved. After the seventh turn-
point, the step size was set to its minimum of 0.0775 Hz,
corresponding to 0.05% of the F0 of the target. Two buttons

on a response box, marked 1 and 2, respectively, were used
to indicate the interval with the higher pitch. By pressing a
third button �underneath a red LED�, subjects initiated the
presentation of the same stimulus pair again. By pressing a
fourth button �underneath a green LED� subjects indicated
when they were satisfied with the pitch match. Subjects were
encouraged to “bracket” the overall pitch of the target sound
with the pitch of the matching sound several times, by mak-
ing the variable matching sound clearly lower than the target
sound and then clearly higher, before using the buttons to
make the sounds equal in pitch. They were also encouraged
to listen a few times to the same stimulus pair before indi-
cating the interval with the higher pitch. Only after they
reached the minimum step size was their response “Pitch of
the two tones is the same” accepted. If a subject pressed the
fourth button before the minimum step size was reached, the
response was ignored and the same stimulus pair was pre-
sented again. Subjects were informed about the procedure
and the stimuli, but no feedback was provided.

The starting F0 �or frequency� of the matching sound
was varied quasi-randomly in the range 155±30 Hz. Except
in experiment 3, in which all conditions were presented in a
randomized order, there were always four runs in a sequence
for each condition; in two, the third component in the target
sound was mistuned upwards and in two it was mistuned
downwards. One of the two runs for each mistuning direc-
tion had a starting F0 of the matching sound higher than
155 Hz, and one had an F0 lower than 155 Hz. The two
levels “present” and “absent” of the factor “presence of the
third harmonic in the matching sound,” were tested in alter-
nating order. The two levels, “simultaneous” and “nonsimul-
taneous”of the factor “timing of the mistuned harmonic rela-
tive to the remainder of the target sound,” were tested in a
blocked design in each session. In a given session, conditions
which had the mistuned harmonic presented simultaneously
were tested during the first half of the session, while condi-
tions which had the mistuned harmonic presented nonsimul-
taneously with the target sound were tested during the sec-
ond half of the session; in the next session, the order of the
two was reversed.

The matching pitch was defined as the F0 or frequency
of the matching sound presented immediately before the sub-
ject indicated that the pitch in the two intervals was equal. At
least ten pitch matches were obtained for each condition and
subject. The data reported are the means of these ten �or
more� pitch matches. The total duration of a single session
was about 2 h, including rest times. To familiarize subjects
with the procedure and equipment, they were given about
2–3 h of practice before data collection proper was started.

The target sounds were presented at a level of 58 dB
SPL per component in a continuous pink background noise
that had a spectrum level of 9 dB at 1 kHz �re 20 �Pa�. The
pink noise was used so that the individual components would
have approximately equal sensation levels. It would also
have reduced the audibility of f2-f1 combination tones. The
tones were generated digitally and were played out using a
16-bit digital-to-analog converter �CED 1401 plus�, with a
sampling rate of 10 kHz. Stimuli were passed through an
antialiasing filter �Kemo 21C30� with a cutoff frequency of

FIG. 1. Schematic spectrogram of the stimuli used in experiment 1A when
the mistuned component was presented after the target complex �Post-target
condition�.
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4.3 kHz �slope of 96 dB/oct� and presented using one ear-
piece of Sennheiser HD250 headphones. Subjects were
seated individually in an IAC double-walled sound-
attenuating booth.

III. EXPERIMENT 1: MATCHING SOUND WITH AND
WITHOUT THIRD HARMONIC

The first two experiments compared the pitch shifts ob-
tained with a matching sound consisting of the first 12 har-
monics of a variable F0, i.e., identical to the one used by
Ciocca and Darwin �1999�, to those obtained with a match-
ing sound containing harmonics 1–2 and 4–12. If subjects
use an analytical listening and matching strategy �see above�,
then pitch shifts would be expected to be smaller when the
nominally mistuned third harmonic was absent in the match-
ing sound. The reasoning for this is that, in the absence of the
nominally mistuned harmonic in the matching sound, sub-
jects cannot compare the pitch of the mistuned third har-
monic in the target sound with the pitch of the corresponding
harmonic in the matching sound. Also, as noted in the Intro-
duction, to a certain degree subjects might be able to com-
pare the pitch of the mistuned harmonic with the residue
pitch of the matching sound and assess whether they are in
tune and/or whether the mistuned harmonic fits as a subhar-
monic. The influence of this strategy would be expected to
be strongest when the mistuned component was clearly au-
dible as a pure tone separate from the richer percept evoked
by the remainder of the target complex, i.e., when it “popped
out.” Although a mistuning of 3% can lead to some pop out,
this would be reduced for tones of short duration �Moore et
al., 1986�. The popping out of the mistuned component was
clearest and most obvious when it was presented nonsimul-
taneously with the remainder of the target complex. Thus,
differences between the pitch shifts obtained in the presence
and in the absence of the third harmonic in the matching
sound would be expected to be largest for nonsimultaneous
presentation of the mistuned component.

The effects of the absence of the third harmonic from
the matching sound were investigated in two separate experi-
ments, for target sounds that were followed by the mistuned
third component and for target sounds that were preceded by
the mistuned third component. In each of the two experi-
ments, the mistuned third component could also be presented
simultaneously. Simultaneous and nonsimultaneous condi-
tions were run in a blocked design �see Sec. II� in order to
enhance possible learning effects. The matching complexes
were, like the target complexes, presented at a level of 58 dB
SPL per component.

A. Experiment 1A: Post-target

1. Stimuli and subjects

Subjects adjusted the pitch of the matching complex
with variable F0 �either components 1–12, or components
1–2 and 4–12� to match that of the subsequent target com-
plex with an F0 of 155 Hz and a mistuned third harmonic
�either components 1–12 simultaneously, or components 1–2
and 4–12 followed by the mistuned third component�.

Eight subjects participated in all conditions. They
ranged in age from 17 to 34 years, and their quiet thresholds
at octave frequencies between 250 and 4000 Hz were within
15 dB of the ANSI �2004� standard. Stimuli were presented
monaurally to the left ear for six subjects and to the right ear
for the other two. All of them had considerable musical ex-
perience.

2. Results

The results are based on 10 to 15 matches for each sub-
ject in each condition �and for each direction of mistuning�.
The number of pitch matches collected was varied slightly
across subjects in order to compensate somewhat for differ-
ences in the variability of the matches across subjects. Typi-
cally 12 matches were collected, and the standard error of
matches within a given condition and subject was about
0.06–0.07 Hz.

Initially, in this and all following experiments, the pitch
matches were averaged across negative and positive mistun-
ing of the third component to see whether there were any
overall differences in pitch between target and matching
sound. These possible “biases” were not the topic of the
present paper, but are given for completeness. The mean
pitch matches �averaged across negative and positive mistun-
ing and across subjects� are shown in Table I for each ex-
periment. The corresponding standard errors across subjects
are given in brackets. In none of the experiments reported
did the grand mean differ significantly from 155 Hz, i.e.,
there was no overall difference between the pitch of the tar-
get and the matching sound. Furthermore, for each experi-
ment a repeated measures ANOVA that used the mean pitch
matches for each subject and condition as input tested
whether there were differences between the mean matches
across conditions. There were never any significant differ-
ences, except in experiment 3. These will be described when
the results of the third experiment are presented.

TABLE I. Mean pitch matches �in Hz�, averaged across positive and nega-
tive mistunings of the third component, and the corresponding standard
errors across subjects. The mistuned component was presented either simul-
taneously or nonsimultaneously with the remainder of the target complex
�immediately after in experiments 1A, 2A, 2B, and 3; immediately before in
experiment 1B�. The third harmonic could either be absent from or present
in the matching sound. See text for details of the experiments.

Experiment

Condition

Mean

Simultaneous Nonsimultaneous

Absent Present Absent Present

1A 154.85 154.96 154.92 154.95 154.92
�0.17� �0.08� �0.07� �0.05� �0.07�

1B 155.30 155.13 155.20 154.85 155.12
�0.15� �0.08� �0.08� �0.17� �0.08�

2A 154.72 ¯ 154.69 ¯ 154.71
�0.34� �0.31� �0.31�

2B 156.32 ¯ 156.76 ¯ 156.542

�1.21� �1.46� �1.33�
3 155.17 154.83 154.86 154.44 154.83

�0.17� �0.25� �0.19� �0.24� �0.21�
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The data of principal interest with regard to the objec-
tives of the current experiments—the differences between
the pitch matches to positive and negative mistunings of the
third harmonic—will be considered next. The results are pre-
sented �following Moore et al. �1985� and Ciocca and Dar-
win �1999�� as the mean absolute pitch shift, which is calcu-
lated as half the difference between pitch matches for
corresponding positive and negative mistunings. Figure 2
shows the means and standard errors of the pitch shifts
across subjects.

Pitch shifts were largest �about 0.54 Hz� when the mis-
tuned component was presented simultaneously with the tar-
get complex and the third harmonic was present in the
matching complex. The size of this pitch shift is at the lower
end of the range of values observed by Ciocca and Darwin
�1999� for the same condition �except that in their experi-
ments the fourth instead of the third component was mis-
tuned�. Pitch shifts were second largest for simultaneous pre-
sentation of the mistuned component in the absence of the
third harmonic in the matching complex �about 0.44 Hz�.
Pitch shifts were generally smaller when the mistuned com-
ponent was presented after the target complex �filled bars�.

To determine the statistical significance of these effects,
a repeated measures two-way ANOVA �with factors timing
of the mistuned component and presence of the third har-
monic in the matching sound� was calculated, using the
mean pitch shift for each subject and condition as input. The
ANOVA showed significant main effects of timing of the
mistuned component �F�1,7�=318.3, p�0.001� and pres-
ence of the third harmonic �F�1,7�=8.7, p�0.05�, but no
significant interaction. Planned contrasts �paired samples
t-test� showed that for simultaneous presentation of the mis-
tuned harmonic, the effect of the presence of the third har-
monic in the matching sound was of borderline insignifi-
cance �p=0.053, one-tailed�, while in the post-target

conditions, the absence of the third harmonic in the matching
sound led to a highly significant reduction in the size of the
mean pitch shifts �p=0.001, one-tailed�. The small pitch shift
of 0.08 Hz in the post-target condition in the absence of the
third harmonic in the matching sound was significantly larger
than zero �p=0.002, one-tailed�.

In summary, in contrast to the results of Ciocca and
Darwin �1999�, the present data showed a marked reduction
in the size of the pitch shifts caused by a mistuned compo-
nent when the mistuned component was presented after the
remainder of the target complex instead of simultaneously
with it. In addition, the pitch shifts were reduced �especially
in the post-target condition� when the nominally mistuned
harmonic was absent rather than present in the matching
sound. The latter finding might indicate some role of an ana-
lytical listening and matching strategy.

B. Experiment 1B:Pre-target

1. Stimuli and listeners

Subjects matched the pitch of the matching complex �ei-
ther components 1–12, or components 1–2 and 4–12� to that
of the preceding target complex with an F0 of 155 Hz and a
mistuned third harmonic. The mistuned component was pre-
sented either simultaneously with or immediately before the
remainder of the target complex �Pre-target conditions�.

Seven subjects participated in all conditions. Four of
them had also taken part in experiment 1A. They ranged in
age from 17 to 44 years, and their quiet thresholds at octave
frequencies between 250 and 4000 Hz were within 15 dB of
the ANSI �2004� standard. Stimuli were presented monau-
rally to the left ear for six subjects and to the right ear for
one. All subjects had considerable musical experience.

2. Results

The results are based on about 12 to 32 matches for each
subject in each condition; more matches were collected for
some subjects than for others, because the variability of their
matches was larger. Typically 16 matches were collected,
and the standard error of matches within a given condition
and subject was about 0.06–0.07 Hz. Figure 3 shows the
pitch shifts and standard errors over all subjects.

Pitch shifts were largest when the mistuned component
was presented simultaneously with the target complex. When
the mistuned component was presented before the target
complex, pitch shifts were smaller, about 0.23 and 0.14 Hz
in the presence and in the absence of the nominally mistuned
harmonic in the matching sound, respectively.

A repeated measures two-way ANOVA �with factors
timing of the mistuned component and presence of the third
harmonic in the matching sound� showed a highly significant
main effect of timing of the mistuned component �F�1,6�
=74.4, p�0.001� but no main effect of the presence of the
third harmonic nor an interaction. Planned contrasts �paired
samples t test� showed that the effect of the presence of the
third harmonic in the matching sound was not significant
when the mistuned harmonic was presented simultaneously
with the remainder of the target. In contrast, in the pre-target
conditions, removing the third harmonic from the matching

FIG. 2. Mean pitch shifts and the corresponding standard errors across eight
subjects observed in experiment 1A. The left-hand group of two bars shows
pitch shifts obtained for a matching complex that included the third har-
monic. The right-hand group of two bars shows the pitch shifts obtained
when the third harmonic was absent from the matching complex. The white
and the black bars show results for simultaneous and post-target presentation
of the mistuned component, respectively.
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sound led to a significant reduction in the size of the pitch
shifts �p=0.016, one-tailed�.

Overall, the present data replicated the finding of Ciocca
and Darwin �1999� for the pre-target conditions, i.e., the
pitch shifts caused by a mistuned component were signifi-
cantly smaller when the mistuned component was presented
before the remainder of the target complex rather than simul-
taneously with it. In addition, the present results showed that,
when the mistuned component was presented before the re-
mainder of the target complex, pitch shifts were reduced
even more when the third harmonic was absent than when it
was present in the matching sound. Thus, for nonsimulta-
neous presentation of the mistuned component, both experi-
ment 1A with post-target presentation and experiment 1B
with pre-target presentation of the mistuned component
showed smaller pitch shifts in the absence than in the pres-
ence of the nominally mistuned harmonic in the matching
sound. This finding is consistent with the hypothesis that,
when the mistuned component was presented nonsimulta-
neously, an analytical listening and matching strategy played
some role in the task.

IV. EXPERIMENT 2: NONOVERLAPPING SPECTRA

In the following two experiments, pitch shifts caused by
a mistuned harmonic were measured using matching sounds
and target complexes that had nonoverlapping spectra. The
use of such stimuli was intended to prevent subjects from
using an analytical listening strategy. Subjects would have to
concentrate on the residue pitch and try to ignore spectral
differences. Due to the large differences in timbre of the
matching and target sounds, it was expected that the task
would be harder. A second objective was to test whether the
spectral gap, produced by the absence of the third harmonic
in the matching sound in some conditions in the first experi-
ment, somehow increased the segregation of the mistuned
third harmonic from the target complex. This in turn might
have led to a reduction in the size of the pitch shifts.

In each of the following two experiments, the mistuned
third component was either presented simultaneously with or
after the remainder of the target complex, which was pre-
sented at a level of 58 dB SPL per component. As in experi-
ment 1, simultaneous and post-target conditions were run in
a blocked design.

A. Experiment 2A: Nonoverlapping harmonics

1. Stimuli and listeners

The target and matching complexes consisted of non-
overlapping harmonics, following a design that was origi-
nally used by Moore and Glasberg �1990� when determining
F0 difference limens. The target complex contained harmon-
ics number 2, 3, 6, 7, 10, and 11. The third harmonic was
mistuned by ±3% and was presented either simultaneously
with or immediately after the remainder of the target com-
plex. The matching complex contained harmonics 1, 4, 5, 8,
9, and 12.

Four subjects participated. They ranged in age from
19 to 34 years. Initially, two more subjects were screened for
their ability to give reliable pitch estimates and were re-
jected. All �screened� subjects also took part in experiment
1A. Stimuli were presented monaurally to the left ear for
three subjects and to the right ear for the remaining one.

2. Results

As expected, the variability of the matches was larger
than in experiment 1A. Therefore, a larger number of pitch
matches was collected. The results are based on about 60 to
80 matches for each subject in each condition. For three
subjects, the typical standard error of matches within a given
condition was about 0.06–0.07 Hz, i.e., comparable �after
increasing the number of matches� to that for experiment 1A.
For one subject, the standard errors were about 0.12 Hz. The
increase in the number of collected matches by a factor of
about 6–7, necessary in order to keep the standard error ap-
proximately constant, corresponds to an increase of the stan-
dard deviation of the pitch matches by a factor of about 2.6
��7�. This is compatible with the finding of Moore and Glas-
berg �1990� that F0 difference limens increased by a factor of
about 3 when listeners had to compare complex tones with
no harmonic in common, relative to when they compared
tones with identical harmonics. Figure 4�a� shows the mean
and the standard errors of the pitch shifts across the four
subjects.

The sizes of the pitch shifts were about 0.46 and
0.09 Hz when the mistuned component was presented simul-
taneously and after the target complex, respectively. The dif-
ference was highly significant �p=0.001, one-tailed, paired
samples t test with df=3�. The small pitch shift of 0.09 Hz in
the post-target condition was significantly larger than zero
�p=0.012, one-tailed�. The shifts were very similar to those
observed in experiment 1A in the absence of the third har-
monic in the matching complex.

FIG. 3. Results for experiment 1B. Error bars indicate the standard error
across seven subjects. The white and the black bars show results for simul-
taneous and pre-target presentation of the mistuned component, respectively.
Otherwise, as in Fig. 2.
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B. Experiment 2B: Sinewave as matching sound

1. Stimuli and listeners

As another way of preventing subjects from matching
individual components, in experiment 2B, subjects matched
the pitch of a sinewave, presented at a level of 68 dB SPL, to
that of the target complex. The target complex was identical
to that used in experiment 1A, except that the first harmonic
was missing.

Four subjects, ranging in age from 17 to 34 years, par-
ticipated. One more subject was screened for his ability to
give reliable pitch matches with a sinewave. However, even
though he participated in experiment 2A, he was not able to
do the present task. All four subjects also participated in
experiment 1A, and two of them also took part in experiment
2A. Stimuli were presented monaurally to the left ear for two
subjects and to the right ear for the other two.

2. Results

The results are based on about 30, 60, 75, and 120
matches in each condition for the four subjects. For three
subjects, the typical standard error of matches within a given
condition was about 0.13–0.19 Hz, i.e., somewhat larger
than in experiment 2A. For the subject for whom only 30
matches could be collected, because she was not available

for longer, the typical standard error was 0.25 Hz. Clearly,
the task in experiment 2B was the most difficult one. Figure
4�b� shows the results. The difference between pitch matches
with post-target and with simultaneous presentation of the
mistuned component was statistically significant �p=0.003,
one-tailed, paired samples t test with df=3�. The small pitch
shift of 0.09 Hz in the post-target condition was not signifi-
cantly larger than zero �p=0.06, one-tailed�. The mean pitch
shifts were virtually identical to those observed when the
matching complex and target complex consisted of nonover-
lapping harmonics. Both sets of shifts were very similar to
those observed in experiment 1A when the third harmonic
was not present in the matching complex.

In summary, although the differences in timbre and qual-
ity of the matching sound and target complex made it more
difficult to match the pitch of the two sounds in experiments
2A and 2B, �most� musically trained subjects were able to do
so. The stimuli in experiment 2 were chosen in such a way
that spectral characteristics differed across matching and tar-
get sound and subjects had to match the overall pitch of the
two sounds. Under these conditions, the results of experi-
ment 1A were replicated. In contrast to Ciocca and Darwin’s
finding, when the mistuned component was presented after
the target complex, mean pitch shifts were significantly
smaller �about a fifth� than when the mistuned component
was presented simultaneously. Furthermore, the pitch shifts
observed in experiment 2 were very similar to those ob-
served in experiment 1A in the absence of the third harmonic
in the matching sound. The latter finding indicates that the
results of experiment 1A were not caused by perceptual seg-
regation of the mistuned component from the target complex
due to the absence of that single specific component in the
matching sound.

V. EXPERIMENT 3: RANDOMIZED DESIGN

None of the above experiments replicated Ciocca and
Darwin’s finding of equal-sized pitch shifts caused by a si-
multaneous and by a post-target mistuned component. In the
present experiments, simultaneous and post-target conditions
were tested in a blocked design, i.e., half a session each, with
the order changed around across sessions. In Ciocca and Dar-
win’s experiment, these conditions were run in a quasi-
random order within each experimental session. �Note, how-
ever, that post- and pre-target conditions were not run in the
same session.� The objective of the third experiment was to
test whether the blocked design used here might have been
the reason for the failure to replicate Ciocca and Darwin’s
findings.

A. Stimuli and listeners

The target complex and the matching complex were
identical to those in experiment 1A. All conditions �upwards
and downwards mistuning, starting F0 above and below
155 Hz, presence and absence of the third harmonic in the
matching sound, simultaneous and post-target presentation of
the mistuned component relative to the remainder of the tar-
get complex� were presented in a quasi-randomized order; a

FIG. 4. Mean pitch shifts and standard errors across four subjects observed
in experiment 2 with non-overlapping spectra of matching sound and target
complex. Panel �a� shows results when the matching sound consisted of six
harmonics that were non-overlapping with those of the target complex �ex-
periment 2A�. Panel �b� shows results when the matching sound was a
sinewave �experiment 2B�. The white and the black bars show results for
simultaneous and post-target presentation of the mistuned component, re-
spectively.
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pitch match was collected in each condition, before addi-
tional matches in any condition were collected.

Six subjects participated, ranging in age from
18 to 44 years. None of them had participated before in any
of the other experiments and their quiet thresholds at octave
frequencies between 250 and 4000 Hz were within 15 dB of
the ANSI �2004� standard. All of them had considerable mu-
sical experience. New subjects were chosen deliberately to
avoid a possible influence of learning effects that might have
resulted from the blocked conditions. Stimuli were presented
monaurally to the left ear for four subjects and to the right
ear for the remaining two.

B. Results

The results are based on between 10 and 50 matches in
each condition for the six subjects, with a typical standard
error for a given condition and subject of 0.06–0.07 Hz. As
mentioned before, it was only in this experiment that the
mean pitch matches �averaged across negative and positive
mistuning� differed across conditions �see Table I�. A
repeated-measures two-way ANOVA with factors “timing of
the mistuned component” and “presence of the third har-
monic in the matching sound” showed that both main effects
were significant �F�1,5�=20.47, p�0.01 and F�1,5�
=17.62, p�0.01�. In the post-target conditions, the matched
F0 was significantly lower than in the simultaneous condi-
tions. When the third harmonic was present in the matching
sound, the matched F0 was significantly lower than when it
was absent. Both of these main effects seem to indicate that
when the third harmonic �mistuned or not� was presented
simultaneously within a complex �matching complex or tar-
get complex� the pitch of that complex was somewhat higher
than when it was missing. The interaction was not signifi-
cant.

Figure 5 shows the pitch shifts. As in experiment 1A,
pitch shifts were largest for simultaneous presentation of the
mistuned component in the presence of the third harmonic in
the matching sound and were similar to Ciocca and Darwin’s

observed values for the corresponding condition �but with
the fourth rather than the third component mistuned�. They
were somewhat smaller in the absence of the third harmonic
in the matching complex and markedly reduced in the post-
target conditions. A repeated measures two-way ANOVA
showed a highly significant main effect of time of presenta-
tion of the mistuned component �F�1,5�=72.57, p�0.001�
and a significant effect of the presence of the third harmonic
�F�1,5�=8.97, p�0.05�, but no significant interaction.
Planned contrasts �paired samples t test� showed that for
both simultaneous conditions and post-target conditions, the
effect of the presence of the third harmonic in the matching
sound was significant at the 5% level �one-tailed�.

Overall, the mean pitch shifts were somewhat larger
than those observed in experiment 1A. This could be due
either to the randomized design in the present experiment or
to differences between the two groups of subjects. Impor-
tantly, the pattern of results across conditions observed with
the randomized design was the same as that observed with
the blocked design in experiment 1A. Therefore, this differ-
ence in the design cannot explain the failure to replicate the
results of Ciocca and Darwin �1999� for the corresponding
post-target condition.

VI. GENERAL DISCUSSION

In several experiments, the pitch shift caused by a mis-
tuned harmonic in an otherwise harmonic 90-ms complex
tone with an F0 of 155 Hz was measured. When the mis-
tuned harmonic was presented simultaneously with the target
complex and the nominally mistuned harmonic was present
in the matching complex, pitch shifts were between 0.48 and
0.65 Hz. When the mistuned harmonic was presented imme-
diately before the target complex, the pitch shifts were sig-
nificantly smaller than when it was presented simultaneously.
These two results replicate Ciocca and Darwin’s �1999� find-
ings and show that they apply when the third harmonic is
mistuned as well as when the fourth is mistuned. However,
in contrast to Ciocca and Darwin’s findings, the present ex-
periments showed significantly smaller pitch shifts when the
mistuned harmonic was presented after the remainder of the
target complex than when presented simultaneously. This
was true not only when the third harmonic was absent from
the matching sound, but also when it was present. The
former condition was not tested by Ciocca and Darwin, but
the latter was.

In addition, the present results showed that pitch
matches were smaller when the third harmonic was not
present in the matching sound, especially when the mistuned
third component followed or preceded the remainder of the
target complex. This indicates that an analytical listening and
matching strategy may have some influence on the pitch
matches, especially for nonsimultaneous components that
pop out. The strategy considered does not imply that subjects
matched only the mistuned component to the corresponding
harmonic in the matching sound. Such a strategy is not sup-
ported by the pitch matches observed �as noted earlier by
Ciocca and Darwin �1999��, as the shifts were generally
much smaller than 3%. However, the present data do support

FIG. 5. Results of experiment 3. Error bars indicate the standard error across
six subjects. As in Fig. 2 �experiment 1A� except that conditions were pre-
sented in a randomized instead of in a blocked design.
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the use of a different analytical listening-and-matching strat-
egy that was suggested by Gockel et al. �2005�. This strategy
does not require integration of the nonsimultaneous mistuned
component into the residue pitch of the target and it would
not predict a monotonic increase in pitch shift with increas-
ing mistuning. Subjects may have compared the harmonic
matching complex with the two distinct percepts of the mis-
tuned component and the “remainder” of the target complex
and tried to minimize the overall discrepancy between the
matching complex and these two distinct percepts. On the
one hand, for the mistuned component, this would imply that
subjects compare the mistuned component with the corre-
sponding harmonic in the matching sound. However, even if
the nominally mistuned component is absent in the matching
sound, to a certain degree subjects might also be able to
compare how the mistuned harmonic “fits with the harmonic
matching sound.” There are two ways how this could hap-
pen: �1� by assessing how well the pitch of the mistuned
component fits as a harmonic of the harmonic matching com-
plex and �2� under certain circumstances �for an octave rela-
tionship between mistuned harmonic and residue pitch of the
matching sound, see below� by comparing the pitch �chroma�
of the mistuned component with the residue pitch of the
harmonic matching sound. On the other hand, for the remain-
der of the mistuned complex, subjects may compare the pitch
of the remainder of the target with that of the matching com-
plex. We will come back to this point below, as the use of
this strategy might help to explain the differences between
the current results and those of Ciocca and Darwin �1999�.

In the first experiment, pitch shifts were smaller when
the mistuned harmonic was presented after the remainder of
the target complex than when presented simultaneously. This
contrasted with the findings of Ciocca and Darwin, and the
following experiments assessed possible reasons for this. In
experiment 2, the spectra of matching sound and target were
varied greatly, to check whether the use of the matching
sound with harmonics 1–2 plus 4–12 somehow led to per-
ceptual segregation of the mistuned third harmonic from the
remainder of the target complex. Under those conditions
pitch shifts were as small as those in experiment 1, and so
this explanation was rejected. Also rejected as the cause for
the difference was the use of a blocked versus randomized
design; this factor did not influence the general pattern of
results �see experiment 3�.

The only difference between the stimuli across the two
studies �for the common conditions� was that, in the present
experiments, the third rather than the fourth harmonic was
mistuned. As mentioned in the Introduction, the fourth har-
monic might have a special status in pitch-matching tasks, as
its frequency is two octaves above the F0. There is evidence
that a single isolated partial with an octave relationship to the
fundamental �two, four, eight times the F0� is typically
judged to have the same pitch as the harmonic complex
�Houtsma, 1979�. This could lead to larger pitch shifts for the
fourth than for the third harmonic, when presented nonsimul-
taneously with the target, in two different ways.

Firstly, when subjects use an analytical listening and
matching strategy, the pitch of a slightly mistuned fourth
harmonic following the remainder of the target can be

matched with the residue pitch of the harmonic matching
sound without the matching sound having a pitch very dif-
ferent from that of the remainder of the target. Thus, for the
fourth harmonic, it would be possible to adjust the matching
sound so that its pitch was more similar to that of the mis-
tuned component, without decreasing markedly its similarity
to the pitch of the remainder of the target. In contrast, at-
tempts to match the pitch of a slightly mistuned third har-
monic with the residue pitch of the harmonic matching sound
would lead to a large discrepancy between the residue pitch
of the matching sound and that of the remainder of the target.
In this situation, subjects may abandon any attempt to make
the mistuned harmonic “fit with the harmonic matching
sound” �see above�. Therefore, if subjects used an analytical
listening and matching strategy, a mistuned third harmonic
would have less influence on pitch matches than a mistuned
fourth harmonic, when presented after the target.

Secondly, a �near� octave relationship between the pitch
of the mistuned harmonic, presented after the remainder of
the target, and the residue pitch of the remainder of the target
might lead to larger pitch shifts. Carlyon �1996� found that
F0 discrimination between two sequentially presented 200-
ms complex-tone targets was markedly impaired in the pres-
ence of temporal fringes �a complex tone with fixed F0 that
was presented before and after each target�. He discussed this
in terms of “overintegration” of information about the
fringes’ F0 when estimating that of the target. Later studies
showed that this impairment depended on the similarity of
the F0s �and spectral region� of the temporal fringes and the
target �Micheyl and Carlyon, 1998�, and on perceiving the
stimuli in one perceptual stream �Micheyl and Carlyon,
1998; Gockel et al., 1999�. In a similar way, the influence of
the mistuned post-target component on the pitch of the target
could depend on the similarity of the pitch of the mistuned
component and that of the remainder of the target. This could
account for why the fourth harmonic had a large effect and
the third had only a small effect. Although the effect of tem-
poral fringes on F0 discrimination were originally discussed
in terms of overintegration of information about the fringes’
F0 when estimating that of the target �Carlyon, 1996�, the
exact stage where this interference arises �encoding or re-
trieval of pitch� is not clear.

In summary, we can think of two reasons why a mis-
tuned fourth harmonic, that is presented after the remainder
of the target, could lead to larger pitch shifts than a mistuned
third. One does not rely on temporal integration of the mis-
tuned harmonic into the residue pitch of the remainder of the
target, although the other might.

In addition to the difference between the stimuli �mis-
tuned harmonic number� there is one more, but maybe less
likely, candidate that might explain the different findings in
the corresponding conditions of Ciocca and Darwin’s �1999�
and of the present study. All of the present subjects, but only
six out of eight of Ciocca and Darwin’s subjects, were mu-
sically trained. The two studies used somewhat different
methods for pitch matching. Ciocca and Darwin’s subjects
used a roller-ball to adjust the F0 within a permitted range of
155±4 Hz. The present subjects had to indicate the higher of
the two sounds in a trial and the F0 �or frequency in experi-
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ment 2B� of the matching sound could vary over a much
wider range of 155±30 Hz. The latter means that the present
subjects had to be very good “pitch matchers” in order to do
the task. If they had not been good pitch matchers, the
matched pitches would have varied over a wide range and
they would not have been accepted as subjects. The same is
not true for the subjects in Ciocca and Darwin’s study, i.e.,
the possible pitch matches were much more restricted. An-
other, related, point is the size of the standard errors within
subjects and conditions. In the present study, standard errors
were small �typically around 0.06–0.07 Hz�. Ciocca and
Darwin did not specify the size of the standard errors within
subjects, except for experiment 2. For this, they mentioned
that “The criterion for stopping after five matches was a stan-
dard error smaller than 0.4 Hz in all conditions.” However,
in a personal communication they pointed out that the sub-
jects’ standard errors were typically around 0.1 Hz, which is
nevertheless still slightly larger than observed here. It could
be that the reason for the discrepancy across studies is con-
nected to the restricted range of permitted pitch matches and
the slightly larger variability in Ciocca and Darwin’s study.

Whatever the reason for the discrepancy, the present re-
sults show that obligatory integration into the residue pitch
of a component presented after the remainder of a 90-ms
target complex is much weaker than estimated by Ciocca and
Darwin �1999�.

Ciocca and Darwin �1999� found no significant differ-
ence between the pitch shifts caused by a simultaneously
presented mistuned component and one that was presented
after the target complex, even when it was separated from
the remainder by up to 80 ms of silence. Thus, their results
implied that pitch processes always integrate acoustic energy
over a period of a few hundred milliseconds for virtual pitch.
They argued that this poses a major problem for models of
pitch perception that estimate virtual pitch by combining au-
tocorrelation functions of the activity of individual nerve fi-
bres. Models like the summary autocorrelation model �Med-
dis and Hewitt, 1991a, b� have “time constants” of about
3–20 milliseconds which determine the time period over
which information is integrated; the time period considered
in these models corresponds to three times the “time con-
stant.” Ciocca and Darwin argued that these time constants
are too short to accommodate their results.

In contrast, the pitch shifts observed in the present study,
in the absence of the nominally mistuned harmonic in the
matching sound, were generally very small. The present re-
sults do not imply that pitch processes always integrate in-
formation over a period of a few hundred milliseconds for
calculating virtual pitch. Therefore, the results do not seem
to pose a major problem for models like the summary auto-
correlation model. Also note that it has been shown that for
changing stimuli, the end of a stimulus receives more weight
in the overall calculation of pitch �Nábêlek et al., 1970�.
Thus, a relatively short integration time would seem suffi-
cient to explain the small shifts in pitch observed when the
mistuned harmonic is presented after the remainder of the
complex tone.

A shorter obligatory integration time would be more
useful with regard to the perception of the pitch of auditory

objects in a changing acoustic environment. It is hard to see
the advantage of a system that integrates energy in an obliga-
tory way across events clearly segregated in time for the
purpose of pitch calculation. Indeed, temporal discontinuities
of only a few milliseconds may be sufficient to cause the
pitch mechanism to “reset” and to start a new pitch estimate
�Nábêlek, 1996; Plack and White, 2000�. This suggests that
the auditory system is able to keep temporally segregated
events distinct for the purpose of pitch extraction, even over
short time periods. Note, however, that for events overlap-
ping in time, even though they might be perceptually segre-
gated, effects on pitch perception have been observed �Dar-
win and Ciocca, 1992; Hukin and Darwin, 1995; Gockel et
al., 2004�.

The situation might be different altogether, when sounds
are presented at a relatively low sensation level in back-
ground noise. Hall and Peters �1981� found that integration
of nonsimultaneous components into a single virtual pitch
took place only when the harmonics were presented at a low
signal-to-noise ratio �see the Introduction�. As pointed out by
Hall and Peters, this might be related to an effect known as
continuity effect �Elfner and Homick, 1967� or auditory in-
duction �Warren et al., 1972�, where listeners restore missing
parts of a signal that might have been masked by a noise.

In Ciocca and Darwin’s �1999� study and here, subjects
were asked to ignore the pure-tone percept caused by the
mistuned component that followed the remainder of the tar-
get. This is why the term “obligatory integration” was used
here to describe the effects of the mistuned component on the
residue pitch of the remainder of the target. In contrast, if the
task explicitly requires subjects to integrate information over
several events, as in Grose et al.’s �2002� study �see the
Introduction�, then a different ability is assessed which might
lead to subjects using different strategies. Grose et al.’s sub-
jects were able to extract a virtual pitch from three consecu-
tive 40-ms harmonics that were separated by silent intervals
of up to about 45 ms. This might indicate that a pitch inte-
grator can cope with nonsimultaneous components within a
certain time range. However, as Grose et al. �2002� pointed
out, their subjects might have gleaned some virtual pitch
information by treating the tone sequence as arpeggio and
internally constructing the F0 that would give the best fit to a
given arpeggio. This might be easier when the silent intervals
between the tones are short rather than long, which would be
an alternative explanation for their finding.

VII. SUMMARY AND CONCLUSIONS

Pitch shifts were measured for a 90-ms complex tone
with an F0 of 155 Hz. The third harmonic was mistuned by
±3%, and pitch shifts were measured for three times of pre-
sentation �before, simultaneous, after� of the mistuned har-
monic relative to the remainder of the target complex. Sub-
jects were instructed to ignore the percept of a pure tone, i.e.,
to ignore any mistuned component that popped out, espe-
cially when it was presented nonsimultaneously with the tar-
get. The experimental findings were as follows:

�1� When the mistuned component was presented nonsimul-
taneously with the remainder of the target complex,
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shifts in residue pitch were significantly smaller than
when it was presented simultaneously. The marked re-
duction in pitch shifts for the post-target conditions con-
trasts with Ciocca and Darwin’s �1999� results.

�2� Pitch shifts were significantly smaller when the matching
complex did not contain the third harmonic.

�3� When the matching sound was a sinewave �experiment
2B� or when target and matching sound had nonoverlap-
ping harmonics �experiment 2A�, pitch shifts were simi-
lar to those observed with a matching sound that con-
sisted of harmonics 1–2 plus 4–12 �experiment 1A�.

�4� A randomized design �experiment 3� produced the same
pattern of results as when simultaneous and post-target
conditions were presented in a blocked design.

The results indicate the following:

�a� An analytical listening and matching strategy contrib-
uted to the pitch shifts measured, especially when the
mistuned component was presented nonsimultaneously.

�b� Obligatory integration of nonsimultaneous components
for the purpose of determining the residue pitch of a
complex tone seems to take place over a much shorter
time period than originally estimated by Ciocca and
Darwin �1999�.
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Noise that is amplitude modulated at rates ranging from 40 to 850 Hz can elicit a sensation of pitch.
Here, the processing of this temporally based pitch was investigated using a perceptual-learning
paradigm. Nine listeners were trained �1 hour per day for 6–8 days� to discriminate a standard rate
of sinusoidal amplitude modulation �SAM� from a faster rate in a single condition �150 Hz SAM
rate, 5 kHz low-pass carrier�. All trained listeners improved significantly on that condition. These
trained listeners subsequently showed no more improvement than nine untrained controls on
pure-tone and rippled-noise discrimination with the same pitch, and on SAM-rate discrimination
with a 30 Hz rate, although they did show some improvement with a 300 Hz rate. In addition, most
trained, but not control, listeners were worse at detecting SAM at 150 Hz after, compared to before
training. These results indicate that listeners can learn to improve their ability to discriminate SAM
rate with multiple-hour training and that the mechanism that is modified by learning encodes �1� the
pitch of SAM noise but not that of pure tones and rippled noise, �2� different SAM rates separately,
and �3� differences in SAM rate more effectively than cues for SAM detection. © 2005 Acoustical
Society of America. �DOI: 10.1121/1.2074687�
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I. INTRODUCTION

Pitch is one of the most salient perceptual qualities of
sound and is perceived with a variety of different waveform
types. Of interest here is the pitch of amplitude-modulated
noise. The strongest evidence that amplitude-modulated
noise can elicit pitch comes from demonstrations that musi-
cally trained listeners can identify musical intervals and
melodies, as well as transcribe unfamiliar melodies, pro-
duced by varying the modulation rate within the range of
40–850 Hz �Burns and Viemeister �1976� �1981��. Aside
from evidence that this pitch is temporally based, arising
from the amplitude envelope of the sound �e.g., Miller and
Taylor �1948�; Pollack �1969�; Burns and Viemeister �1976�,
�1981��, relatively little is known about it. Here we investi-
gated the relationship between the encoding of the pitch of
sinusoidally amplitude modulated �SAM� noise with a given
modulation rate to that of the pitch of other stimulus types,
other modulation rates, and the detection of modulation. We
did so by examining the generalization of learning on a
SAM-rate-discrimination task. Like others �Grimault et al.
�2003�; Hall et al. �2003��, we inferred that listeners made
these discriminations based on pitch.

A. The pitches of SAM noise, pure tones, and rippled
noise

Our first question was whether the pitch of SAM noise is
processed separately from, or together with, the pitches of

pure tones or rippled noise. There are data to support both
options. At least three pieces of evidence indicate that the
processing of the pitch of SAM noise is at least partially
independent from that of these other stimulus types. First, the
pitch of SAM noise arises from a different stimulus cue than
that underlying the pitches of pure tones or rippled noise.
The pitch elicited by SAM noise is carried by the temporal
envelope of the stimulus and is not likely influenced by spec-
tral cues �e.g., Miller and Taylor �1948�; Small �1955�; Pol-
lack �1969�; Burns and Viemeister, �1976�, �1981��. In con-
trast, the temporal fine structure of the stimulus, and perhaps
even spectral cues, can convey pure-tone and rippled-noise
pitches �pure tones, for a review see Moore �1997�; rippled-
noise, see Bilsen and Ritsma �1969/70�; Raatgever and
Bilsen �1992�; Cohen et al. �1995�; Patterson et al. �1996�;
Yost et al. �1998��. Second, the discrimination thresholds for
the cues that elicit pitch for each of these three stimulus
types differ across them. For example, for highly trained lis-
teners, thresholds at 150 Hz are highest for SAM-rate dis-
crimination ��12 Hz; Formby �1985��, intermediate for
rippled-noise delay-time discrimination ��4 Hz; Yost et al.
�1978��, and lowest for pure-tone frequency discrimination
��1 Hz; Formby �1985��. Finally, SAM stimuli are pro-
cessed by different neurons than pure tones or rippled noises
at several levels of the auditory system. For example, there
are periodotopic representations of modulation rate that are
largely separate from and orthogonal to the tonotopic repre-
sentation of pure-tone frequency in both the inferior collicu-
lus and auditory cortex �Schreiner and Langner �1988�;
Langner et al. �1997�; Schulze and Langner �1997��. Simi-
larly, chopper units in the cochlear nucleus appear to be well
suited for encoding the stimulus envelope, the cue for the

a�Portions of this work were presented in “Specificity of learning for the
discrimination for sinusoidal-amplitude-modulation rate,” 139th Meeting of
the Acoustical Society of America, Atlanta, Georgia, June 2000.

b�Electronic mail: matthew.fitzgerald@med.nyu.edu
c�Electronic mail: b-wright@northwestern.edu
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pitch of SAM noise �Greenberg and Rhode �1987�; Frisina et
al. �1990�; Shofner �1999��, while primary-like units may
best represent the fine structure, the cue for the pitch of
rippled noise �Shofner �1991�, �1999��.

Other evidence, however, suggests that the pitches of
SAM noise, pure tones, and rippled noise may be processed
together. Despite the differences in the stimulus cues thought
to underlie these three pitch types, an autocorrelation-based
model that extracts periodic information from the stimulus
waveform can predict the pitch of all of them �Meddis and
Hewitt �1991a, b�; Meddis and O’Mard �1997��. This model
also predicts differences in pitch saliency that correspond to
the differences in the pitch-cue discrimination thresholds ob-
served across these three stimulus types �Meddis and Hewitt
�1991b��. Further, physiologically, it appears that both the
stimulus-envelope and the fine-structure cues that elicit pitch
for these three stimulus types can be conveyed by chopper
units in the cochlear nucleus �Winter et al. �2001�; Wiegrebe
and Winter �2001�; Wiegrebe and Meddis �2004��.

B. Different SAM rates

Our second question was whether different SAM rates,
both those that do and do not elicit pitch, are processed sepa-
rately or together. Again, there is some support for both
modulation-rate specific processing and for shared process-
ing of different modulation rates. However, most of the rel-
evant psychophysical data come from investigations of SAM
detection, rather than discrimination, in which the employed
SAM rates were too slow, and the modulation depths too
shallow, to elicit pitch. The majority of this evidence indi-
cates that different modulation rates are processed separately.
First, when a target modulation rate is presented with a sec-
ond, masking, modulation rate, the target rate is most diffi-
cult to detect or discriminate when the masker is modulated
at the same rate as the target. The amount of impairment
decreases as the difference in the target and masker rate in-
creases, both when the target and masker modulate the same
�e.g., Bacon and Grantham �1989�; Houtgast �1989�� or dif-
ferent �e.g., Yost and Sheft �1989�; Yost et al. �1989�� carri-
ers. Second, the ability to detect modulation at a target rate is
more impaired after exposure to 100% modulation at the
target rate than at other modulation rates �Richards et al.
�1997�; Sheft �2000�; Wojtczak and Viemeister �2003��.
Third, different modulation rates generate different percepts,
ranging from resolvable fluctuations ���20 Hz�, to rough-
ness �strongest at 70 Hz�, to pitch ��40–850 Hz; Terhardt
�1974�; Burns and Viemeister �1976�; Fastl �1977��, and lis-
teners appear to focus on different percepts at different rates
when trying to detect SAM �Wright and Dai �1998��. Fourth,
a psychophysical model based on modulation-rate-specific
processing can predict the ability of listeners to detect a
single modulation rate in isolation and in the presence of a
second modulation rate �Dau et al. �1997a, b�; Ewert and
Dau �2000��. Finally, there is physiological evidence that dif-
ferent modulation rates are processed separately from each
other, either at different stages along the auditory pathway, or
at different sites within a given stage. Most neurons in audi-
tory cortex preferentially respond to slow modulation rates

�Schreiner and Urbas �1988�; Eggermont �1994�; Giraud et
al. �2000��, while a majority of neurons in inferior colliculus
and cochlear nucleus respond best to fast rates �e.g., Moller
�1974�; Langner and Schreiner �1988�; Schreiner and Lang-
ner �1988�; Giraud et al. �2000��. Periodotopic representa-
tions of modulation rate also have been observed in both the
inferior colliculus �Langner and Schreiner �1988�; Schreiner
and Langner �1988�� and the auditory cortex �Langner et al.
�1997�; Schulze and Langner �1997��.

In contrast, there is also reason to think that different
modulation rates may be processed together. For example, a
psychophysical model that assumes shared processing for
different modulation rates can predict, in most instances, the
ability of listeners to detect a single modulation rate in iso-
lation and, given an appropriate decision strategy, in the
presence of a second modulation rate �Viemeister �1979�;
Strickland and Viemeister �1996��. In addition, there are neu-
rons that respond to multiple modulation rates below an up-
per cutoff rate at many processing levels �see Joris et al.
�2004� for a review�.

C. SAM-rate discrimination and SAM detection

Our third question was to what extent the processing
involved in SAM-rate discrimination with a stimulus that
elicits pitch is shared with that involved in SAM detection.
Suggesting that there is a relationship between the two,
thresholds for both modulation-rate discrimination and
modulation detection increase approximately in parallel,
rather than divergently, with increasing modulation rate
�Burns and Viemeister �1976�; Patterson et al. �1978�;
Formby �1985�; Grant et al. �1998��. However, indicating
that these abilities may engage different mechanisms at some
stage of processing, the correlation between modulation-
detection and SAM-rate-discrimination thresholds in indi-
vidual listeners is minimal �Grant et al. �1998��, and modu-
lation can be detected at shallower modulation depths than
are necessary for modulation-rate discrimination �Burns and
Viemeister �1976�; Patterson and Johnson-Davies �1977��.

D. Perceptual-learning paradigm

To investigate these three questions, we examined pat-
terns of learning and generalization on a SAM-rate discrimi-
nation task. We gave nine listeners multiple-hour practice on
a single SAM-rate discrimination condition, and examined
whether, relative to nine untrained controls, this training im-
proved the ability of the trained listeners to discriminate the
frequency of a pure tone or the delay time of a rippled noise
that elicited the same pitch as the trained standard rate �150
Hz�, to discriminate SAM of slower �30 Hz� or faster �300
Hz� standard rates, or to detect SAM at the trained rate. We
assumed that learning on the trained condition would gener-
alize to an untrained condition only if the processing affected
by learning on the trained condition also was involved in the
processing of the untrained condition. Given this assumption,
we reasoned that the pattern of generalization would indicate
whether the processing affected by learning encodes: �1�
only the pitch elicited by SAM noise �no generalization to
the pure-tone or rippled-noise stimuli� or the pitch elicited by
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multiple stimulus types �generalization�, �2� only the trained
SAM rate �no generalization to untrained SAM rates� or mul-
tiple modulation rates �generalization�, �3� SAM only for dis-
crimination �no generalization to SAM detection� or for
SAM detection as well �generalization�.

Others have also used learning paradigms to investigate
pitch-encoding mechanisms �e.g., Irvine et al. �2000�; De-
many and Semal �2002�; Grimault et al. �2002��, but we are
aware of only one instance in which learning on SAM-rate
discrimination was used to do so. As part of their investiga-
tion of the mechanisms underlying the pitches of resolved
and unresolved harmonic complexes, Grimault et al. �2003�
gave two groups of listeners training on SAM-rate discrimi-
nation twelve two-hour sessions spread over four weeks; one
group was trained at 88 Hz and the other at 250 Hz. Address-
ing one of their primary questions, they reported that learn-
ing to discriminate SAM rate generalized to fundamental-
frequency discrimination with resolved and unresolved
harmonic complexes. More closely related to the current
project, they also reported that learning on pure-tone fre-
quency discrimination did not generalize to SAM-rate dis-
crimination. However, their results as to whether learning on
SAM-rate discrimination generalized to pure-tone frequency
discrimination �one of the current questions� were ambigu-
ous. On one hand, listeners trained on SAM-rate discrimina-
tion improved just as much on pure-tone frequency discrimi-
nation as did listeners trained with pure tones, indicating
generalization. On the other hand, listeners trained on SAM-
rate discrimination showed rapid learning in pure-tone fre-
quency discrimination that was not seen in listeners trained
with pure tones, suggesting that the apparent generalization
from SAM-rate to pure tones may actually have resulted
from this rapid learning and, by implication, through proce-
dural as opposed to perceptual learning. Finally, they state in
passing that learning on SAM-rate discrimination general-
ized to untrained SAM rates �another of the current ques-
tions� and to untrained carriers.

While the results of Grimault et al. �2003� are relevant
to the present experiment, additional examination is still war-
ranted for the two current questions that overlap with their
investigation. Their results regarding the generalization from
SAM-rate discrimination to pure-tone frequency discrimina-
tion were inconclusive and their comment that learning gen-
eralized across different modulation rates was not substanti-
ated by statistical analyses. It is also worth noting that, in
their experiment, there were only three listeners in each
trained group, and listeners trained with different SAM rates
were apparently treated as a single trained group in the sta-
tistical analyses, just as they were in the figures. This col-
lapsing across trained groups may have obscured differences
in the amount of learning at the two trained rates; the time
course of learning has been observed to be slower at faster
modulation rates �Schulz and Scheich �1999��.

II. METHODS

A. Listeners

Eighteen listeners �10 females� between the ages of 18
and 31 years �mean 19.8 years� participated in this experi-

ment. None of the listeners reported any history of hearing
disorder. We paid all listeners an hourly wage, and gave the
trained listeners a 20% bonus upon completing the experi-
ment. None of the listeners had any previous experience with
psychoacoustic tasks.

B. Procedure and conditions

We used the same paradigm as in a previous experiment
on auditory perceptual learning �Wright and Fitzgerald
�2001��. Listeners were divided into two groups of equal
size: a trained group and a control group. The trained group
completed a pre-test, a training phase, and a post-test. The
control group completed only the pre- and post-tests.

On both the pre- and post-tests, all listeners performed
the same six conditions: three on SAM-rate discrimination,
and one each on pure-tone frequency discrimination, rippled-
noise discrimination, and SAM detection. We randomized
the condition order across listeners, but each listener used the
same order in the pre- and post-tests. For each condition in
these tests, listeners completed five blocks of 60 two-interval
forced-choice trials �300 total trials�. In one interval of each
trial, we presented a standard sound, and in the other a target
sound. Listeners were asked to indicate which interval con-
tained the target sound. In the 30, 150, and 300 Hz SAM-
rate-discrimination conditions, the standard sound was a
SAM noise with a modulation rate of 30, 150, or 300 Hz and
the target sound a SAM noise with a faster modulation rate.
The dependent variable was the SAM rate of the target sound
�in Hz�. In the 150 Hz pure-tone frequency-discrimination
condition, the standard sound was a 150 Hz pure tone and
the target sound a tone of higher frequency. The dependent
variable was the frequency of the target sound �in Hz�. In the
150 Hz rippled-noise-discrimination condition, the standard
sound was a cos+rippled noise with a delay time of 6.67 ms
�corresponding to a pitch value of 150 Hz; Bilsen �1966�;
Bilsen and Ritsma �1969/70�; Yost et al. �1978�� and the
target sound a cos+rippled noise with a shorter delay time
�corresponding to a higher pitch value�. The dependent vari-
able was the delay time of the target sound �in ms�. Finally,
in the 150 Hz SAM-detection condition, the standard sound
was an unmodulated noise and the target sound a SAM
noise. The dependent variable was the modulation depth of
the target sound �converted to dB�. The pre- and post-tests
were separated by an average of 10.2 days for the trained
listeners and 11.3 days for the controls.

During the training phase, which occurred between the
pre- and post-tests, trained listeners completed twelve blocks
�720 trials� of practice per day for six to eight days on only
the 150 Hz SAM-rate-discrimination condition. The control
listeners received no training.

In all conditions we manipulated the dependent variable
to determine the discrimination or detection threshold for
each listener. This threshold was obtained by decreasing the
dependent variable after three consecutive correct responses,
and by increasing it after each incorrect response. When the
dependent variable changed from decreasing to increasing,
or vice versa, its value was noted. We discarded the first
three of these reversal values in each 60-trial block, and then
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averaged the remaining reversal values to obtain the dis-
crimination or detection threshold. This threshold corre-
sponded to the 79.4% correct point on the psychometric
function �Levitt �1971��. To ensure accuracy, no threshold
was computed if there were fewer than four remaining rever-
sal values. Only 2.1% of all 60-trial blocks were omitted for
this reason. For the three SAM-rate-discrimination condi-
tions, the starting difference between the standard and target
was typically 6 Hz for the 30 Hz standard rate, 20 Hz for the
150 Hz standard rate, and 90 Hz for the 300 Hz standard rate.
The step size was 0.018 of the standard rate until the third
reversal, and was 0.006 of the standard rate thereafter. For
the pure-tone frequency-discrimination condition, the start-
ing difference was typically 6 Hz, and the two step sizes
were 0.75 and 0.15 Hz. For the rippled-noise-discrimination
condition, the starting difference was generally 0.338 ms,
and the step sizes were 0.157 and 0.026 ms. In the five dis-
crimination conditions, if the adaptive procedure called for
the target sound to have a lower modulation rate, lower pure-
tone frequency, or a longer delay time than the standard, the
target sound was made to be equal to the standard sound and
the track continued. This situation never occurred for any of
the SAM-rate-discrimination conditions, occurred on 0.8%
of trials for the pure-tone frequency-discrimination condi-
tion, and on 2.1% of the trials for the rippled-noise-
discrimination condition. Finally, for the SAM-detection
condition, the starting modulation depth �m� was 1 �100%
modulation� and the step sizes in units of 20 log�m� were 4
and 2 dB. We provided feedback after each trial in all mea-
surement phases.

C. Stimuli

All stimuli were generated digitally �Tucker Davis Tech-
nologies APOS�. The pure tones had a starting phase of zero
degrees. The standard SAM noises were created by multiply-
ing an unmodulated broadband Gaussian noise with a DC-
shifted sinusoid of either 30, 150, or 300 Hz. The SAM
noises were low-pass filtered at 5000 Hz after modulation
and the modulation had a starting phase of zero degrees. In
the SAM-rate-discrimination task, the modulation depth was
always 100%. The amplitude of all SAM noises was reduced
by 1+m2 /2 �m=modulation depth� to cancel out the increase
in power resulting from amplitude modulation �e.g., Vi-
emeister �1979��.

The cos+rippled-noise sounds were created by duplicat-
ing an unmodulated broadband Gaussian noise, delaying the
duplicated noise, and adding the delayed noise back to the
original noise. For the standard sound in the 150 Hz rippled-
noise-discrimination condition, the delay time was 6.667 ms.
Only one iteration of the duplication-delay-addition process
was performed, with a gain of 1.0, to obtain a pitch strength
for the rippled noise that was slightly stronger than, but com-
parable to, that of SAM noise �Fastl and Stoll �1979��. The
cos+rippled noise were low-pass filtered at 5000 Hz.

All noise stimuli were presented at a spectrum level of
40 dB SPL �overall level of 77 dB SPL�. The sinusoids in the
pure-tone frequency-discrimination task were presented at an
overall level of 70 dB SPL. Each sound was shaped with

cosine-squared 10 ms rise/fall envelopes and had a duration
of 400 ms, measured from onset to offset. The interstimulus
interval was 600 ms for all conditions.

The stimuli were played through a 16-bit digital-to-
analog converter �TDT DD1� at a sampling rate of 25 kHz,
followed by an anti-aliasing filter set to low-pass at 8500 Hz
�TDT FT6-2�, a programmable attenuator �TDT PA4�, a
sound mixer �TDT SM3�, and a headphone driver �TDT
HB6�. The stimuli were then presented through the left ear-
piece of Sennheiser HD265 headphones. All listeners were
tested in a sound-treated room.

III. RESULTS

A. Learning on the trained condition: 150 Hz SAM-
rate discrimination

Multiple-hour training improved performance on the
trained 150 Hz SAM-rate-discrimination condition. Figure
1�a� shows that the grand mean SAM-rate-discrimination
threshold of the nine trained listeners decreased from 25 to
12 Hz between the pre- and post-tests �filled squares�, and
from 22 to 13 Hz between the first and last training session
�open squares�. A one-way analysis of variance �ANOVA�
with repeated measures on the mean thresholds of the indi-
vidual listeners revealed significant changes in performance
over sessions both with �F7,56=33.72, p�0.001� and without
�F5,40=32.97, p�0.001� the pre- and post-test data, indicat-
ing learning. The post-test thresholds are consistent with pre-
vious reports of SAM-rate-discrimination thresholds at rates
near 150 Hz using well-trained listeners �Formby �1985�;
Hanna �1992�; Grant et al. �1998��. All trained listeners re-
ported using a pitch cue to perform the trained condition.

Consistent with the mean data, each individual listener
learned on the trained condition during the training phase
�Fig. 1�b��. We completed a two-step process to determine
whether an individual listener showed training-phase learn-
ing. First, for each listener, we performed a one-way
ANOVA on the thresholds measured in each training session.
Second, we fitted a regression line to the same data. If a
listener showed a significant change in performance �p
�0.05� across the training sessions according to the
ANOVA, and if the regression line showed a significant
negative slope �p�0.05�, we said that listener had learned
significantly on the trained condition during the training
phase �Wright et al. �1997�; Wright and Fitzgerald �2001��.
All nine trained listeners met these criteria.

B. Generalization of learning to untrained conditions

1. Mean performance

We examined the mean pre- and post-test data to deter-
mine whether the trained listeners generalized their training-
phase learning on the trained condition to �1� the two un-
trained stimulus types, �2� the two untrained SAM rates, and
�3� the untrained SAM-detection task. Because the six pre-
and post-test conditions employed a variety of measurement
scales and the rate-discrimination thresholds varied markedly
across the different SAM rates, we normalized the raw
thresholds for each listener on each condition by converting
them to z scores �see also, Wright and Fitzgerald �2001��. In
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each condition, we combined the pre-test data from the
trained and control listeners to calculate a mean threshold
and standard deviation, and then used these values to com-
pute the pre- and post-test z scores. Note that in all condi-
tions, the more negative the z score, the lower the threshold,
and thus, the better the performance on that condition.
We analyzed the pre- and post-test z scores with a
2�2�6 ANOVA on group �trained versus control�, time
�pre-versus post-test�, and condition, with repeated measures
on both time and condition. There was a significant
main effect of time �F1,16=42.36, p�0.001�, a significant
time � condition interaction �F5,80=9.59, p�0.001�, and a
significant three-way interaction �F5,80=10.10, p�0.001�.
We subsequently analyzed the three-way interaction with
2�2 ANOVAs on group and time �repeated on time� for
each of the six conditions, and followed those analyses with
t-tests, to assess generalization.

The training-phase learning did not generalize to the
untrained stimulus types. On the pure-tone frequency-
discrimination and rippled-noise-discrimination conditions,
the trained �Fig. 2, squares� and control �triangles�
listeners improved by the same amount between the
pre- and post-tests �open and filled symbols, respectively�.
The 2�2 ANOVAs showed main effects of time for
both conditions �p=0.002 in each case� but revealed no
significant time � group interaction for either condition
�p�0.259 in each case�.

The training-phase learning generalized partially to the
untrained 300 Hz rate, but not at all to the 30 Hz rate. On the
SAM-rate-discrimination conditions, the control listeners
learned at the 30 and 150 Hz rates. The trained listeners

FIG. 1. Learning on the trained 150 Hz SAM-rate-discrimination condition.
The group mean �panel �a�� and individual �panel �b�� thresholds of the nine
trained listeners are shown for each testing session. Results are plotted sepa-
rately for the pre- and post-tests �filled squares� and the training phase �open
squares�. The error bars indicate ± one standard error of the mean across
listeners �panel �a�� or within listeners �panel �b��. The threshold is the
difference in SAM rate �in Hz� needed to discriminate a faster SAM rate
from the standard 150 Hz SAM rate on 79% of trials. Note that the mean
training-phase data include only the six days of training that all trained
listeners completed, and that the ordinate differs slightly between panels �a�
and �b�.

FIG. 2. Generalization to untrained conditions. Mean pre-test �open sym-
bols� and post-test �filled symbols� z scores are shown for the nine trained
�squares� and nine control �triangles� listeners in each of the six conditions.
The error bars indicate ± one standard error of the mean across listeners.
Asterisks and short horizontal brackets denote significant differences �p
�0.05� between the z scores of the trained and control listeners on the pre-
or post-tests. The presence of these differences only for the trained and one
untrained condition indicate that the training-induced learning of SAM-rate
discrimination was largely specific to the trained SAM-rate-discrimination
condition. In each condition, both the pre- and post-test z scores were com-
puted from the mean and standard deviation of the pre-test thresholds of the
trained and control listeners combined �n=18�.
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learned more than controls at the trained 150 Hz rate as well
as at the untrained 300 Hz rate, but not at the 30 Hz rate �Fig.
2�. The 2�2 ANOVAs revealed main effects of time for all
three rates �p�0.012 in each case� but showed significant
time � group interactions only for the 150 Hz �p�0.001�
and the 300 Hz �p=0.047� rates �30 Hz rate, p=0.582�. Sub-
sequent t-tests on these significant interactions revealed that
the trained listeners improved between the pre- and post-tests
on both the 150 and 300 Hz rates �p�0.002 in each case�,
while the controls showed nearly significant improvements
only for the 150 Hz rate �p=0.054; 300 Hz, p=0.681�. Fur-
ther, the post-test z scores were significantly lower for the
trained than the control listeners at the 150 Hz �t16=−3.68,
p=0.002� and 300 Hz �t16=−2.78, p=0.013� rates, while the
pre-test z scores were either similar between the groups �300
Hz rate; p=0.85� or significantly higher for the trained than
the control listeners �150 Hz rate; t16=2.60, p=0.019� �Fig.
2, short horizontal brackets and asterisks�. Taken together,
these results indicate that the control listeners learned at 30
and 150 Hz, but not at 300 Hz �see the main effect of time at
30 Hz, t-tests at 150 and 300 Hz�. More notably, the trained
listeners learned more than controls on the trained 150 Hz
and untrained 300 Hz rates �significant 2�2 interactions and
t-tests�, but learned the same amount as controls on the un-
trained 30 Hz rate �significant effect for time, but no inter-
action�. However, it appears that the trained listeners learned
more at 150 than 300 Hz because the post-test thresholds of
the trained listeners at 150 Hz were equivalent to those pre-
viously obtained from well-trained listeners near that rate
�Formby �1985�; Hanna �1992�; Grant et al. �1998��, whereas
at 300 Hz, the present thresholds were higher �Formby
�1985�; Grant et al. �1998��. Thus, the trained listeners ap-
pear to have reached asymptotic performance at 150 Hz, but
not at 300 Hz, suggesting that the generalization of their
training-phase learning was incomplete.

Finally, the training-phase learning of SAM-rate-
discrimination generalized negatively to the 150 Hz SAM-
detection condition �Fig. 2�. The 2�2 ANOVA on this con-
dition only revealed a significant time � group interaction
�p=0.047�. Here, neither the pre- nor the post-test z scores
differed significantly between the trained and control listen-
ers. However, the post-test z scores of the trained listeners
were almost significantly higher than their pre-test z scores
�t8=−2.23, p=0.056�, while the control listeners scores did
not differ between those two tests �t8=−1.65, p=0.137�.
Thus, training on SAM-rate discrimination appeared to have
actually impaired the ability to detect SAM at the trained
rate.

2. Individual performance

We used linear regression to analyze the relationship be-
tween the individual raw pre- and post-test thresholds be-
cause this relationship is not illustrated in the mean z-score
data �see also, Wright and Fitzgerald �2001��. In each condi-
tion, we computed the linear regression of the post-test on
the pre-test thresholds separately for the trained and control
listeners, excluding data values for which the pre-test thresh-
old was greater than two standard deviations from the mean
of all listeners.

In all five discrimination conditions �Fig. 3, top five
rows�, listeners with the highest pre-test thresholds showed
the most improvement. In these conditions, the data points of
both the trained �left column� and control �right column�
listeners were generally below the solid diagonal line, indi-
cating that listeners improved between the pre- and post-
tests. Regression lines fitted to these data points had slopes
that were less than 1.0 �dashed lines�, demonstrating that
listeners with the worst initial thresholds improved the most.
The performance of the trained listeners on the trained con-
dition shows this pattern most dramatically �top left panel�.
The slope of that regression line was nearly flat �0.05�, indi-
cating that regardless of the pre-test value, the trained listen-
ers all finished with a similar post-test value. In reasonable
accord with the conclusion that learning was most marked on
the trained condition, tests of the homogeneity of regression
revealed significant differences in the regression-line slopes
between trained and control listeners only in that condition
�top row: F1,14=5.50, p=0.034; all others p�0.29�. Finally,
consistent with the conclusion that learning generalized par-
tially to the 300 Hz SAM rate �4th row�, while the
regression-line slopes did not differ significantly between the
two groups on that condition �p=0.29�, the y-intercepts of
the regression lines clearly did.

Supporting the idea that listeners became worse at SAM
detection after training on SAM-rate discrimination, six of
the nine data points of the trained listeners were above the
diagonal line in the SAM-detection condition, compared to
only one of the nine points of the control listeners �Fig. 3,
bottom row�. The slope of the regression line for the trained
listeners was 1.29, suggesting that the trained listeners with
the highest pre-test thresholds showed the largest decrements
in performance. It should be noted, however, that three of the
listeners whose pre-test thresholds spanned the observed
range all showed the same large decrement.

C. Preservation of learning

The trained listeners maintained their post-test perfor-
mance on both the trained and untrained conditions for at
least one month after training. Five of the nine trained listen-
ers completed a second post-test one month after the original
post-test. Figure 4 shows the z scores for the original �filled
squares� and for the one-month �filled hourglasses� post-
tests. A 2�6 ANOVA repeated on both time �original versus
one-month post-test� and condition revealed a significant
main effect of condition �F5,20=5.94, p=0.002�, but no main
effect of time and no significant interaction. Thus, the pattern
of learning and generalization did not change from the origi-
nal to the one-month post-test.

IV. DISCUSSION

It is clear from the present results that listeners can im-
prove their ability to discriminate SAM rate with multiple-
hour practice. Given the inference that listeners used a pitch
cue to make these discriminations, and the assumptions
about the interpretation of the generalization of learning, the
present results provide insight into the encoding of the pitch
of SAM noise.
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A. The pitches of SAM noise, pure tones and rippled
noise

The lack of generalization to the discrimination of pure-
tone frequency and rippled-noise delay time suggests that the
mechanism affected by learning on SAM-rate discrimination
is not involved in the processing of the pitches elicited by
these other stimulus types. This result is in accord with the
differences in stimulus cue, discrimination threshold, and
physiological encoding that distinguish the pitch of SAM
noise from that of pure tones and rippled noise �see Intro-
duction�. It also agrees with Grimault et al.’s �2003� report
of no generalization of learning from pure-tone frequency
discrimination to SAM-rate discrimination, and supports the
view that their ambiguous results regarding generalization in
the opposite direction, from SAM rate to pure-tone fre-
quency, most likely reflect no generalization.

The present data are consistent with two trends suggest-
ing that pitch-cue based discrimination learning induced by
multiple-hour training typically affects processing specific to
the trained stimulus type. First, pitch-cue discrimination
learning often fails to generalize to untrained stimulus types.
Learning generalized only partially or not at all: from a SAM
noise to a pure tone or rippled noise �present results�, from a
pure tone to SAM noise �Grimault et al. �2003�� or an unre-
solved harmonic complex �Grimault et al. �2003��, from an
unresolved to a resolved harmonic complex �Grimault et al.
�2002��, and from a resolved harmonic complex to a pure
tone �Demany and Semal �2002�� or unresolved harmonic
complex �Grimault et al. �2002��. Second, the learning rate
differs for different stimulus types. Listeners reached
asymptotic performance after approximately two hours of
practice with unresolved harmonic complexes �Grimault et
al. �2002��, four hours with pure tones �e.g., Campbell and
Small �1963�; Loeb and Holding �1975�; Watson �1980�; Ir-
vine et al. �2000�; Demany and Semal �2002��, six hours
with SAM noise �present results� and more than ten hours
with resolved harmonic complexes �Demany and Semal
�2002�; Grimault et al. �2002��. There are, however, excep-

FIG. 3. Relationship between individual pre- and post-test thresholds. Pre-
test �x axis� and post-test �y axis� thresholds are shown for the individual
listeners �open symbols� and their group means �filled symbols� in each of
the six conditions �rows�. Thresholds are plotted separately for the nine
trained �squares, left column� and nine control �triangles, right column�
listeners. The linear regression of the post-test on the pre-test thresholds was
determined for each data set �dashed lines�, excluding values �plus signs� for
which the pre-test threshold was more than two standard deviations above or
below the mean of all listeners �n=18�. Listed in each panel, are the regres-
sion equation, the r2, and the standard error of the estimate �in parentheses�.
Asterisks indicate regression-line slopes that were significantly different
from zero �p�0.05�. The solid diagonal line in each panel indicates a
regression-line slope of 1. Points beneath this line indicate improvement
between the pre- and post-test.

FIG. 4. Retention of learning. Mean post-test �squares� and one-month re-
turn post-test �hourglasses� z scores are shown for the trained listeners in
each condition. Error bars indicate ± one standard error of the mean across
listeners. Only the data of the five listeners who completed the one-month
return post-test are included in this figure.
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tions to these trends illustrating that multiple-hour training
on pitch-cue discrimination can affect processing common to
different stimulus types. These cases include the generaliza-
tion of learning from a SAM noise to both resolved and
unresolved harmonic complexes �Grimault et al. �2003��,
from a pure tone to a resolved harmonic complex �Grimault
et al. �2003��, and perhaps from a SAM noise to a pure tone
�ambiguous, see preceding paragraph�.

B. Different SAM rates

The current observation that learning on SAM-rate dis-
crimination generalized only partially to one untrained rate,
and not at all to another, suggests that the mechanism af-
fected by this learning is tuned, albeit perhaps broadly, to
particular modulation rates. This outcome is in agreement
with the previous evidence for rate-specific processing of
amplitude modulation including the rate-specific masking
and adaptation of modulation, the different percepts associ-
ated with different rates, the predictive power of a rate-
specific psychophysical model, and the separation of the neu-
rological representations of different modulation rates �see
Introduction�. That there was some generalization to the un-
trained 300 Hz rate, but none to the 30 Hz rate, may indicate
that the clearest separation of processing of different rates is
between those that do �300 Hz� and those that do not �30 Hz�
elicit pitch. This scenario could also account for the brief
statement by Grimault et al. �2003� that rate-discrimination
learning generalized between 88 and 250 Hz, because both
of those rates were within the pitch range.

Taken together with data from other perceptual-learning
experiments, it appears that multiple-hour training on stimu-
lus discrimination based on pitch cues affects mechanisms
that process different pitch values separately for some stimu-
lus types, but not others. For both pure tones and SAM
noises, learning generalized only partially, or not at all, from
trained to untrained pitch values, suggesting that different
pitch values are processed separately for these stimulus types
�Wright �1998�; Irvine et al. �2000�; Demany and Semal
�2002�; present data�. In contrast, learning generalized to un-
trained pitch values for both resolved and unresolved har-
monic complexes �Grimault et al. �2002��, implying common
processing of multiple pitch values within these two stimulus
types. However, in these cases, the generalization may have
resulted from procedural learning �Grimault et al. �2002��.
Given the current evidence, it seems that future experiments
on perceptual learning of pitch-cue discrimination are more
likely to reveal specificity to the trained stimulus type than to
the trained pitch value.

C. SAM-rate discrimination and SAM detection

The decrease in the ability to detect SAM following
training on SAM-rate discrimination most likely indicates
that the mechanism modified by learning was separate from
that ideally used for SAM detection. According to this idea,
a mechanism specialized for SAM detection precedes a sepa-
rate mechanism that is specialized for SAM-rate discrimina-
tion, but can also be used, sub-optimally, for detection. This
scenario is consistent with the evidence for both separate and

shared processing for these two abilities described in the In-
troduction. That the ability of listeners to detect modulation
affects their ability to discriminate modulation rate �Burns
and Viemeister �1976�; Patterson et al. �1978�; Formby
�1985�; Grant et al. �1998��, but does not predict SAM-rate
discrimination thresholds in individual listeners �Grant et al.
�1998�� supports the idea of separate, serial, mechanisms for
detection and rate discrimination. That greater modulation
depths are required to discriminate SAM rate than to detect
the SAM itself �Burns and Viemeister �1976�; Patterson and
Johnson-Davies �1977�� suggests that a rate-discrimination
mechanism could be used suboptimally for modulation de-
tection. By this account, the six of nine trained listeners who
became worse at detecting SAM after learning to discrimi-
nate between different SAM rates �Fig. 3� did so because
they had become accustomed to monitoring the rate-
discrimination mechanism, and so presumably adopted a
suboptimal pitch cue, provided by that mechanism, to per-
form the SAM-detection condition on the post-test.

A less likely explanation for the decrement in SAM-
detection performance is that it resulted from adaptation to
modulation �e.g., Tansley and Suffield �1983�; Richards et al.
�1997�; Sheft �2000�; Wojtczak and Viemeister �2003�� in-
duced by the exposure to modulation in the SAM-rate-
discrimination conditions. According to this idea, the 6–8 h
of exposure to 100% modulation at 150 Hz during the train-
ing on SAM-rate discrimination led to a reduction in the
perceived depth of the modulation in that stimulus. This re-
duction, in turn, made that modulation more difficult to de-
tect. This explanation is consistent with the observation that
the decrement in modulation-detection performance occurred
in many more trained listeners, who had received multiple-
hour exposure to modulation, than in controls, who had not
received this extensive exposure. The strongest argument
against this proposal is that the effects of adaptation only
appear to last for approximately one minute after the end of
the adapting stimulus �Tansley and Suffield �1983��. Thus,
even taking into account the longer total exposure time to the
adapting stimulus in the present experiment, the adaptation
would have to have lasted for at least 24 h �time from the last
training session to the post-test� and in some instances for
one month �time between the original and one-month post-
tests� after the end of the training exposure to account for the
decrements in SAM-detection performance seen on the origi-
nal and one-month post-tests here.

Finally, it is worth noting that the decrement in SAM-
detection performance associated with training on SAM-rate
discrimination appears to be temporary. Listeners L2 and L5
returned to complete the same post-test 15 months after the
original post-test. Both listeners displayed decrements in per-
formance between the pre- and the original post-test on the
SAM-detection condition �decrements of 3.9 and 1.4 dB, re-
spectively�. In contrast, their thresholds were nearly identical
on the pre- and the 15 month post-test on the SAM-detection
condition �differences of 0.1 and 0.2 dB, respectively�. This
return to initial performance could be accounted for by either
proposed explanation. Listeners may revert to their original
listening strategy in the detection task after long periods
without practice on rate discrimination. Alternatively, even
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long-lasting effects of adaptation could fail to extend over
many months. Contrasting the temporary influence of SAM-
rate-discrimination training on SAM-detection performance,
these same two listeners, on average, preserved 9 Hz of their
original 13 Hz improvement at the 15 month post-test on the
trained SAM-rate-discrimination condition, indicating that
training yields long lasting learning on SAM-rate discrimi-
nation.
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This study examined the role of focused attention along the spatial �azimuthal� dimension in a
highly uncertain multitalker listening situation. The task of the listener was to identify key words
from a target talker in the presence of two other talkers simultaneously uttering similar sentences.
When the listener had no a priori knowledge about target location, or which of the three sentences
was the target sentence, performance was relatively poor—near the value expected simply from
choosing to focus attention on only one of the three locations. When the target sentence was cued
before the trial, but location was uncertain, performance improved significantly relative to the
uncued case. When spatial location information was provided before the trial, performance
improved significantly for both cued and uncued conditions. If the location of the target was certain,
proportion correct identification performance was higher than 0.9 independent of whether the target
was cued beforehand. In contrast to studies in which known versus unknown spatial locations were
compared for relatively simple stimuli and tasks, the results of the current experiments suggest that
the focus of attention along the spatial dimension can play a very significant role in solving the
“cocktail party” problem. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2109187�
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I. INTRODUCTION

There are many factors that can interfere with a listener
attempting to comprehend the speech of one particular talker
in the presence of competing talkers. The speech of the target
talker can be masked by other sounds, obscuring portions of
the message, leaving it so incomplete as to be meaningless or
misunderstood. The target speech stream can be embedded in
other speech streams to the point where the listener is unable
to segregate it from the others and cannot connect the ele-
ments of the target message that belong together. The listener
can be uncertain or confused about which talker to attend to
and thereby direct attention to the wrong source of speech.
There are other acoustic and perceptual factors that come
into play as well. The target speech, competing speech, and
other sounds usually reflect off of the various surfaces of the
sound field, creating echoes that arrive at the ears delayed in
time and from various directions and that interact with the
direct sources of sound. Also, there is the normal, fundamen-
tal use of the sense of hearing to continually monitor the
auditory scene for important changes and rapidly evaluate
them when they occur, potentially interrupting and diverting
processing resources away from the target. Despite the
daunting complexity of this task, humans are normally quite
successful at selecting and comprehending the speech of one
talker among many talkers or other distracting and compet-
ing sources of sound. However, this complexity—comprised
of acoustic, perceptual, and cognitive factors—makes it ex-
tremely difficult to completely describe the processes in-
volved and how they interact. Despite the fact that this ca-

pability has been studied extensively since Cherry �1953�
published his famous article describing the “cocktail party
problem” �for recent reviews see Yost, 1997; Bronkhorst,
2000; and Ebata, 2003�, a number of important questions
remain.

Among the questions about the cocktail party problem
for which we are lacking a satisfactory answer is that of the
importance of the ability to focus attention at a point along
the spatial dimension.1 Clearly, attention must be focused on
the target source of speech if it is to be fully understood, but
there are many ways to segregate the target speech stream
from other sounds and the importance of the focus of atten-
tion along the spatial dimension, per se, is not well under-
stood. Scharf �1998�, for example, in his review of attention
in the auditory modality, notes that most of the evidence
regarding the role of spatial focus of attention does not indi-
cate large effects. Generally, cuing uncertain locations results
in relatively small improvements in response time and, in
some cases, in accuracy �e.g., Spence and Driver, 1994;
Mondor and Zattore, 1995; Mondor et al., 1998; Sach et al.,
2000; Woods et al., 2001�. However, very little of this work
has used speech as the stimulus. The question addressed in
the current study is: if the speech of the target talker is not
appreciably masked by competing sounds, and the sounds
and their sources are easily segregated into distinct auditory
objects, what is the benefit of directing attention toward the
target source?

Determining the role of focused attention in the spatial
dimension is closely related to understanding how binaural
information is processed in the auditory system. There is an
extensive and compelling body of evidence in support of the
important role that binaural cues provide in hearing out a
target source among masking sources. However, binaural

a�Portions of this work were presented at the 149th meeting of the Acoustical
of America in Vancouver, BC, Canada, May 2005.

b�Electronic mail: gkidd@bu.edu
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cues may be used in different ways at different stages of
processing in the auditory system to produce a selective lis-
tening advantage. The most extensively studied binaural cues
improve the effective target-to-masker ratio �T/M� of the in-
put from the auditory periphery to higher neural levels.
These include the “better-ear advantage” in which the spatial
separation of target and masker improves the acoustical T/M
in one ear relative to the case in which target and masker
emanate from the same location. Spatial separation of
sources also causes interaural differences which are pro-
cessed by neurons in the binaural portions of the ascending
auditory pathway to improve the effective T/M of the stimu-
lus �cf. Durlach, 1972; Colburn, 1996; Colburn and Durlach,
1978�. Binaural interaction is usually thought of as occurring
automatically �i.e., not under voluntary control� according to
the stimulus-driven properties of these neurons. The maxi-
mum advantage of spatial separation of a speech target and a
speech-shaped noise masker in a sound field is about
8–10 dB �larger advantages may be obtained for sources
very near the listener, e.g., Shinn-Cunningham et al., 2001�
and is roughly equally attributable to contributions of the
better-ear advantage and binaural interaction �Zurek, 1993;
see also Plomp, 1976; Bronkhorst and Plomp, 1988; Culling
et al., 2004�.

When a speech target is masked by a noise, better-ear
listening and binaural interaction may almost completely ac-
count for the advantage afforded the listener by spatial sepa-
ration of sound sources. However, when the target is the
speech of one talker and the masker is the speech of another
talker�s�, the problem is more complex and other factors
must be considered. First of all, perceptual segregation of a
human voice from a Gaussian noise is a trivial problem—
they differ in nearly every important way that might cause
them to be erroneously grouped together. Normally, a listener
has little difficulty distinguishing which object is noise and
which is speech and focusing attention on one or the other is
a simple matter. When the masker is another speech source,
however, the segregation task may be simple, but then again
it may not be, depending on how different the two talkers are
with respect to segregation cues such as fundamental fre-
quency, intonation patterns, envelope coherence across fre-
quency, timbre, etc. In such cases, segregating and directing
attention to the correct source may be difficult indeed. Fur-
thermore, similar voices are easily confused and lead to er-
rors in speech recognition even for clearly segregated
sources particularly when the listener is uncertain about
which source is the target �e.g., Brungart et al., 2001; Arbo-
gast et al., 2002�. In selective listening tasks involving mul-
tiple talkers, it is often unclear whether the interference ob-
served in target speech recognition is a result of masking,
failure to segregate the target, confusion and misdirected at-
tention, or some combination of factors.

In attempting to determine the role played by selective
attention, manipulating the expectation of the observer is of-
ten key. Greenberg and Larkin �1968� demonstrated that lis-
teners exhibit a high degree of selectivity in the frequency
domain using the “probe-signal” method in which the signal
�target� frequency had a much higher likelihood of occur-
rence than several surrounding probe frequencies. Although

both target and probe tones were equally detectable when
presented alone, detectability was higher in the mixed case
for the more likely target tone than for the less likely probe
tones, with performance �as a function of frequency� resem-
bling the attenuation characteristics of a bandpass filter.
Since the initial report by Greenberg and Larkin �1968�, the
technique has been used by many other investigators to dem-
onstrate attentional tuning in frequency �e.g., MacMillan and
Schwartz, 1975; Scharf et al., 1987; Schlauch and Hafter,
1991; Green and McKeown, 2001�; time �Wright and Dai,
1994�; spectral shape �Hill et al., 1998�; and modulation fre-
quency �Wright and Dai, 1998�.

Arbogast and Kidd �2000� found evidence for “tuning”
in spatial azimuth for both accuracy and response time mea-
sures in a probe-signal frequency pattern identification task,
but the effects were relatively small and occurred when the
acoustic environment was very complex and uncertain. In
fact, most of the recent work on spatial attention has used
simple stimuli and tasks such as detection of the presence of
a tone in quiet or in noise and thus does not bear a close
correspondence to the complex multitalker problem posed
early on by Cherry �1953�.

Erickson et al. �2004� compared speech identification
performance for conditions in which the location �simulated
under headphones using head-related transfer functions,
HRTFs� of a target talker was chosen at random from among
four possible locations to conditions in which the location of
the talker was held constant. They measured identification
performance for a target talker in the presence of one to three
other talkers uttering similarly constructed sentences. For a
known target talker �same voice across trials in a block of
trials�, the performance advantage obtained by providing a
fixed location was significant when either two or three com-
peting talkers were present. The size of the advantage was
nearly 20 percentage points for the two-masker condition.
Recently, Brungart and Simpson �2005� extended these find-
ings to conditions where target location changed probabilis-
tically across trials within a run. As the probability of a lo-
cation transition increased, speech identification performance
decreased.

The results of the Erickson et al. �2004� and Brungart
and Simpson �2005� studies suggest that attending to a par-
ticular location along the spatial dimension, at least when the
listener knows the talker and/or has a priori knowledge
about the target sentence, can provide a significant advantage
in recognizing the speech of a target talker in the presence of
competing talkers. This effect appears to be principally due
to directed attention rather than a “better ear” advantage or
binaural analysis. An important factor in the Erickson et al.
and Brungart and Simpson studies, as well as the Arbogast
and Kidd �2000� study mentioned earlier, was the presence
of a high degree of uncertainty. Perhaps the role of spatial
focus of attention is revealed more readily when the listening
task is very demanding and produces a heavy processing
load on the observer.

The present study is similar to that discussed above by
Erickson et al. �2004� but also has some important method-
ological differences. First, a condition was tested in which
there was no a priori knowledge provided to the listener
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�within the context of the range of uncertainty in the experi-
ment� about the target. In that condition, the callsign that
identifies the target sentence was only provided after the
stimulus. This manipulation was intended to produce a very
high load on both the attention and the memory of the lis-
tener and is essentially a divided attention task. Second, un-
certainty about target location was varied probabilistically
over a range of values in order to produce a function relating
performance to degree of uncertainty.

II. METHODS

A. Listeners

The listeners were four normal-hearing college students
ranging in age from 19 to 22 years. Listeners were paid for
their participation.

B. Stimuli

The stimuli were sentences from the Coordinate Re-
sponse Measure �CRM� corpus �Bolia et al., 2000�. The four
male talkers were used. Sentences have the format: “Ready
�callsign� go to �color� �number� now.” For each talker, the
corpus contains sentences with all possible combinations of
eight callsigns, four colors, and eight numbers.

C. Procedures

The data were collected in a 12�13 ft soundfield en-
closed by a single-walled IAC booth. The walls and ceiling
were perforated metal panels and the floor was carpeted. The
acoustic characteristics of this room are described in Kidd et
al. �2005; room condition “BARE”�. The stimuli were pre-
sented via three Acoustic Research 215PS loudspeakers lo-
cated 5 ft. from the listener and positioned at 0° and ±60°
where 0° is directly in front of the listener and +60° is to the
listener’s right. The height of the loudspeakers was approxi-
mately the same as the height of the listener’s head when
seated. These loudspeakers were calibrated and matched in
terms of overall level at the location of the listener’s head.
Each sentence was played through a separate channel of
Tucker-Davis Technologies hardware. Sentences were con-
verted at a rate of 40 kHz by a 16-bit, eight-channel D/A
converter �DA8�, low-pass filtered at 20 kHz �FT6�, attenu-
ated �PA4�, and passed through power amplifiers �Tascam�
that were connected to the three loudspeakers.

On each trial, three sentences were presented simulta-
neously, one to each of the three loudspeakers. Each sentence
was played at 60 dB SPL. The three sentences were ran-
domly chosen on each trial with the requirement that the
talkers, callsigns, colors, and numbers of the three sentences
were all mutually exclusive. One sentence of the three was
randomly designated as the target sentence by providing the
listener with its callsign while the other two were considered
maskers. The listener’s task was to identify the color and
number from the target sentence in a 4�8-alternative
forced-choice procedure. A handheld keypad/LCD display
�Q-term� was used to relay messages to the listener in the
booth and to register the listener’s responses. A warning on
the Q-term display preceded each trial. Data were collected

in blocks of 30 trials each. At the end of each block percent
correct feedback was provided for that block. Listeners par-
ticipated in the experiment in sessions of 1 1

2 to 2 h each,
including several breaks. The listeners’ heads were not re-
strained, but they were instructed to face directly ahead �0°
azimuth� during stimulus presentation.

There were two main variables in the experiment. First,
the callsign indicating the target sentence could be provided
to the listener �by visual display on the Q-term� either a
minimum of 1 s before �“callsign before”� or immediately
after �“callsign after”� stimulus presentation. In both cases
the callsign display remained on the screen until after the
listener’s response was recorded and response feedback was
provided. Second, the a priori probabilities associated with
target occurrence at each location were varied. When one
loudspeaker was more likely to be the source of the target the
probabilities tested were 1, 0.8, and 0.6 and the probabilities
assigned to both of the other two loudspeakers were 0, 0.1,
and 0.2, respectively. Each callsign by probability condition
was tested separately for each of the three locations. There
was also a condition in which the target source was equally
likely among all three locations �i.e., p= 1

3 � that is referred to
as “random.” The probabilities assigned the three locations
were held constant across a block of 30 trials. The listener
was reminded of the probabilities associated with each loca-
tion at the start of every trial. The warning message that
preceded each stimulus presentation indicated the expected
percentage of trials for which the signal sentence would be
presented from each location. For example, “80-10-10” indi-
cated that the target sentence would be expected to be played
from −60° approximately 80% of the time and from the 0°
and +60° locations approximately 10% of the time each for
that block of trials. The sampling that determined target lo-
cation on any given trial was with replacement so that the
actual frequency of occurrence varied.

The combination of these variables yielded 24 condi-
tions �2 callsigns�3 locations�4 probabilities�. Data were
collected in two-block pairs of the same condition. After ev-
ery pair of blocks the callsign condition �callsign before or
callsign after� was changed with the initial callsign condition
chosen randomly for each listener. For every two blocks of
data for a given callsign before or callsign after condition,
the probability/location condition was chosen randomly
without replacement from among the 12 possible conditions
available �3 locations�4 probabilities�. A minimum of 16
blocks �480 trials� were collected for each callsign, location,
and probability condition. In the random probability condi-
tion, because there was no location subcondition, three times
as many blocks were collected for a minimum of 48 blocks
�1440 trials� or the same number as in the other conditions
when summed across location. Listeners were minimally
trained in the task with a single block of 30 trials in which
the target sentence was played alone at 0° azimuth.

III. RESULTS

A. Accuracy

Performance was specified as proportion correct identi-
fication where a response was counted correct only if both
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the color and number of the target sentence were identified.
Chance performance was about 0.03 �1/32; 4 colors by 8
numbers�. The four listeners were very similar in their per-
formance, therefore the results are displayed as group means
and standard deviations. Figure 1 shows proportion correct
identification �symbols� as a function of the probability of
occurrence of the target at a specific location for the callsign
before �circles� and callsign after �triangles� conditions. For
both callsign before and callsign after, performance declined
as target location uncertainty increased. For the callsign after
condition, performance decreased from a proportion correct
of about 0.91 when the target location was certain �i.e., p
=1� to about 0.31 when the target location was randomly
chosen among the three locations. For callsign before, pro-
portion correct identification performance was about the
same as for callsign after when the location was certain
�0.92� and decreased to about 0.67 when the location of the
target was chosen at random. The dashed line at the bottom
indicates chance performance and the other two lines with no
symbols �dotted and dash-dot� will be discussed later.

In order to determine whether the trends apparent in Fig.
1 were statistically significant, the data were transformed
into arcsine units and then submitted to a repeated-measures
ANOVA with three within-subjects factors: callsign, location

�−60°, 0°, +60°�, and probability of occurrence at a given
location. All three main factors were significant: callsign
�F�1,3�=59.3, p�0.01�, location �F�2,6�=75.5, p�0.001�,
and probability �F�3,9�=998.1, p�0.001�. In addition, the
interaction of callsign and probability was significant
�F�3,9�=95.5, p�0.001� as were the interactions of location
and probability �F�6,18�=9.95, p�0.001� and callsign and
location �F�2,6�=6.2, p�0.05�. The three-way interaction
was not significant �p�0.05�.

Knowing the callsign in advance potentially allowed the
listener to identify the target voice early in the stimulus and
either find and focus on the location of the target talker or
simply follow the voice of the target talker until the test
items occurred, or both. However, it appears that knowing
the callsign beforehand without knowledge about location
was less useful as a cue than the converse. The proportion
correct identification for the condition in which callsign was
certain �callsign before� paired with uncertain location �p
=0.33, random� was on average about 0.67 whereas the cer-
tain location condition �p=1� paired with uncertain callsign
�callsign after� was about 0.91. When p=1 and the callsign
was given in advance, no additional improvement was noted
�0.92�. The callsign-before random-location condition re-
sulted in roughly the same performance as the callsign-after
p=0.8 condition.

Not only are the main effects of callsign before versus
after and of probability of occurrence apparent in Fig. 1, the
significant interaction between the two factors is also obvi-
ous. There was essentially no difference between callsign
after and callsign before at p=1, but the difference between
the two increased systematically as uncertainty increased un-
til, in the random condition, the proportion correct in the
callsign before condition was about 0.36 higher than in the
callsign after condition. The main effect of location noted
above was significant because, overall, presenting the target
from the location of +60° �to the right� resulted in a higher
proportion correct �0.76� than for the locations of −60°
�0.65� or 0° �0.66�. However, as the significant interaction
between location and probability of occurrence indicates, the
effect of location also depended on uncertainty and was
mainly due to the random condition. This effect may be seen
in Fig. 2, which displays proportion correct identification as
a function of the target location uncertainty. The circles are

FIG. 1. Group mean proportion correct identification scores, and standard
deviations of the means, plotted as a function of increasing uncertainty
about target location �a priori probability of occurrence�. The circles repre-
sent performance in the “callsign before” condition and triangles indicate
performance in the “callsign after” condition �see text�. The dashed line at
the bottom represents chance performance. The lines near the data points
indicate the performance predicted by a simple single-source listener strat-
egy for callsign before �dash-dot� and callsign after �dot� conditions.

FIG. 2. Group mean proportion correct identification scores, and standard deviations of the means, subdivided according to the location from which the target
was presented.
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for the callsign before condition and the triangles are for the
callsign after condition. Each panel is for a different location.
In the p=1 case, no additional data sorting was required.
However, for the p�1 cases the data were sorted according
to actual location �that is, the proportion correct is for all
trials in which the target was presented from that particular
location as opposed to proportion correct for all trials in the
nominal location condition�. The error bars are ±1 standard
deviation of the mean. The effect of location increases with
increasing location uncertainty with the greatest difference in
performance, as noted above, for the two random conditions,
where proportion correct identification was about 0.3 higher
for target at +60° than at −60°.

It is also of interest to determine how well listeners per-
formed when the target actually occurred at the expected
location versus when it occurred at an unexpected location.
This can be examined in the two intermediate probability
conditions. It might be expected, for example, that the listen-
ers always focused attention at the more likely location. In
that case, performance should equal that found in the p=1
condition �i.e., about 0.92 correct� on the trials when the
target was presented from that location. Figure 3 displays
proportion correct performance as a function of expected and
unexpected target locations. Expected location means that
the target sentence was played at the most likely location,
while unexpected location means that the target sentence was
played at one of the other two less likely locations. Circles
are for the callsign before condition and triangles are for the
callsign after condition. Unfilled symbols indicate target pre-
sentation at the expected location and filled symbols are for
target presentation at unexpected locations. Data are means
and standard deviations computed across listeners for all lo-
cations. The results from p=1 and p=0.33 are included here
for comparison �same as in Fig. 1� although there is no “un-
expected” case for p=1 or “expected” case for p=0.33. The
horizontal lines will be discussed later.

When the target was presented at the expected location,
proportion correct identification performance was 0.8 or

greater in all conditions. In that case, the callsign condition
did not matter and the degree of uncertainty had a relatively
minor effect, decreasing from around 0.92 for p=1 to around
0.80 for p=0.6. The decline in observed performance with
decreasing p undoubtedly reflects a cost associated with the
greater uncertainty about location and could indicate some
attempt by the listeners to increasingly divide or distribute
attention among locations. However, the small effect sug-
gests that this had only a minor influence on performance for
trials at the expected location.

In contrast to the results obtained when the target was
presented at the expected location, target presentation from
an unexpected location led to much poorer performance with
large differences observed between callsign before and call-
sign after conditions. For callsign before, performance actu-
ally improved as uncertainty increased from a proportion cor-
rect of about 0.43 for p=0.8 to about 0.67 for p=0.33. The
improvement in performance with increasing target-location
uncertainty is a reasonable outcome if one assumes that there
is a substantial penalty associated with attending to the
wrong location.

Perhaps the most striking result shown in Fig. 3 is that,
for the callsign after condition and p=0.8 or 0.6, listeners
were almost never correct �0.02 and 0.05, respectively� when
the target occurred at an unexpected location. Even the
knowledge that the target would occur in the more likely
location only 60% of the time still did not improve perfor-
mance for the unexpected locations. Therefore, for callsign
after, the listeners appeared to focus attention almost entirely
at the expected location.

For the callsign before p=0.8 and 0.6 conditions, listen-
ers were correct nearly half the time �0.43 and 0.53, respec-
tively� when the location was unexpected. This implies that
listeners used a combination of expected location and target
callsign to perform the task. They probably were not using
target callsign alone because performance for expected loca-
tions was significantly better than for unexpected locations.
Obviously, they did not use location alone either because
they were correct for unexpected locations fairly often.

B. Predictions of a simple single-source listener
strategy

There are a number of strategies potentially available to
the listener in attempting to solve this task. It is not possible
from the data obtained in the current experiments, however,
to evaluate and decide among all of the alternative strategies
or observer models. On the other hand, it can be very useful
and informative to take a single, simple strategy and follow
through its assumptions and predictions. In this section, we
consider the predictions of one such strategy and make com-
parisons to the results described above.

There are three initial assumptions that define this lis-
tener strategy. First, it is assumed that the sources are per-
fectly segregated and that errors occur because attention is
directed to the incorrect source. It is already known, how-
ever, from the results discussed above, that performance was
not perfect even for the p=1 case. Accordingly, the predic-
tions of listener performance that follow are scaled by a mul-
tiplier of 0.92 �the observed proportion correct in the certain

FIG. 3. Group mean proportion correct identification scores �ordinate�, and
standard deviations of the means, subdivided according to whether the target
was presented at the expected �more likely; open symbols� or an unexpected
�less likely; filled symbols� location. The abscissa is target location uncer-
tainty. The circles represent performance for the callsign before condition
while the triangles represent performance for the callsign after condition.
The horizontal lines not connecting data points are the predictions of the
single-source listener strategy discussed in the text.
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location case� to reflect some �unspecified� limitations on the
ability to identify targets at attended locations. Second, it is
assumed that the listener attends to only one source at any
given moment in time. While this is a strong assumption that
excludes models based on divided attention, it also is
straightforward to evaluate and provides a means for deter-
mining whether interpretations based on divided attention are
necessary. The results described above for targets occurring
at unexpected locations for the callsign after conditions pro-
vide some degree of support for this assumption. Third, it is
assumed that the listener always attends to the more likely
location. In the case of callsign before presentation, this pro-
vides an opportunity for the listener to switch attention to
another location if it is determined that that location does not
contain the target. This would happen whenever a nontarget
callsign is presented from the location initially attended, i.e.,
the expected location. In those instances, it is assumed that
the listener randomly chooses to focus on one of the other
two sources because at the time switching occurs the other
callsigns would have already been presented and are as-
sumed not to be useful to the listener.

In determining the performance of this hypothetical lis-
tener, certain conditional probabilities may be defined. First,
for callsign after, performance should simply be the probabil-
ity of occurrence scaled by the p=1 value of 0.92. So, the
predicted performance for callsign after is

PCa = p PCmax, �1�

where PCa is the predicted proportion correct for the call-
sign after condition, p is the a priori probability of occur-
rence at one location, and PCmax is the highest proportion
correct possible for an attended location �based on the p
=1 results�. The predictions of listener performance from
this equation are shown as the dotted line in Fig. 1.

The predictions for the callsign before condition include
PCa as a term, but also include a term representing the in-
crease in performance expected by switching attention after
determining that the attended location is not the target loca-
tion. In that case

PCb = PCa + 0.5��1 − p�PCmax� , �2�

where PCb is the predicted performance for the callsign
before condition. The predictions for performance based
on this equation are also shown in Fig. 1 as a dash-dotted
line. As a first approximation, this simple strategy ac-
counts for the group-mean accuracy results fairly well
�comparison of group mean data and lines in Fig. 1�.

It is also possible to compare the predictions associated
with this strategy to the results shown in Fig. 3, where the
listener responses are computed according to target presen-
tation at expected and unexpected locations for the target
probabilities of 0.8 and 0.6. The predictions of this listener
strategy are straightforward. Based on the assumption that
the listener attends to the most likely location, performance
should equal PCmax whenever the target is actually presented
from that location for both the callsign before and callsign
after conditions. This prediction is shown on Fig. 3 as hori-
zontal lines �dash-dotted and dotted for the two callsign con-
ditions� both at a proportion correct value of 0.92. As noted

earlier, performance is slightly below the prediction, possibly
reflecting a cost associated with target location uncertainty.
When the target occurs at unexpected locations, the predic-
tions of this listener strategy differ markedly for callsign af-
ter and callsign before conditions. For callsign after, the only
information available to the listener is from the masker at the
expected location, so optimal performance would be to
choose a color/number combination from among the remain-
ing alternatives after eliminating the ones known to be inac-
curate. Thus, performance should be at around 0.05 propor-
tion correct �3 colors � 7 numbers, with a small correction
for guessing on 1-PCmax proportion of the trials, shown by
the horizontal dotted line�. In fact, the observed performance
is close to that prediction. In the random condition, we as-
sume the listener simply attends to one arbitrarily chosen
location and thus should obtain a proportion correct of p
times PCmax, or about 0.31 which, as noted above in Fig. 1, is
quite close to the data point.

For the callsign before conditions, once the masker call-
sign is heard from the expected location, the hypothetical
listener switches the focus of attention to one of the other
locations. The choice would be arbitrary because it is as-
sumed that only the callsign from the attended—and
incorrect—location was processed, so the listener would
have a 0.5 probability of selecting the correct source. Thus,
performance should be equal to PCmax times 0.5, or about
0.46 proportion correct �shown as the dash-dotted line at that
value�. Inspection of Fig. 3 suggests that, again, this listener
strategy predicts performance reasonably well with the ob-
tained performance for callsign before at unexpected loca-
tions near the predicted values.

Overall, this simple listener strategy was fairly success-
ful at predicting the proportion correct obtained from actual
listeners in most conditions. However, there were some ef-
fects that it cannot capture, such as the difference between
locations revealed in Fig. 2. Also, the results in Fig. 3 indi-
cate small but understandable differences between the 0.8
and 0.6 probability conditions that are not accounted for in
this simplified strategy. The results from the 0.6 condition
suggest a slightly greater tendency to distribute attention
with lower scores at the expected locations and higher scores
at unexpected locations.

C. Error analysis

It is also informative to examine the errors in identifica-
tion made by listeners as uncertainty varied. This analysis is
of interest both for attempting to understand actual listener
performance and for evaluating the listener strategy consid-
ered above which makes strong predictions about the types
of errors that should occur. We should consider four broad
categories of errors that are possible. First, the listener could
confuse the target and a masker so that the color and number
that are reported correspond to those of one of the two
maskers. That type of error could be considered misdirection
of attention due to focusing on the wrong source. This would
form the great majority of errors predicted by the listener
strategy discussed above. A second type of error would be
due to random guessing from among the alternatives or per-
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haps guessing after eliminating one color and one number as
hypothesized above for some callsign after conditions. Errors
from random guessing might occur if performance were lim-
ited by energetic masking, where the test words �colors and
numbers� were obscured and guessing was the only option
available. Third, the errors could take the form of mixing
colors and numbers from among the three sources, either one
word from the target and one from a masker or one each
from the two different maskers. This type of error might
occur due to a breakdown in stream segregation. That is, the
words are available but the listener is unable to properly
connect the callsign, color, and number. And, finally, the er-
rors could contain words not presented during the trial. This
type of error could result in a mixture of words including one
target or masker word and one word not presented on the
trial �i.e., guessed from among the other alternatives�. This
type of error is not as easily interpreted as the other three
types because there is a fairly high chance that it could occur
due to random guessing �9 of the 32 alternatives are pre-
sented on each trial�. The frequency of occurrence of each of
these error types can be determined by analyzing the errors
found in the experiment.

Figure 4 shows the proportions of incorrect responses
obtained in the experiment subdivided according to the three
main types of errors that were made. These data are plotted
as a function of location uncertainty, and, because the pat-
terns of errors were very similar across listeners, are shown
as group means. The different types of errors are indicated by
the black, gray, and white portions of the stacked bars. First,
the overall height of the bars represents the proportion of all
errors in which both of the responses �color and number�
matched any of the six key words spoken on a given trial.
For p=1, this accounted for a proportion of the errors equal
to 0.87 while for the other values of p this accounted for
proportions between 0.93 and 0.97 regardless of callsign
condition. What this means is that there was very little guess-
ing that occurred in any of these conditions—the key words
were confused or mixed together but they appear to have
been available to the listener. By way of comparison, the

expected proportion of errors due to random guessing in
which both responses were from the words spoken on a
given trial is 0.26 �8 of the 9 possible combinations of words
presented on a trial are errors out of 31 total possible error
combinations�. The obtained proportion of errors of this type
overall was 0.94 �same as average of the total heights of bars
in Fig. 4�. These findings, along with the p=1 results, sug-
gest that very little energetic masking was present in any of
these conditions and support the conclusion that the second
type of error discussed above �random guessing� had a neg-
ligible effect on performance.

The different shadings indicate a finer-grain analysis of
these errors. The black lower portions of the bars represent
the proportion of errors in which one of the words reported
was from the target sentence and the other word was from
one of the two masker sentences. This type of error was by
far the most common for p=1 �keeping in mind that there
were very few errors overall in this condition� but was less
frequent for the other values of p. The occurrence of this
error would be consistent with a breakdown in the process of
speech stream segregation: the target and masker sentences
were not held separate, but were mixed. To the extent that
stream segregation involves perceptually connecting a se-
quence of sound elements that belong together, these “mix-
ing” errors reveal a failure of that process and dominated the
p=1 condition �0.75 and 0.72 proportion of errors for call-
sign before and after, respectively�. It also accounted for sub-
stantial proportions of errors �ranging from about 0.18 to
0.38� in the more uncertain location conditions. For these p
�1 conditions, the proportion of errors of this type were
somewhat higher for callsign before than callsign after.

The intermediate gray bars indicate the proportions of
errors in which both key words reported corresponded to the
key words from one of the two masker sentences. This was
the first category of error discussed above. When the listener
was certain about where to listen �p=1�, confusions with
masker talkers rarely occurred �0.10 to 0.14 proportion of
errors�. For the conditions containing location uncertainty,
however, masker confusions formed the most common type
of error �with overall proportions of errors ranging from 0.50
to 0.69, with higher proportions for callsign after than for
callsign before�. This could occur if the spatial focus of at-
tention was directed to the wrong location and the listener
reported the color and number from that location. Finally, the
white bars at the top indicate the proportions of errors when
one word was from one masker and the other word was from
the other masker. That type of error was infrequent in all
conditions, did not differ with callsign knowledge, and was
least frequent for the p=1 case.

The remaining errors not plotted in Fig. 4 are cases in
which at least one word reported did not correspond to any
of the words spoken �one target word and one unspoken
word; one masker word and one unspoken word; both words
unspoken�. The probability from random guessing for one
word spoken and one word unspoken is 0.58 �18 of 31�,
whereas the obtained proportion of errors of that type was
0.055. The expected proportion of errors due to guessing
when both words reported were unspoken would be 0.16 �5
of 31�, but the obtained proportion was only 0.005.

FIG. 4. This bar graph indicates the proportions of various types of errors in
the speech identification task. The ordinate is the proportion of errors and
the abscissa is the degree of target location uncertainty. The different shad-
ings designate the types of errors �see legend and text�.
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As discussed above, the most common type of error for
the p�1 conditions was a masker confusion error. To what
extent does this error reflect focusing attention at the wrong
location? An analysis of errors that is relevant to this issue
involves determining the extent to which incorrect responses
in uncertain location conditions corresponded to the masker
sentence that was presented at the expected target location.
That is, the listener knew that the target was more likely at
one particular location and incorrectly reported the �masker�
color and number from that location. This analysis is only
possible for the 0.8 and 0.6 probability conditions. Figure 5
shows the proportion of incorrect responses that matched the
color and number from the masker sentence presented at the
expected location �when the target was actually presented at
an unexpected location�. The data are intersubject means and
standard deviations �combined over the three locations�. The
black bars are for callsign before and the white bars are for
the callsign after condition. In the callsign before condition,
the proportion of errors corresponding to the masker sen-
tence presented at the expected target location was between
0.4 and 0.5. For the callsign after condition, the correspond-
ing proportions of errors were much higher �0.74 and 0.81�.

These data, along with those presented in Fig. 4, are
inconsistent with the simple listener strategy described in
Sec. III B above. Although that strategy was generally suc-
cessful in accounting for the group-mean accuracy results in
the various conditions, the patterns of errors obtained were
not consistent with that strategy. The listener strategy exam-
ined above predicts that all of the errors �except perhaps
those errors equal to 1-PCmax� should be confusions with one
of the two maskers. That prediction was not supported by the
results. The proportions of errors for p�1 cases that were
not from one specific masker ranged from about 0.3–0.5 and
increased to almost 0.9 when p=1. Thus, a substantial pro-
portion of errors occurred that could not be attributed to con-
fusing a masker with the target or simply reporting the sen-
tence from the wrong location. Furthermore, the callsign
before results shown in Fig. 5 are incompatible with the pre-
dictions of a switching strategy because nearly one-half of
the errors corresponded to reporting a masker presented at
the expected location. While these proportions are smaller

than those seen in the callsign after condition in which this
strategy is not possible, the switching strategy predicts that
none of the errors should correspond to that location. This
suggests a fairly strong tendency to report the content from
the expected location and not shift attention away from that
location during stimulus presentation. For callsign before,
that result is surprising because the listener should realize
that the expected location does not contain the target as soon
as the inaccurate callsign is heard. We do not have a good
explanation for this nonoptimal listener behavior and can
only speculate that the results reflect a strong bias in favor of
a priori information regarding location. The tendency to rely
on expected target location is even more strongly apparent
for the callsign after condition in which the proportions of
errors from the expected location were greater than 0.74. In
that case, if it were assumed that only the callsign, color, and
number from one location—the attended location—were re-
membered, then a more effective strategy would be simply to
guess from among the color and number alternatives after
excluding those from that masker. In that case, again, none of
the errors would correspond to the most likely target loca-
tion. The results in Fig. 5 reveal that listeners tended not to
adopt that strategy.

IV. DISCUSSION

The first point to be made concerns the degree to which
the findings here answer the question posed in the Introduc-
tion regarding the role of spatial focus of attention in solving
the cocktail party problem. The results of the current study
support the conclusion that focusing attention toward a target
sound source in the presence of spatially distributed maskers
can provide a very significant advantage in speech identifi-
cation performance. However, this prominent role of spatial
focus of attention may depend on other factors such as the
complexity of the listening environment and the processing
load placed on the observer.

In order to conclude that the listening advantages found
in this study may be attributed to spatial focus of attention,
we must consider the possible role of other factors such as
masking and perceptual segregation of sounds. In contrast to
studies in which the spatial separation between sources was
varied in an attempt to reveal listening advantages due to
binaural interaction and better ear listening, the spatial loca-
tion of the sources in the present study did not vary across
conditions. Thus, the binaural cues of interaural time and
level differences allowed the listener to locate the sources
within the environment, but did not differ across test condi-
tions and whatever amount of masking was present did not
influence the main variables of interest. The only case where
acoustic differences may have played a factor is in the com-
parison of performance across fixed locations. For example,
an acoustically “better ear” would occur when the target was
presented through either the left or right loudspeaker com-
pared to the center loudspeaker. As shown in Fig. 2, some
differences in performance were observed favoring the right
location in the random condition. However, this is not likely
to be an indication of binaural masking release because it
was not present consistently across conditions nor was it

FIG. 5. The proportions of incorrect responses that matched the color and
number of the masker sentence presented at the expected �more likely�
location when the target was presented at an unexpected �less likely� loca-
tion. The values plotted are group means and standard deviations for the
callsign before �black bars� and callsign after �white bars� conditions.
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present for left location presentation, which would be ex-
pected to produce roughly the same binaural cues as the
symmetrically placed right location.

It is not clear from Fig. 2 whether the difference in per-
formance across loudspeaker locations reflects a genuine per-
ceptual effect or a bias on the part of the listeners to attend to
the location on the right.2 There is a long history of study of
“right-ear advantages” in dichotic listening and, although the
effect has been attributed primarily to differences in the pro-
cessing of speech in the two hemispheres of the brain �e.g.,
Kimura, 1967; Zatorre, 1989�, there is also evidence that the
effect is labile and susceptible to attentional focus �e.g., As-
bjornsen and Hugdahl, 1995; Asbjornsen and Bryden, 1996�.
A further analysis of the data was undertaken to help under-
stand this effect in the current experiment. The results of this
analysis are shown in Fig. 6. This figure shows the propor-
tions of all words reported from the more likely location
regardless of whether the words were from targets �lower
black portions of bars� or from maskers �upper white por-
tions of bars�. Note that for the random condition, there was
no “more likely location” so the bars represent all responses
to words from each location.

Inspection of Fig. 6 indicates that a strong asymmetry
between right- and left-side locations is only clearly evident
in the random condition. In that condition, not only was there
a tendency to report target words more often when they were
presented from the right side, but there was also a tendency
to report masker words more often when presented from the
right side �primarily for the callsign after condition but in
both callsign conditions both target and masker words were
reported less often when located to the left�. Thus, the words
presented from the right loudspeaker were chosen more often
than those from �in particular� the left loudspeaker regardless
of whether they were correct or incorrect. This response pat-
tern clearly reflects bias on the part of the listeners because
the expected probability of occurrence from the three loca-
tions in the random condition was equal. This bias largely
disappears when uncertainty about target location is de-
creased. Whether there is also a genuine processing differ-
ence, and whether that is in some way related to the observed
bias, cannot be ascertained from these data. Another relevant
point is that, because the stimuli were presented via loud-

speakers, the speech from all three talkers was present in
both ears on every trial. Thus, the differences in performance
must be related to the differences in acoustics as target posi-
tion varied. The acoustic differences between target and
masker talkers, though, are much less than in dichotic listen-
ing tasks where the stimuli are presented separately to the
two ears. It is not clear how the effect found here is related to
these acoustic differences. It should be noted that both Bolia
et al. �2001� and Brungart and Simpson �2005� have reported
right hemifield identification performance advantages using
the CRM test for earphone-based stimuli processed by
HRTFs.

The analysis presented in Fig. 6 also provides insight
into another issue. There is an extensive literature concerning
the tendency of subjects to adjust their response strategy to
match the a priori probabilities of different response alterna-
tives being correct, or having different payoffs, even if that
strategy is nonoptimal �called “probability matching;” e.g.,
Shanks et al., 2002; West and Stanovich, 2003; also, review
by Vulkan, 2000�. In the current experiments, evidence for
probability matching might be found by comparing the pro-
portions of responses to stimuli from expected locations to
the a priori probabilities of target presentation from those
locations. For callsign before, there is indeed a reasonably
close correspondence between overall response rates and the
assigned probabilities �Fig. 6�. However, because the callsign
was provided in addition to location probabilities, it cannot
be determined if this correspondence truly reflects matching
responses to probabilities of occurrence at the different loca-
tions or is a by-product of a combined callsign-location
weighting strategy. Furthermore, the opportunity for switch-
ing the attended location based on callsign also could pro-
duce the proportions of responses shown in Fig. 6. For call-
sign after for p=0.8 and, especially, p=0.6, little support for
a probability matching interpretation is apparent. The ob-
tained proportions of responses from the expected locations
for those two conditions are greater than 0.9 and 0.8, respec-
tively, which are substantially above the corresponding prob-
abilities of occurrence.

The finding that identification performance was so accu-
rate when p=1 provides support for the conclusion that, gen-
erally, masking was minimal and the sound sources could be

FIG. 6. The proportion of all words �single words or pairs� reported from the more likely location. This includes both words from the target �correct
responses—lower black portion of bars� and from a masker �incorrect responses—upper white portion of bars�. In each panel both callsign before and after
responses are shown at each loudspeaker location. In the random condition �right-most panel� these are just proportions of responses by location because there
was no “more likely” location.
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successfully segregated. This conclusion is based on the as-
sumption that both factors are necessary for successful iden-
tification to occur. However, errors attributed to a breakdown
in the perceptual segregation of the speech streams were
present in all conditions. Although these “mixing errors”
were the most common type of error for the certain-location
conditions, the errors were still very infrequent with propor-
tion correct scores over 0.9 found for both callsign condi-
tions. The success of the listeners in those conditions indi-
cates that the speech streams can be segregated, but the
maintenance of separate streams is vulnerable to increasing
uncertainty about target location. Here, when attention is fo-
cused at the wrong location, performance suffers with in-
creased uncertainty and errors consistent both with misdi-
rected attention and loss of stream segregation were found.
Furthermore, because identification performance was not
perfect even when the most a priori information was pro-
vided to the listener �about 0.92 proportion correct for the
callsign before, p=1 condition�, some interference caused by
nontarget sound sources clearly was present �proportion cor-
rect identification performance for a single-talker baseline
condition was nearly perfect�. Thus, the two more common
types of errors were confusions between target and masker,
which we believe indicate misdirection of attention, and mix-
ing target and masker words, which probably indicates a
breakdown in maintaining speech stream segregation.

The present results also imply that surprisingly little
shifting or redirecting of attention occurred during trials.
When the callsign was provided before trials, but the target
occurred at an unexpected location �p=0.6 and 0.8�, nearly
one-half of the errors corresponded to the masker at the tar-
get’s most likely location. These conditions indicate a rivalry
of cues: target talker versus location. In this case, directing
attention to the wrong location clearly diminished the ability
of the listener to follow the speech of the target talker from
the callsign to the test words. These scores are worse, in fact,
than in the random case where proportion correct perfor-
mance was about 0.7. Thus, when the target talker was indi-
cated beforehand there was a penalty of directing attention to
the wrong location.

Comparison of performance in the callsign before and
callsign after conditions overall indicates the interaction be-
tween the processing load imposed by the task and the im-
portance of spatial focus of attention. Ideally, if an observer
were capable of remembering all three simultaneous sen-
tences, specifically, associating and remembering the three
key words from each source—the callsign, color, and num-
ber, then spatial information would be unnecessary and per-
formance in both callsign before and callsign after conditions
would be equivalent. Clearly, this was not possible when
there were three simultaneous talkers. According to the “load
theory of attention” proposed by Lavie et al. �2004�, when
observers are faced with a very demanding perceptual task—
segregating one element of an array of similar elements, for
example—the nontarget elements produce little interference
in the selection and processing of the target. This is because
of the assumption that all available perceptual resources are
occupied at any given point in time. If the resources required
to process the target occupy the entire pool of resources

available, none are left to allocate to distracting sources, so
little or no interference occurs. However, if the perceptual
task is not demanding but the subsequent cognitive control
load is, as would be the case if a high load were placed on
working memory, much greater interference from distracters
is predicted. In the current conditions, despite the fact that
the three sources are male talkers, the segregation task is
relatively easy. This conclusion is based on the high identi-
fication scores in the certain-location conditions. However,
particularly in the callsign after case, the cognitive load—the
demands on working memory that would be sufficient to
solve the task—are very high. Furthermore, when uncer-
tainty about location increased, errors in perceptual
segregation—mixing errors—increased as well �note that
here we are referring to the combination of number of errors
as in Fig. 1 and the error type as in Fig. 4�. If we assume that
increasing uncertainty mainly affects cognitive load, then in-
creasing errors from distracters—either misdirected attention
or loss of stream segregation—would be expected. Thus, al-
though the evidence in support of the load theory usually
takes the form of response times �as do most data concerned
with auditory attention, with some exceptions, cf. Sach et al.,
2000; Erickson et al., 2004�, our results appear to be quali-
tatively consistent with that theory.

We do not have data for other numbers of talkers �except
for the control case of one talker� but speculate that equally
strong spatial effects could be observed for four or more
talkers. This is because the three-talker condition has already
degraded performance to near the limiting case imposed by
the number of potential target sources. Assuming that each
source may be segregated from the others and that only one
message can be remembered, then performance in the call-
sign after-random condition should at best be equal to the
reciprocal of the number of sources, if each is equally likely
to be the target. That is, the listener chooses one to attend to
and does so perfectly and completely to the exclusion of the
others. For callsign after, performance in the random condi-
tion was near that which would be expected based on this
strategy. An interesting case, then, is for two simultaneous
sources. At present, we have some indications that perfor-
mance in the two-talker callsign after condition may exceed
the reciprocal of the number-of-sources limit �Gallun et al.,
2005�.

Recently, the two- vs three-source comparison for mul-
titalker speech identification has been considered by Brun-
gart and Simpson �2002�. In their study, the task was the
same as here—reporting the color and number for a desig-
nated callsign in the CRM task—and there were either one or
two other talkers also uttering sentences from the CRM task.
However, the stimuli were presented via earphones. When
the target, which was presented to the “ipsilateral” ear, was
mixed with one masker in the same ear, performance varied
predictably according to T/M. When one masker was pre-
sented to the contralateral ear, no interference in target iden-
tification was observed; i.e., identification performance ap-
proached 100% correct. When both maskers—one ipsilateral
and one contralateral—were presented, target identification
performance was as much as 40 percentage points poorer
than the single �ipsilateral� masker condition. Brungart and
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Simpson �2002� attributed this large decline in performance
to the much greater difficulty in ignoring two sources, rather
than one source, when there was a difficult segregation task
to perform in the target ear. Kidd et al. �2003� found a par-
allel effect using complex nonspeech stimuli. The greater
difficulty in three-talker conditions than in two-talker condi-
tions has been noted by Yost et al. �1996� and Hawley et al.
�2004�. In the current study, we speculate that the high pro-
cessing load caused by three simultaneous talkers contrib-
uted to the large beneficial effect of a priori information,
especially that of the most likely target location.

V. SUMMARY AND CONCLUSIONS

A priori knowledge about where to direct attention pro-
vided significant advantages in speech identification in
highly uncertain multitalker listening conditions. This result
was found for both cued and uncued target sentence presen-
tation. The differences in performance found across the vari-
ous conditions could not be attributed to binaural analysis,
masking, or perceptual segregation, but rather appear to be
uniquely related to focus of attention. The pattern of errors
suggested a high degree of spatial selectivity with very little
processing of speech originating from unattended locations.
A simple single-source listener strategy was found to predict
accuracy fairly well in most conditions but failed to account
for the observed patterns of errors. The current results sup-
port the view that spatial focus of attention can be a very
important factor in complex and uncertain multisource listen-
ing environments and may play a crucial role in solving the
“cocktail party problem.”
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The length of the vocal tract is correlated with speaker size and, so, speech sounds have information
about the size of the speaker in a form that is interpretable by the listener. A wide range of different
vocal tract lengths exist in the population and humans are able to distinguish speaker size from the
speech. Smith et al. �J. Acoust. Soc. Am. 117, 305–318 �2005�� presented vowel sounds to listeners
and showed that the ability to discriminate speaker size extends beyond the normal range of speaker
sizes which suggests that information about the size and shape of the vocal tract is segregated
automatically at an early stage in the processing. This paper reports an extension of the size
discrimination research using a much larger set of speech sounds, namely, 180 consonant-vowel and
vowel-consonant syllables. Despite the pronounced increase in stimulus variability, there was
actually an improvement in discrimination performance over that supported by vowel sounds alone.
Performance with vowel-consonant syllables was slightly better than with consonant-vowel
syllables. These results support the hypothesis that information about the length of the vocal tract is
segregated at an early stage in auditory processing. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2118427�

PACS number�s�: 43.66.Lj, 43.66.Ba, 43.71.Bp �RAL� Pages: 3816–3822

I. INTRODUCTION

Animal communication sounds contain information
about the size �or scale� of the source. Recent work has
shown that this scale information is present in the calls of
birds �Mergell et al., 1999; Fitch, 1999; Fitch and Kelley,
2000�, cats �Hast, 1989�, dogs �Riede and Fitch, 1999�, and
primates �Fitch, 1997�. In humans �like all mammals�, com-
munication sounds are produced by the resonance of a modu-
lated stream of air. The air is forced up from the lungs and
passes through the vocal folds. The vocal folds open and
close rapidly, which modulates the stream of air producing a
stream of glottal pulses. This modulated stream of air travels
up through the pharyngeal and oral cavities �vocal tract�
where it resonates in accordance with the shape and length of
the vocal tract. Finally the air radiates out through the mouth
as speech. Information about the size of the speaker is con-
veyed to the listener by the frequencies of the resonances �or
formants� and their decay rates and by the glottal pulse rate
�GPR�. As humans grow, their vocal folds grow, becoming
longer and heavier �Titze, 1989�, which results in a lowering
of GPR. The value decreases from about 260 Hz for small
children to about 90 Hz for large adult males. Vocal tract
length �VTL� is largely determined by height �Fitch and
Giedd, 1999� and it increases from about 9 cm for young
children to about 17 cm for large adults. The center frequen-
cies of the resonances are inversely proportional to its length
�Fant, 1970�, while their decay rates are proportional to
VTL; so, in general, taller people have lower formant fre-
quencies than shorter people and their resonances ring

longer. This relationship has also been demonstrated in
macaques �Fitch, 1997� where the height, weight, VTL, and
formant frequencies were all measured in the same individu-
als. Unfortunately, there are no equivalent studies for humans
in which VTL was measured and compared with the formant
frequencies of the speaker.

Speakers can modify their VTL a little by lip rounding
and by raising or lowering the larynx. Both effects change
the positions of the formant frequencies and so alter the per-
ceived size of the speaker. The variability introduced by
these factors reduces the correlation between formant fre-
quency and height in adults, and when the range of heights is
limited and/or the sample size is relatively small, the corre-
lation can be unreliable. Thus we find that Gonzalez �2004�
found a weak relationship between formant frequency and
height that was stronger for women than for men, whereas
Rendall et al. �2005� found a weak relationship between for-
mant frequency and height that was stronger for men than for
women. It is also the case that speakers can lower or raise the
average pitch of their voice, and thereby increase or decrease
their apparent size and/or age, and Kunzel �1989� found that
GPR is not significantly correlated with speaker size in
adults when other variables like age and sex are controlled.
So, although it is easy to distinguish children from adults on
the basis of a few syllables, one cannot readily estimate the
height of adults accurately from their speech alone, and re-
search in this area has been hampered by the complexity of
the interaction of the variables �Owren and Anderson, 2005�.

Recently, two high-quality vocoders have been devel-
oped that make it possible to manipulate VTL and GPR in
isolation, or in arbitrary combinations, while at the same
time avoiding concomitant changes in secondary factors such
as lip rounding and larynx lowering. The vocoders are re-

a�Portions of this work were presented in “Size discrimination in CV and VC
English syllables,” British Society of Audiology, London, United King-
dom, 2004.
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ferred to as STRAIGHT �Kawahara et al., 1999; Kawahara
and Irino, 2004� and PRAAT �Boersma, 2001�. When GPR is
changed keeping the VTL constant, we hear one person’s
voice changing in pitch; when the VTL is changed keeping
GPR constant, we hear two different-sized people speaking
on the same pitch. Demonstrations are provided on the web
page1 of the Centre for Neural Basis of Hearing. The vocoder
STRAIGHT has been used to investigate the effect of VTL
variability on vowel recognition and to measure the just no-
ticeable difference �jnd� in VTL. Assmann and Nearey
�2003� scaled vowels with STRAIGHT and measured vowel
recognition performance for combinations of GPR and VTL
in the range normally encountered in human speech and
somewhat beyond. They found that good performance ex-
tends beyond the normal range but that it falls off as the GPR
rises beyond 800 Hz, and it falls off faster for longer VTLs.
They proposed a model of vowel recognition consisting of a
neural network that learns the associations between vowel
type, GPR, and formant frequencies in natural speech. Smith
et al. �2005� scaled vowels with STRAIGHT over a much
wider range and showed that vowel recognition was still pos-
sible even though the range of GPRs and VTLs was much
greater than that experienced in natural speech. Irino and
Patterson �2002� have argued that the auditory system segre-
gates the acoustic features in speech sounds associated with
the shape of the vocal tract from those associated with its
length at an early stage in auditory processing. Turner et al.
�2005� and Smith et al. �2005� argued that good recognition
performance outside the normal speech range favors the hy-
pothesis of Irino and Patterson �2002� that there is a size
normalization process in the early stages of auditory process-
ing. Smith et al. �2005� also measured size discrimination
using vowel sounds. They showed that discrimination was
possible over a large range of VTLs and GPRs, including
combinations well beyond the natural human range. The data
support the hypothesis of Cohen �1993� that scale is a dimen-
sion of speech sounds, and the hypothesis of Irino and Patter-
son �2002� that there is a scale normalization process at an
early stage in the auditory system.

In this paper, the vowel experiments of Smith et al.
�2005� were extended to determine how size discrimination
performance is affected when the variability of the set of
speech sounds is increased to be more like that experienced
in everyday speech. The number of speech tokens in the
experiment was increased from 5 vowels to 180 syllables.
The number of combinations of GPR and VTL in the experi-
ment was reduced from 17 to 5.

II. METHOD

To expand the domain of size perception from vowels to
more speechlike utterances, we created a large database of
CV and VC syllables which were scaled in GPR and VTL
using STRAIGHT. In the experiment listeners were pre-
sented with two phrases of four syllables, which were se-
lected at random, with replacement, from a specific category
of the syllable database. The only consistent difference be-
tween the two phrases was vocal tract length; the listener’s
task was to identify the interval with the smaller speaker.

The stimuli consisted of syllables that were analyzed,
manipulated, and resynthesized by STRAIGHT, which is a
high-quality vocoder developed by Kawahara and Irino
�2004�. Liu and Kewley-Port �2004� have reviewed
STRAIGHT and commented favorably on the quality of its
production of resynthesized speech. Assmann and Katz
�2005� have also shown that a listener’s ability to identify
vowels is not adversely affected when they are manipulated
by STRAIGHT over a reasonable range of GPR and VTL.
STRAIGHT allows one to the separate the VTL and GPR
information in speech sounds and resynthesize the same ut-
terance with different VTL and/or GPR values. STRAIGHT
performs a “pitch synchronous” spectral analysis with a
high-resolution FFT, and then the envelope is smoothed to
remove the zeros introduced by the FFT. The resultant se-
quence of spectral envelopes describes the resonance behav-
ior of the vocal tract in a form that is largely independent of
pitch. The GPR vector can be scaled to change the pitch of
the syllable, and the frequency dimension of the sequence of
spectral envelopes can be scaled to vary the VTL of the
speaker; then the syllable can be resynthesized with its new
GPR and VTL values.

The speech in this experiment was taken from a database
created at the CNBH for brain imaging experiments; it con-
tains 180 unique syllables. Versions of the syllables were
analyzed with STRAIGHT and then resynthesized with
many different combinations of GPR and VTL. The syllables
were divided into 6 groups: three consonant-vowel �CV�
groups and three vowel-consonant �VC� groups. Within the
CV and VC categories, the groups were distinguished by
consonant category: sonorants, stops, and fricatives. The full
set of syllables is shown in Table I. The syllables were re-
corded from one speaker �author RP� in a quiet room with a
Shure SM58-LCE microphone. The microphone was held
approximately 5 cm from the lips to ensure a high signal-to-
noise ratio and to minimize the effect of reverberation. A
high-quality PC sound card �Sound Blaster Audigy II, Cre-
ative Labs� was used with 16-bit quantization and a sampling
frequency of 48 kHz. The syllables were normalized by set-
ting the rms value in the region of the vowel to a common
value so that they were all perceived to have about the same
loudness. We also wanted to ensure that, when any combina-
tion of the syllables was played in a sequence, they would be
perceived to proceed at a regular pace; an irregular sequence
of syllables causes an unwanted distraction. Accordingly, the
positions of the syllables within their files were adjusted so
that their perceptual-centers �P-centers� all occurred at the
same time relative to file onset. The algorithm for finding the
P-centers was based on procedures described by Marcus
�1981� and Scott �1993�, and it focuses on vowel onsets.
Vowel onset time was taken to be the time at which the
syllable first rises to 50% of its maximum value over the
frequency range of 300–3000 Hz. To optimize the estima-
tion of vowel onset time, the syllable was filtered with a
gammatone filterbank �Patterson et al., 1992� having 30
channels spaced quasi-logarithmically over the frequency
range of 300–3000 Hz. The 30 channels were sorted in de-
scending order based on their maximum output value and the
ten highest were selected. The Hilbert envelope was calcu-
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lated for these ten channels and, for each, the time at which
the level first rose to 50% of the maximum was determined;
the vowel onset time was taken to be the mean of these ten
time values. The P-center was determined from the vowel
onset time and the duration of the signal as described by
Marcus �1981�. The P-center adjustment was achieved by the
simple expedient of inserting silence before and/or after the
sound. After P-center correction the length of each syllable,
including the silence, was 683 ms.

With regard to the pronunciation of the syllables, the
listeners were not required to recognize the syllables or
specify their phonetic content, so the precise pronunciation
of the syllables is not an issue for the current experiments.
As a matter of record, the sounds were intended to be two-
phoneme sequences of the most common speech sounds in
balanced, cv-vc pairs, rather than a representative sample of
syllables from English. The vowels were pronounced as they
are in most five vowel languages like Japanese and Spanish
so that they could be used with a wide range of listeners;
thus the pronunciation was /a/ as in “fa,” /e/ as in “bay,” /i/ as
in “bee,” /o/ as in “toe,” and /u/ as in “zoo.” Syllables in-
volving a sonorant consonant, which would be diphthongs in
English �e.g., oy�, were pronounced more like two distinct
phonemes than diphthongs so that the duration of the com-
ponents would be similar in cv-vc pairs.

Once the recordings were edited and standardized as de-
scribed above, STRAIGHT was used to generate all the dif-
ferent versions of each syllable with the specific combina-
tions of VTL and GPR values required for the experiment. In
STRAIGHT, the VTL is varied simply by dilating or con-
tracting the spectral envelope of the recorded syllable. The
change in VTL is described in terms of the ratio of the width
of the new spectral envelope to that of the original spectral
envelope. This spectral envelope ratio �SER� is inversely
proportional to the change in the length of the vocal tract.
SER values less than unity mean that the vocal tract has been
made longer to synthesize a larger person; the process shifts
all of the vocal tract resonances to lower frequencies. Figure
1 shows the five combinations of SER and GPR that were
used as standards in the experiment; they were chosen to be

characteristic of five speaker types. The SER value is also
shown as a VTL in Fig. 1. The VTL is estimated from the
data in Fitch and Giedd �1999�. The height of the speaker
�RP� was 173 cm and, for a person of this height, Fitch and
Giedd give a VTL of 15.2 cm. This value was used as the
reference and has an SER of 1.0. For the experimental
stimuli, combination 1 has a low GPR of 80 Hz and a long
VTL of 16.5 cm, which is characteristic of a large male.
Combination 2 has a high GPR of 320 Hz and a long VTL of
16.5 cm, which is highly unusual for a human. Nevertheless,
the syllables are readily recognized as speech from a tall
person with a high pitch. For convenience in the paper, these
speakers will be referred to as a “castrati.” Combination 3
has a GPR of 160 Hz and a VTL of 12.5 cm, which is char-
acteristic of an average-sized person somewhere between the
average adult male and the average adult female. Combina-
tion 4 has a low GPR of 80 Hz and a short VTL of 9.2 cm,
which is also highly unusual for a human. Again, the syl-
lables are obviously speech but this time from a short person
with a low pitch. For convenience in the paper, these speak-
ers will be referred to as a “dwarves.” Finally, combination 5
has a high GPR of 320 Hz and a short VTL of 9.2 cm, which
is characteristic of a small child, either male or female.

TABLE I. Stimulus set showing categories of CVs, VCs,
sonorant, stops, and fricatives. Pronunciation details are de-
scribed in the text.

FIG. 1. The GPR-VTL combinations for the five reference speakers in the
experiment. These speakers are typically heard as a large male �1�, a castrato
�2�, a small male or a large female �3�, a dwarf �4�, and a small child �5�.

3818 J. Acoust. Soc. Am., Vol. 118, No. 6, December 2005 Ives, Smith, and Patterson: Speaker size in syllable phrases



The listeners were presented with two phrases of four
syllables each; the one consistent difference between the
phrases was the VTL of the speaker. The syllables were se-
lected randomly, with replacement, from one of six groups
within the database �e.g. CV-sonorants, CV-stops, CV-
fricatives, VC-sonorants, VC-stops, or VC-fricatives�. The
level of the syllables in each phrase was roved between
phrases over a 6-dB range. The GPR of each of the syllables
within the phrase was varied along one of four pitch con-
tours: rising, falling, up-down, and down-up. In the rising
contour, the GPR of each successive syllable increased lin-
early such that the GPR of the last syllable was 10% higher
than that of the first syllable. The falling contour was the
reverse of the rising contour, i.e., the GPR of each successive
syllable decreased linearly such that the first syllable had a
GPR 10% higher than the last syllable. In the up-down con-
tour the first and the last syllables had the same GPR values
which were 10% lower than the GPR values of the second
and third syllables. Finally, for the down-up contour, the first
and last syllables had the same GPR values which were 10%
higher than the second and third syllables. The starting value
for the GPR contour was also varied over a 10% range. Thus,
the only consistent difference between the two phrases was
the VTL. One of the phrases, chosen at random, had one of
the reference VTLs, that is, one of the five combinations
shown in Fig. 1; the other phrase had a test VTL which was
varied over trials to measure VTL discrimination. For each
reference VTL, there were six test VTLs, three of which
were longer and three of which were shorter. The three
longer VTLs had lengths of 106%, 122%, and 143% relative
to the reference, except for the castrato speech �point 2 in
Fig. 1� for which the test VTLs had lengths of 103%, 110%,
and 118% relative to the reference, and the small male/large
female speech �point 3 in Fig. 1� for which the test VTLs had
lengths of 103%, 112%, and 125% relative to the reference.
The reduction in the range of VTLs for the castrato speech
was due to difficulty in resynthesizing longer VTLs; F0 rises
to values above the first formant in which case the vowel is
ill defined �see Smith et al., 2005; top panel of Fig. 3�. The
reduction in the range of VTLs for the small male/large fe-
male speech was due to pilot data showing that discrimina-
tion performance was improved for this range of VTLs. The
three shorter VTLs had lengths of 77%, 85%, and 94% rela-
tive to the reference except for the small male/large female
speech for which the test VTLs had lengths of 83%, 89%,
and 96% relative to the reference. The change in the range of
VTLs was again due to pilot data showing an improvement
in discrimination performance for this reference VTL.

Discrimination performance was measured separately at
each of the five points shown on Fig. 1, using a two-
alternative, forced-choice paradigm �2AFC�. The listener
was asked to choose the phrase spoken by the smaller per-
son, and to indicate their choice by clicking on the appropri-
ate interval box on a computer screen. The subject had to
discriminate between the reference value �taken from Fig. 1�
and one of the three longer or three shorter VTLs. The data
from the six VTL comparisons were combined to produce a
psychometric function for one specific reference value. There
were six listeners �three male and three female between 21

and 35 years of age�; they all had normal hearing thresholds
at 0.5, 1, 2, 4, and 8 kHz. There was a brief training session
in which the listener was presented with about 20 trials with
different VTLs chosen at random from the six test values.
During this training session, feedback was provided to the
listeners as to whether they had correctly identified the
smaller speaker. Discrimination performance was then mea-
sured for that reference point with approximately 40 trails
per reference point. During the discrimination measurement
there was no feedback. This procedure was repeated for each
of the six syllable groups in a random order which was se-
lected individually for each listener. The sounds were pre-
sented at a level of 70 dB diotically over AKG K240DF
headphones while seated in a double-walled IAC sound at-
tenuating booth.

III. RESULTS

The results for each of the five reference speakers are
shown in Fig. 2 as a set of psychometric functions, where the
layout mirrors that for the reference conditions presented in
Fig. 1. That is, the positions of psychometric functions reflect
the position of the reference condition on the GPR-VTL
plane; the small child is at the top right and the large man is
at the bottom left. The data have been averaged across lis-
teners because there was very little difference between lis-
teners. They have also been averaged over syllable type, be-
cause the data for individual syllable types showed very
similar patterns and levels of performance. The abscissa for
the psychometric functions is VTL expressed as a ratio of the
reference VTL; the ordinate is the percentage of trials on
which the test interval was identified as having the smaller
speaker. The error bars show ±2 standard deviations over all
listeners and syllable types. A cumulative Gaussian function
has been fitted to the data for each psychometric function
and used to calculate the jnd. The jnd was defined as the
difference in VTL for a 26% increase in performance from
50% to 76% performance; it is shown on each graph at the
top left corner, and the error shows 2 standard deviations of
the fitted Gaussian function. Figure 2 shows that size dis-
crimination is possible for each of the five speaker types;
performance is best for the small-male/large-female speaker
type and poorest for the dwarf speaker type. The jnd values
for the individual syllable groups are summarized in Table II.

A summary of the jnd values is shown in Fig. 3, which
has the same layout as Figs. 1 and 2. The jnd’s for the six
syllable groups are shown separately for each speaker type.
The jnd for both the large male speaker type and the small-
male/large-female speaker type is stable at around 4% for all
syllable types. The jnd for the castrato speaker type is
slightly worse, particularly for syllables containing stop con-
sonants for which the jnd is 5%–6%. The jnd’s for the dwarf
speaker type and the small child speaker type are around 7%
and 6% respectively, and again it is worst for syllables with
stop consonants.

IV. DISCUSSION

The jnd’s for speaker size measured by Smith et al.
�2005� with vowel sounds are included in the bottom row of
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Table II. When compared with the data of the current experi-
ment, they show that discrimination performance is much
better when syllables are used rather than just vowels, de-
spite the increase in stimulus variability in the syllable ver-
sion of the experiment. For the small-male/large-female,
dwarf, and small child, the jnd for syllables is about 30% less
than with isolated vowels. For the large male, the jnd has
decreased by about 60%, and for the castrato the jnd value
has decreased by about 70%. This improvement in perfor-
mance may be due to the increased naturalness of the speech.
Although Smith et al. �2005� used natural vowels, they ap-
plied an artificial amplitude envelope to the onset; the natural

onset of the syllable was preserved in the current study.
There was one other difference between the vowel and syl-
lable experiments, which is the duration of the silence be-
tween the vowels or syllables: in the vowel experiment, the
duration of the silence was a constant 40 ms; in the syllable
experiment, due to the P-centering, the duration of the si-
lence was much longer �between about 100 and 300 ms�.
This may have provided more time to process the individual
syllables.

The content for each syllable type can be categorized
into three components, namely, a voiced component �includ-
ing any vowel information�, a vowel component, and finally

FIG. 2. Psychometric functions for the five reference speakers, averaged over all listeners, all syllables within group and all syllable groups �approximately
1400 trials per point on each psychometric function�. The jnd value is the difference between 76% and 50% performance as estimated by the fitted Gaussian
function. The jnd value is shown on each graph in the top left corner; the error bars represent 2 standard deviations.

TABLE II. The jnd values for all syllable groups averaged over all listeners.

Stimuli
group

VTL-GPR condition

1 2 3 4 5

All 4.3±0.1 4.8±0.1 4.1±0.1 6.6±0.2 5.7±0.2
CV 4.0±0.2 5.0±0.2 4.0±0.2 5.9±0.2 5.3±0.2
VC 4.5±0.2 4.7±0.2 4.4±0.2 7.6±0.3 6.3±0.2

Sonorant 4.1±0.2 4.2±0.2 4.1±0.2 5.9±0.3 5.1±0.3
Stop 4.6±0.3 6.3±0.3 4.3±0.2 8.4±0.3 6.5±0.3

Fricative 4.2±0.2 4.4±0.2 3.8±0.2 5.7±0.3 5.3±0.3
Smith et al.

�2005�
10.5 17.2 6.6 10.6 9.3
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any other component which contains information about the
vocal tract length which is not included by either of the two
previous components �this is mainly noise from the fricatives
and will be termed the noise component�. Figure 4 shows the
duration of each of these components for each of the six
speech groups together with a summary for CVs and VCs.
CV syllables have longer voiced components than VC syl-
lables and significantly longer vowel components. The aver-
age length of the periodic component for a CV syllable is
about 450 ms, whereas for a VC syllable, this is about
350 ms. The average vowel duration for CV syllables is
about 400 ms, and for VC syllables this reduces to about
260 ms. Sonorants have the longest voiced and vowel com-
ponents followed by stops and then fricatives, however this
difference is only really apparent in the VC versions of the
syllables. The increased amount of voiced/vowel content in
the CV syllables may improve CV size discrimination when
compared to VC syllables. There is only a small variation in

the duration of the noise component of all speech sounds
when compared to the much longer voiced and vowel com-
ponents.

Assmann et al. �2002� and Assmann and Nearey �2003�
argued that listeners can recognize scaled vowels because
they have extensive experience with speech that has included
examples of most syllables with many combinations of GPR
and VTL. They showed that a neural network could learn the
variability of the vowels in their experiment and suggested
that the brain has a similar learning mechanism. However,
Smith and Patterson �2004� and Smith et al. showed that
vowel recognition is possible over a range of VTL and GPR
values that extends far beyond that normally encountered
during everyday experience. They argue that the auditory
system uses a scale normalization process like that suggested
by Irino and Patterson �2002� and that this avoids the need
for an elaborate learning mechanism. Figure 5 shows the
distribution of men, women, and children speaker types in

FIG. 3. The jnd values for the six syllable groups plot-
ted separately for the five speaker types. The layout of
speaker types is the same as in Figs. 2 and 3, i.e., large
male at the bottom left and small child at the top right.
The dotted line is the average jnd across syllable cat-
egory for that specific speaker type. The solid, thin line
is grand average jnd for the experiment plotted in each
subfigure for comparison with the local average.

FIG. 4. The small symbols show the duration of the “voiced,” “vowel,” and
“noise” components for each of the six syllable classes with error bars
showing ±2 standard deviations. The large star symbols show the average
values for all of the CV syllables �open� and all of the VC syllables �filled�.

FIG. 5. Ellipses showing the distribution of vocal tract lengths and glottal
pulse rates for men, women and children, based on the data of Peterson and
Barney �1952�. The ellipses encompass 96% of the data for each group. The
numbered points show the reference speakers used in the experiment.
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the GPR-VTL space. The three ellipses were derived from
the classic data ofPeterson and Barney �1952� and each el-
lipse encompasses 96% of the population for that speaker
group, which represents the vast majority of VTLs and GPRs
that one would encounter in everyday life. The numbered
points show the GPR-VTL conditions that were used in the
experiment. Conditions 1 and 5, large man and small child,
lie just within the extremities of their respective ellipses.
Conditions 2 and 4 �castrato and dwarf� lie well outside these
ellipses. Thus, the range of VTL-GPR combinations includes
the full range of normal human speech and well beyond. The
ability to discriminate size to such a fine resolution over this
entire range supports the argument of Irino and Patterson
�2002� that the auditory system includes a scale normaliza-
tion process.

V. CONCLUSIONS

A series of VTL discrimination experiments has shown
that it is possible to make fine discriminations about a per-
son’s size by listening to their speech. This shows that the
size information in speech is available to the listener and
changes in VTL alone produce reliable differences in per-
ceived size. The average jnd values for VTL discrimination
measured with phrases of syllables are between 4% and 6%
depending on the location in the GPR-VTL space. These
jnd’s are considerably smaller than those obtained with vow-
els by Smith et al. �2005�, despite the increase in the vari-
ability of the stimulus set. There is a small difference in the
jnd between CV syllables and VC syllables with the former
having the smaller jnd.
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Psychophysical estimates of nonlinear cochlear processing
in younger and older listeners
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The primary goal of this project was to compare the performance of younger and older listeners on
a number of psychophysical measures thought to be influenced by nonlinear cochlear processing.
Younger �mean of 25.6 years� and older �mean of 63.8 years� listeners with normal hearing were
matched �within 5 dB� according to their quiet thresholds at the two test frequencies of 1200 and
2400 Hz. They were similarly matched at the adjacent octave frequencies of 600 and 4800 Hz
�within 5 dB at one and 9 dB at the other�. Performance was compared on measures of auditory
filter shape, psychophysical suppression, and growth of forward masking. There was no difference
between the two age groups on these psychophysical estimates reflecting nonlinear processing,
suggesting that aging per se does not affect the cochlear nonlinearity, at least for the ages sampled
here. The results did, however, consistently demonstrate an age-related increase in the susceptibility
to forward masking. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2126933�

PACS number�s�: 43.66.�x, 43.66.Ba, 43.66.Dc �AJO� Pages: 3823–3833

I. INTRODUCTION

Older listeners often experience poorer speech intelligi-
bility than younger listeners, particularly in the presence of
noise �e.g., Plomp and Mimpen, 1979; Duquesnoy and
Plomp, 1980�. Age-related hearing loss is the most likely
cause of the difficulties in speech recognition exhibited by
older listeners. The articulation index �AI�, more recently
referred to as the speech intelligibility index �SII�, predicts
that speech intelligibility performance will systematically de-
crease as increasing segments of the speech spectrum be-
come inaudible to the listener �ANSI, 1997�. Recent studies,
however, have shown that substantial threshold elevation
need not be present for older listeners to exhibit significant
performance deficits on measures of speech intelligibility
�Dubno et al., 2002, 2003�.

Aside from the effects of reduced audibility on speech
recognition is the relationship between suprathreshold pro-
cessing, especially temporal resolution, and aging. Temporal
resolution has been found to be impaired in older listeners
both with and without clinically significant hearing loss �e.g.,
Humes and Christopherson, 1991; Gordon-Salant and
Fitzgibbons, 1999; Schneider et al., 1994; Snell, 1997�. Al-
though impaired temporal resolution likely contributes to
age-related deficits in speech intelligibility, it cannot account
entirely for the reduced intelligibility �e.g., Humes and
Christopherson, 1991�.

Another potential contributor to reduced speech under-
standing among older listeners is a reduced cochlear nonlin-
earity. Nonlinear cochlear processing is responsible for,
among other things, high sensitivity, sharp tuning, and en-
hanced spectral contrasts via suppression. It is well known
that healthy outer hair cells �OHCs� are responsible for this

nonlinearity �e.g., Liberman and Dodds, 1984�. Several stud-
ies have examined the effects of aging on OHC function
using evoked otoacoustic emissions �OAEs�. Examining dis-
tortion product otoacoustic emissions �DPOAEs� as an index
of outer hair cell �OHC� functioning, McFadden et al.
�1997a� reported significant differences between younger and
older chinchillas in terms of DPOAE thresholds and ampli-
tudes. Similar findings have also been observed in the CBA
mouse �Parham et al., 1999�. These comparisons between the
younger and older animals, however, may not have isolated
changes in aging alone, because the older animals had audi-
tory thresholds that were higher than the thresholds for the
younger animals �McFadden et al., 1997a; Parham et al.,
1999�. Thus, it is possible that elevated thresholds may have
influenced the results.

McFadden et al. �1997b� conducted another study exam-
ining suprathreshold measures of auditory functioning as a
function of age in the chinchilla auditory system. All testing
was completed at frequencies �1� that were within the limits
of normal hearing in even the aged chinchillas and �2� where
no significant age differences in quiet thresholds were ob-
served. They obtained measures of frequency selectivity, in-
cluding evoked potential tuning curves and DPOAEs follow-
ing acoustic overstimulation. Results showed that the evoked
potential tuning curves measured from the aged animals
were more broadly tuned than those measured from the
young, control animals. Inasmuch as we can attribute broad-
ened tuning to a loss of OHC-driven nonlinearity �e.g.,
Liberman and Dodds, 1984�, one may conclude that the older
animals exhibited a decrease in cochlear nonlinearity inde-
pendent of hearing loss. In addition, the post-acoustic-
overstimulation DPOAE data showed that the older animals
had a greater initial reduction in DPOAE amplitude follow-
ing the noise, as well as a greater overall reduction in
DPOAE amplitude with time. Thus it appears that the ability
of the OHCs to recover following intense acoustic stimula-
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tion is reduced in older as compared to younger animals.
These age-induced changes were observed in the absence of
hearing loss in the frequency range tested.

Research examining DPOAEs �Dorn et al., 1998� and
transient-evoked otoacoustic emissions �TEOAEs� �e.g., Sa-
toh et al., 1998� in humans has revealed findings similar to
the animal studies. Specifically, older subjects have been
shown to exhibit higher OAE thresholds and lower ampli-
tudes than younger subjects. A potentially critical problem
with the interpretation of these OAE studies in humans is
that no attempt has been made to match younger and older
subjects on the basis of auditory thresholds. Simply requiring
that thresholds not exceed 15 or 20 dB HL could yield com-
parisons between subjects with threshold differences of
20 dB or more in a range considered clinically normal.

Aside from the issue of potentially elevated thresholds
in older subjects, another difficulty with the interpretation of
all OAE data is that significant changes in middle ear stiff-
ness have been found in aged mice �Doan et al., 1996�. Thus,
one cannot discount middle ear changes as contributing to
the age-related changes in OAEs. However, in support of
compromised OHC functioning are reports of histopatho-
logic changes in aged cochleae, particularly in the stria vas-
cularis which plays a critical role in maintaining OHC func-
tion �e.g., McFadden et al., 1997a�.

There are a number of psychophysical measures that are
thought to depend upon normally functioning OHCs, includ-
ing frequency selectivity and the nonlinear phenomena of
suppression and basilar membrane compression. If age af-
fects OHC function, then one might expect to see differences
between younger and older listeners on these measures. For
example, if OHCs are compromised by aging, auditory filters
�AFs� should be broader in older than in younger listeners.
However, the research on the effects of age on AF shapes is
equivocal. Patterson et al. �1982� found that older subjects
exhibited wider AF bandwidths for all signal frequencies
tested �even for those frequencies where age-related thresh-
old differences were minimal�, whereas others have not �Pe-
ters and Moore, 1992; Sommers and Humes, 1993; Peters
and Hall, 1994; Sommers and Gehr, 1998�. The generaliz-
ability of these results to the nature of the cochlear nonlin-
earity in older listeners may be limited. For example, Peters
and Moore �1992� completed all testing at signal frequencies
below 1000 Hz, where nonlinear cochlear processing may be
less frequency selective than at higher frequencies �Plack and
Drga., 2003�, and thus where the effects of age may be less
clear. Further, a potential problem with all of these studies is
that the filter shapes have been derived with the assumption
that the masker level determines the shape of the filter. Rosen
and Baker �1994� and Rosen et al. �1998� have shown that
the AF shape is more likely determined by signal level. Thus,
it may be more appropriate either to analyze results using a
fixed masker level differently �using the PolyFit procedure
�Rosen and Baker, 1994�� or to employ a fixed, low-level
signal �Oxenham and Shera, 2003�.

If advanced age adversely affects OHCs, then one would
expect to observe less suppression in older than in younger
listeners. Few have examined the relationship between psy-
chophysical suppression and aging. However, what research

has been done suggests that suppression is reduced in older
listeners �Sommers and Gehr, 1998; Dubno and Ahlstrom,
2001b, c�. However, Dubno and Ahlstrom �2001b, c� in-
cluded older normal-hearing listeners whose audiometric
thresholds were higher than those of the younger normal-
hearing listeners. Thus, as of yet, there is not a clear picture
of the relationship between aging and suppression, indepen-
dent of hearing loss.

The growth of response of the basilar membrane is
highly compressive for a tone equal to or near the character-
istic frequency �CF� of the measurement site �e.g., Ruggero
et al., 1997�, although it is linear for a tone much lower in
frequency than CF �though this may not be the case at low
CFs—see Plack et al., 2004; Lopez-Poveda
et al., 2005; Williams and Bacon, 2005�. One way to esti-
mate basilar membrane compression psychophysically is
with a masking experiment, in which the masker frequency
�fm� is well below the signal frequency �fs� �for a recent
review, see Oxenham and Bacon, 2004�. In young listeners
with normal hearing, the masking function has a slope quite
different from 1.0 �i.e., from linearity�, being much greater
than 1.0 when signal level is plotted as a function of masker
level �e.g., Bacon et al., 1998� and much less than 1.0 when
masker level is plotted as a function of signal level �e.g.,
Oxenham and Plack, 1997�. The slope of the masking func-
tion is linear, or at least closer to linear, when the OHCs are
compromised by either permanent �Oxenham and Plack,
1997� or temporary aspirin-induced hearing loss �Hicks and
Bacon, 2000�. If age adversely affects OHCs, then the mask-
ing functions in older listeners would be expected to be more
linear than they are in younger listeners. There are, however,
no published data examining the effects of age on masking
functions designed to estimate basilar membrane compres-
sion.

Psychophysical studies examining nonlinear cochlear
processing in normal-hearing listeners following a course of
aspirin ingestion have demonstrated broader AFs, reduced or
eliminated two-tone suppression, and less compression on
psychophysical masking experiments where fm� fs �Hicks
and Bacon, 1999, 2000�. These effects were observed even
for frequencies where minimal shifts in quiet threshold were
observed �as low as 5 dB�. Thus, it appears that even mild
disturbances of OHC function �Hicks and Bacon, 1999,
2000�—that may or may not yield a significant elevation of
quiet threshold—can translate to significant functional ef-
fects on psychophysical measures of auditory function. It
follows that subtle changes in active cochlear mechanics that
may be attributable to age might also yield considerable
functional deficits on measures of nonlinear cochlear pro-
cessing.

In summary, although there is histopathological and
physiological evidence that aging adversely affects OHC
functioning, possibly independent of hearing loss, there have
been few studies designed to examine the relationship be-
tween aging and psychophysical estimates of nonlinear pro-
cessing. Further, the collective results of these studies are
equivocal. There is a need for such studies given the impor-
tance of normally functioning OHCs on the perception of
sound, and the fact that many older listeners often experience
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more difficulty understanding speech than would be expected
from their pure-tone hearing loss. Thus, the goal of this
project was to compare the performance of younger and
older listeners on three psychophysical measures thought to
depend upon normally functioning OHCs, to determine
whether an age-related decline in nonlinear cochlear process-
ing exists.

II. METHODS

A. Subjects

All three experiments were designed to examine mea-
sures at two signal frequencies, 1200 and 2400 Hz. These
frequencies were chosen so that it was possible to obtain
older subjects with normal hearing in the range of frequen-
cies from one octave below to one octave above fs. The
reason that hearing was required to be normal above the test
frequency is that the cochlear location of the nonlinearity
ranges from 1

3 to 1
2 of an octave above that of the cochlear

place corresponding to the CF of the test stimulus �e.g.,
Davis, 1983�. Thus, it is important to control for hearing
thresholds located above the signal frequencies. The reason
for controlling hearing thresholds below the test frequency
was to control audibility of maskers that were lower in fre-
quency than the signal.

Nine younger and nine older subjects with normal hear-
ing were recruited from Arizona State University and the
surrounding communities. With the exception of the ninth
younger/older subject pair, the same subjects in each group
completed all three experiments. The subjects included in the
younger age category were 30 years of age or younger and
the older subjects were 60 years of age or older. All older
listeners were considered as “high functioning” with respect
to mental alertness and intellect. For example, one of the
older listeners was a graduate student in the Audiology pro-
gram, one was a practicing oral surgeon, one was a retired
college professor fluent in multiple languages, three were
retired schoolteachers, and one was a recently retired engi-
neer. The other two were both retired from a business-like
working environment. The mean age of the younger subject
group was 25.6 years with a range of 19 to 30 years. The
mean age of the older subject group was 63.8 years with a
range of 60 to 75 years. The criterion for inclusion was hear-
ing thresholds �15 dB HL at audiometric test frequencies

from 250 to 6000 Hz. The younger and older subjects were
matched according to their quiet thresholds for 200-ms sig-
nals. The original criterion required less than a 5-dB differ-
ence in quiet thresholds at 600, 1200, 2400, and 4800 Hz.
Given the difficulty in obtaining older subjects with normal
hearing and then matching a younger subject to those thresh-
olds, however, the criterion was relaxed such that quiet
thresholds needed to match within 5 dB for the two test fre-
quencies �1200 and 2400 Hz� and one of the other two fre-
quencies, but that differences of up to 9 dB were acceptable
at the fourth frequency. The subjects were classified such that
younger subject 1 �Y1� was matched to older subject 1 �O1�,
and so on. Figure 1 displays the individual and mean quiet
thresholds for the 200-ms signals for all subjects enrolled in
the study. The thresholds for the 1200- and 2400-Hz signals
are also given in Table I, along with thresholds for 10- and
20-ms signals at those frequencies.

FIG. 1. Individual and mean quiet
thresholds for a 200-ms signal for the
younger �filled symbols� and older
�unfilled symbols� listeners.

TABLE I. Quiet thresholds �in dB SPL� at 1200 and 2400 Hz for signal
durations of 10, 20, and 200 ms. Subject matching was achieved on the
basis of the thresholds for the 200-ms signals.

Subject

1200 Hz 2400 Hz

10 ms 20 ms 200 ms 10 ms 20 ms 200 ms

Y1 19.6 20.1 15.1 20.1 17.9 3.4
Y2 26.1 26.2 10.2 12.8 12.6 1.5
Y3 15.2 14.9 4.3 28.2 27.8 15.3
Y4 26.0 20.5 8.2 30.4 16.5 7.0
Y5 23.2 16.5 2.4 19.3 13.4 2.9
Y6 24.2 21.5 14.1 19.5 16.0 13.5
Y7 34.3 24.6 14.2 31.3 23.2 10.8
Y8 18.5 17.2 8.1 23.5 21.2 13.5
Y9 23.1 21.4 4.4 25.3 14.2 −0.1

Mean 23.4 20.3 9.0 23.4 18.1 7.5

O1 30.9 27.6 20.0 21.9 19.4 8.4
O2 26.9 23.4 8.5 21.5 15.6 3.5
O3 25.3 23.8 7.0 28.8 24.7 15.5
O4 22.2 15.5 3.8 20.7 17.2 4.4
O5 23.3 20.1 4.3 18.4 13.9 2.3
O6 34.3 30.7 17.0 24.9 23.5 16.7
O7 22.7 20.6 9.4 27.9 26.7 15.1
O8 25.0 22.3 11.2 27.3 21.8 11.7
O9 20.1 19.0 5.4 22.9 17.7 4.2

Mean 25.6 22.6 9.6 23.8 20.1 9.1
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With the exception of subject Y8 �the first author�, all
subjects were paid an hourly wage for their participation.
Subjects Y3, Y6, and Y8 were experienced listeners in psy-
choacoustic experiments similar to those in the present study.
Regardless of past listening experience, all subjects were
provided with training prior to data collection �specifics are
given below�.

B. General procedures

Thresholds for all experiments were measured in an
adaptive, two-interval, forced-choice paradigm with a deci-
sion rule to track 79.4% correct �Levitt, 1971�. That is, after
three consecutive correct responses, the task was made more
difficult and after one incorrect response, the task was made
easier. Each reported threshold is based on at least three runs
typically obtained over at least two different test sessions.
For any given experiment, test sessions lasted approximately
2 h. Subjects were typically scheduled for one to two ses-
sions per week. On average, subjects were able to complete
data collection in approximately four to five sessions �includ-
ing training�. Since all three experiments involved forward
masking, which some subjects may find somewhat difficult,
all subjects were trained for at least 1.5 h on conditions from
experiment 1, with an average training time of approximately
2.5 h. Data collection commenced once threshold estimates
appeared stable.

Tonal stimuli were generated and produced digitally at a
20-kHz sampling rate. The noise masker in experiments 1
and 2 was produced by an analog random noise generator
�General Radio 1381�. All gated stimuli were shaped with
cos2 rise/fall times. In all three experiments, the sinusoidal
signal was output through one channel of a 16-bit digital-to-
analog converter �DAC�, whereas the masker was output
through the second channel of the DAC �TDT DA1�. The
output of each channel was low-pass filtered at 8 kHz
�Kemo, VBF.25.01, 135 dB/oct�, attenuated by separate pro-
grammable attenuators �Wilsonics PATT�, ultimately added
together, and routed monaurally to one channel of Sony
MDR-7506 stereo headphones via a headphone buffer �TDT
HB6�. To avoid electrical crosstalk, the headphone of the
nontest ear was disconnected by means of a custom-made
switchbox.

Subjects were tested in a double-walled, sound-
attenuating booth. The interstimulus interval was 500 ms.
The observation intervals were indicated by lights on a re-
sponse box. For experiments 1 �AF shapes� and 3 �masking
functions�, forward-masked thresholds were measured by
fixing the signal level and varying the masker level. For ex-
periment 2 �suppression�, thresholds were measured by fix-
ing the level of the masker and varying the level of the sig-
nal. The maximum level for the dynamically varying
stimulus was 95 dB SPL for tonal stimuli and 45 dB SPL
�spectrum level� for the notched-noise stimuli. During a run,
it was permissible for the threshold track to reach the ceiling
value; however, if the tracking procedure called for a higher
level, that run was discarded. If two runs for a particular

condition were discarded on this basis, it was concluded that
a masked threshold for that individual condition could not be
achieved.

The tonal signal was presented randomly in one of two
intervals. Subjects responded by pressing a button on the
response box corresponding to what they believed to be the
signal interval. Visual correct-answer feedback was pro-
vided. A run consisted of 50 trials. The first two �or three�
reversals were discarded and the threshold estimate was de-
termined using the average signal or masker level at the re-
maining even number of reversal points. All threshold esti-
mates are based on the average of at least six reversals. If a
run produced an estimate based on the average of less than
six reversals, that particular run was discarded. The initial
step size of 5 dB was decreased to 2 dB after the second
reversal. On the rare occasion that an estimate had a standard
deviation greater than 5 dB, that run was discarded. All re-
ported thresholds represent the mean of at least three esti-
mates. If the standard deviation of the mean of those esti-
mates was greater than 3 dB, one additional run was
completed and averaged. Out of the 738 thresholds obtained,
697 �94.4%� had standard deviations less than 3 dB and 540
�73.2%� had standard deviations less than 2 dB.

III. EXPERIMENT 1: AUDITORY FILTER „AF… SHAPE

A. Stimuli and conditions

AF shapes were derived using the notched-noise method
�Patterson et al., 1982� in a forward-masking paradigm to
avoid any masking by suppression. This would be of critical
importance given that psychophysical suppression—which
would effectively broaden AF bandwidth—may be influ-
enced by age independent of hearing loss. The notched-noise
maskers were produced by low-pass filtering �Kemo VBF
25.01, 135 dB/oct� random noise from two independent ana-
log noise generators �General Radio 1381� and multiplying
each low-pass noise by a sinusoid �HP 8904 A synthesizer�.
This method produced a noise masker that was comprised of
two noise bands each having a bandwidth that was twice the
cutoff frequency of the low-pass filter and a center frequency
that was equivalent to the sinusoidal frequency.

Each band of noise �0.4fs wide� was placed symmetri-
cally or asymmetrically around fs. Given that it is possible to
obtain accurate �and time-efficient� estimates of the AF
shape with just five notch widths �e.g., Stone et al., 1992�,
the following five notch widths, expressed as a proportion of
fs, were used: symmetric—0.0 �no notch�, 0.1, and 0.2 fs;
asymmetric—closer edge 0.1 fs, farther edge 0.2 fs �in one
case the lower frequency band was closer, and in the other
the higher frequency band was closer�.1 The signal was fixed
at a level of 10 dB sensation level �SL�, and the masker level
was varied adaptively. The masker and signal were 300 and
20 ms in duration, respectively. All durations include a
10-ms cos2 rise/fall time. The onset of the signal was delayed
5 ms following the offset of the masker to minimize confu-
sion effects �Neff, 1985�.
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B. Results and discussion

Figures 2 and 3 display the masker spectrum levels re-
quired to mask the 10-dB-SL signal for the younger �filled
circles� and older �unfilled circles� subjects at 1200 and
2400 Hz, respectively. The data for the asymmetrical condi-
tions are offset slightly relative to the symmetrical condi-
tions, and not connected by a line. For both fs, the masker
level at threshold generally increased with increasing notch
width. The masker levels at threshold, however, were gener-
ally lower for the older subjects, indicating a greater suscep-
tibility to forward masking. A two-way repeated-measures
analysis of variance �ANOVA� of masker levels at threshold
for the 1200-Hz signal condition revealed no effect of age
�F�1,16�=2.4, p=0.14�, a significant effect of notch width
�F�1,4�=225.1, p�0.001�, and no interaction between age
and notch width �F�1,16�=3.3, p=0.06�. The same analysis
was computed for 2400 Hz revealing a significant effect of
age �F�1,16�=11.7, p=0.004�, a significant effect of notch
width �F�1,4�=222.6, p�0.001�, and no interaction be-
tween age and notch width �F�1,16�=1.4, p=0.24�. Compar-
ing average thresholds �collapsed across notch width� across
the age groups, the masker levels at threshold were 5.3 dB
lower for the older listeners at 1200 Hz and 9.4 dB lower for
the older listeners at 2400 Hz. Thus, although the age effect
did not reach significance at 1200 Hz, there is still a trend for

masker levels at threshold to be lower for the older
listeners—indicating a greater susceptibility to forward
masking for the older listeners.

Although the subjects were carefully matched for quiet
thresholds using 200-ms signals, subject pairs were not
matched as well for the 20-ms signals �see Table I�. The
group mean thresholds for the 20-ms thresholds, however,
were closely matched. Moreover, a two-way repeated-
measures ANOVA revealed no significant effect of age
�F�1.16�=2.0, p=0.17� or frequency �F�1,16�=2.5, p=0.13�
on the 20-ms thresholds. Thus, the differences in masker
levels between the groups in Figs. 2 and 3 cannot be ac-
counted for by differences in quiet thresholds for the 20-ms
signal.

The masker levels at threshold were used to derive filter
shapes using the roex �p ,k� model �Patterson et al., 1982�.
The parameter p represents the slope of the filter skirts, and
k represents the processing efficiency—or the signal-to-
masker ratio at threshold. This model set the upper and lower
skirts of the filter symmetrically about fs. The results of the
fitting procedure are displayed in Table II.

The equivalent rectangular bandwidth ��ERBn�, Glas-
berg and Moore, 1990� values are similar for the younger
and older subject pairs. These values, however, are generally
lower than most reported in the literature. There are several
possible reasons for this finding. First, many of the ERBn

values in the literature were obtained in simultaneous mask-
ing and at masker spectrum levels in the range of
40 to 60 dB SPL. Given that AF bandwidths are broader in

FIG. 2. Masker spectrum levels required to mask the 10-dB-SL, 1200-Hz
signal for the younger �filled symbols� and older �unfilled symbols� subjects.
Thresholds for the asymmetric notch width conditions are offset for clarity.

FIG. 3. As Fig. 2, but for the 2400-Hz signal.
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simultaneous masking �Sommers and Gehr, 1998� and at
high levels �e.g., Hicks and Bacon, 1999�, it is reasonable to
assume that the narrower bandwidths in the current study are
a result of the forward-masking paradigm and the relatively
low signal and masker levels employed. Consistent with this
are the recent results of Oxenham and Shera �2003�, who
used a 10-dB-SL signal in a forward-masking paradigm and
observed AF bandwidths similar to those reported here.

A two-way repeated-measures ANOVA revealed no ef-
fect of age �F�1,16�=3.1, p=0.1� and a significant effect of
frequency on the ERBn values �F�1,16�=119.6, p�0.001�.
There was no interaction between age and frequency
�F�1,16�=0.4, p=0.6�. Thus, there was no difference be-
tween the younger and older subjects in terms of frequency
selectivity as measured here.

IV. EXPERIMENT 2: SUPPRESSION

A. Stimuli and conditions

It is possible to measure suppression with a band-
widening procedure. As the bandwidth of the noise masker is
increased beyond a critical band, the noise components out-
side the critical band may suppress those within the critical
band, resulting in a decrease in forward masking �e.g., Hout-
gast, 1974�. Using several different band-widening methods,
Dubno and Ahlstrom �2001a, b� have shown that fixing the
upper cutoff frequency of the masker and subsequently in-

creasing the bandwidth below that cutoff produces the great-
est amount of suppression. Thus, experiment 2 used a similar
band-widening procedure. Forward-masked thresholds were
obtained as a function of masker bandwidth. The noise
masker was produced by low-pass filtering �Kemo VBF
25.01, 135 dB/oct� random noise �General Radio 1381� and
multiplying that noise by a sinusoid �HP 8904 A synthesizer�.

The masker had an initial bandwidth of one ERBn, and
was centered at the signal frequency.2 Six masker band-
widths, increasing in 2-ERBn steps relative to the lower fre-
quency edge of the 1-ERBn masker, were tested for each fs.
Table III displays the six bandwidths used for each fs, as well
as the frequency ranges of each masker bandwidth. The
masker and signal were 300 and 20 ms in duration, respec-
tively �including 10-ms cos2 rise/fall times�. The signal onset
was delayed 5 ms following the offset of the masker in an
attempt to minimize confusion effects �Neff, 1985�. The
masker level was fixed at a spectrum level of 45 dB SPL,
and the signal level was varied adaptively. This relatively
high masker level was chosen because suppression tends to
increase with level and it was shown previously to reveal
differences in suppression between younger and older listen-
ers �Dubno and Ahlstrom, 2001a, b�.

B. Results and discussion

Figure 4 displays the results for the younger �filled sym-
bols� and older �unfilled symbols� listeners. Circles represent
thresholds for the 1200-Hz signal and triangles represent the
thresholds for the 2400-Hz signal. For the majority of the
conditions, the thresholds for the older subjects were higher
than those of the younger subjects. This trend for greater
forward masking was also observed in experiment 1.

A reduction in threshold with increasing masker band-
width beyond the 1-ERBn condition provides evidence of
suppression. The maximum amount of suppression for each
subject was calculated by subtracting the lowest threshold
�usually at the widest BW� from the threshold for the
1-ERBn condition �see Table IV�. On average, the amount of
suppression exhibited by the younger and older listeners was
essentially equivalent. The average amount of maximum
suppression for the younger subjects was 21.7 dB at 1200 Hz
and 23.1 dB at 2400 Hz. The average amount of maximum
suppression for the older subjects was 21.3 dB at 1200 Hz
and 20.9 dB at 2400 Hz. A two-way repeated-measures
ANOVA revealed that there was no significant effect of age

TABLE II. ERBn �Hz�, p, k �dB�, and rms �dB� values for the individual
younger and older subjects �and the mean values� for the 1200- and 2400-
Hz tonal signals. The roex �p ,k� filter model of Patterson et al. �1982� was
used to derive the filter shapes. The mean estimates represent filters fitted to
the mean thresholds and not the mean of the individual parameters.

Younger
subjects

Older
subjects

ERBn p k rms ERBn p k rms

1200 Hz
Y1 91 53 10 5 O1 99 48 14 6
Y2 91 53 4 4 O2 93 52 19 7
Y3 94 51 12 3 O3 97 50 16 4
Y4 116 42 10 2 O4 113 43 18 2
Y5 91 53 10 4 O5 103 47 17 4
Y6 94 51 16 5 O6 131 37 12 2
Y7 90 54 17 5 O7 118 40 16 2
Y8 90 53 9 5 O8 98 49 7 3
Y9 84 57 5 6 O9 141 34 8 4

Mean 91 53 9 3 Mean 108 44 16 3

2400 Hz
Y1 193 50 −1 3 O1 202 48 15 4
Y2 216 45 −8 2 O2 194 49 14 5
Y3 246 39 2 2 O3 219 44 11 4
Y4 184 52 2 3 O4 246 39 12 4
Y5 181 53 −2 5 O5 188 51 6 2
Y6 204 47 6 3 O6 182 53 14 4
Y7 241 40 −6 1 O7 252 38 13 3
Y8 236 41 5 3 O8 189 51 3 3
Y9 173 55 −6 5 O9 247 39 5 1

Mean 198 49 −1 2 Mean 226 42 10 3

TABLE III. Masker bandwidths and lower and upper cutoff frequencies of
the masker for each signal frequency used for the measurement of suppres-
sion �in experiment 2�.

Signal frequency �Hz�
1200 Hz

masker BW, spectral range
2400 Hz

masker BW, spectral range

134 Hz, 1133–1267 Hz 246 Hz, 2277–2523 Hz
398 Hz, 869–1267 Hz 731 Hz, 1792–2523 Hz
610 Hz, 657–1267 Hz 1122 Hz, 1401–2523 Hz
782 Hz, 485–1267 Hz 1438 Hz, 1085–2523 Hz
920 Hz, 347–1267 Hz 1692 Hz, 831–2523 Hz

1031 Hz, 236–1267 Hz 1897 Hz, 626–2523 Hz
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�F�1,14�=0.4, p=0.5� on the amount of maximum suppres-
sion, nor was there a significant effect of frequency
�F�1,14�=0.07, p=0.8� or an interaction between age and
frequency �F�1,14�=0.4, p=0.5�. However, statistical analy-
sis performed on the thresholds revealed an effect of age
�F�1,14�=19.8, p�0.001�, with no effect of frequency
�F�1,14�=0.5, p=0.5� and no interaction between age and
frequency �F�1,14�=0.03, p=0.9�. The effect of age resulted
from the thresholds being 9.1 dB higher, on average, for the
older subjects.

Dubno et al. �2003� observed 3 to 7 dB higher forward-
masked thresholds in their older listeners compared to their
younger listeners, although the two groups revealed similar
amounts of masking. In the present study, the older subjects
exhibited higher forward-masked thresholds �9.1 dB on av-
erage� and greater amounts of forward masking �7 dB on
average� than their younger counterparts.

V. EXPERIMENT 3: MASKING FUNCTIONS „fm< fs…

A. Stimuli and conditions

Masking functions were measured for tonal maskers and
signals. The signal level was fixed from 40 to 90 dB SPL �or
the highest level possible such that the level of the masker
did not exceed 95 dB SPL�, in 5-dB steps. The masker level
was varied adaptively. The corresponding fm was 3 ERBs
below each fs. Thus, the fm was 806 Hz for the 1200-Hz
signal and 1675 Hz for the 2400-Hz signal. The masker du-
ration was 300 ms and the signal duration was 10 ms �in-
cluding 10- and 5-ms cos2 rise/fall times for the masker and

signal, respectively�. A delay of 5 ms between the masker
offset and the signal onset was incorporated to minimize any
temporal overlap between the masker and signal due to ring-
ing in the auditory filter �see Oxenham and Plack, 1997� and
confusion effects �Neff, 1985�. To reduce the possibility of
off-frequency listening, a high-pass noise, with a cutoff fre-
quency of 1.12fs, was presented continuously at a spectrum
level that was 55 dB below the level of the signal �Oxenham
and Plack, 1997�.

B. Results and discussion

Results are shown in Fig. 5. The filled and unfilled sym-
bols represent the younger and older subjects, respectively.
Circles represent the results for the 1200-Hz signal and tri-
angles represent the results for the 2400-Hz signal. Given
that the masking functions extended over different signal lev-
els for the different subjects, group mean results were not
calculated. To obtain an estimate of compression, the slopes
of the masking functions were derived via linear regression
analysis for the data points corresponding to signal levels in
the range of 50 to 75 dB SPL. All estimates of compression
for the masking functions are shown in Table V. These esti-
mates were generally similar across the groups. The average
compression estimates at 1200 Hz were 0.46 for both the
younger and older listeners, whereas the average compres-
sion estimates at 2400 Hz were 0.36 for the younger and
0.40 for the older subjects. These estimates are somewhat
less compressive than previously reported physiological
�e.g., Ruggero et al., 1997� and psychophysical �e.g., Oxen-
ham and Plack, 1997� estimates of BM compression. One
possible reason for this is that the frequency of the masker

TABLE IV. Individual estimates of maximum suppression. Suppression has
been calculated as the difference between the masked threshold for the 1-
ERNn masker and the lowest masked threshold obtained—which typically
occurred for the broadest masker bandwidth condition.

Younger
subjects

Suppression
estimate �dB�

Older
subjects

Suppression
estimate �dB�

1200 Hz
YN1 21.9 ON1 22.5
YN2 22.0 ON2 13.7
YN3 20.8 ON3 18.5
YN4 18.9 ON4 22.9
YN5 22.4 ON5 26.2
YN6 12.0 ON6 21.3
YN7 26.0 ON7 20.0
YN8 29.7 ON8 25.0
Mean 21.7 Mean 21.3

2400 Hz
YN1 20.0 ON1 19.1
YN2 29.1 ON2 28.3
YN3 24.9 ON3 23.0
YN4 22.9 ON4 9.7
YN5 20.5 ON5 27.1
YN6 12.7 ON6 21.7
YN7 28.1 ON7 12.5
YN8 26.5 ON8 26.0
Mean 23.1 Mean 20.9

FIG. 4. Masked thresholds for the younger �filled symbols� and older �un-
filled symbols� listeners for both the 1200-�circles� and 2400-Hz �triangles�
signals. The thresholds are plotted as a function of masker bandwidth.

J. Acoust. Soc. Am., Vol. 118, No. 6, December 2005 R. H. Gifford and S. P. Bacon: Cochlear nonlinearity in older listeners 3829



may not have been placed far enough below the frequency of
the signal to evoke a completely linear response at the co-
chlear place corresponding to fs. Physiological �e.g., Rug-
gero et al., 1997� and psychophysical �e.g., Hicks and Bacon,
2000; Nelson et al., 2001� research has demonstrated that a
fs / fm ratio of approximately 1.8 may be required to observe
maximum compression. In the current study, the masker was
3 ERBs below fs, resulting in an fs / fm ratio of about 1.4 to
1.5. Nevertheless, the estimates of compression reported here
provide a reasonable comparison across the age groups. The
estimate of compression was not significantly affected by age
�F�1,16�=0.2, p=0.6� or frequency �F�1,16�=1.4, p=0.3�.
There was, however, a significant effect of age on the masker
level at threshold, as revealed by a two-way repeated-
measures ANOVA �F�1,16�=9.9, p=0.007�. There was no
effect of frequency �F�1,16�=0.3, p=0.6� and no interaction
between age and frequency �F�1,16�=0.4, p=0.6�. On aver-
age, the masker levels at threshold were 5.8 dB lower for the
older listeners �see Fig. 5�, suggesting a greater susceptibility
to forward masking in the older listeners �also see experi-
ments 1 and 2�.

VI. GENERAL DISCUSSSION

The results of the present study clearly demonstrate that
three measures thought to be influenced by OHCs �frequency
selectivity, suppression, and compression� were not different
in younger and older listeners.3 The lack of an age effect on
AF bandwidth is consistent with some past research with
similar signal frequencies �e.g., Peters and Moore, 1992;

Sommers and Gehr, 1998�, though inconsistent with the re-
sults of Patterson et al. �1982�, who demonstrated an effect
of age on AF bandwidth across a wide range of signal fre-
quencies.

The lack of an age effect on psychophysical estimates of
suppression is in contrast with relatively recent studies in this
area. Sommers and Gehr �1998� reported significantly re-
duced suppression in older listeners. Suppression was quan-
tified as the difference in AF bandwidth �in ERBs� obtained
in simultaneous versus forward masking. Although the ERBn

values between the younger and older subjects were not sig-
nificantly different within a given masking paradigm, the dif-
ference between the ERBn values obtained in simultaneous
versus forward masking �which can be used as an indirect
estimate of suppression� was significantly affected by age.
Dubno and Ahlstrom �2001a, b, c� also examined the effects
of age on psychophysical suppression. They reported that the
older subjects with normal hearing exhibited significantly
less suppression than their younger counterparts. The dis-
crepancy in findings between the current study and those of
Dubno and Ahlstrom �2001b, c� may relate to how well
younger and older subjects were matched in the studies.
Dubno and Ahlstrom �2001b, c� included older subjects with
clinically normal hearing, but their thresholds were on aver-
age 7.5 dB higher than those of the younger subjects �col-
lapsed across frequency�.

There are no other data in the literature examining the
effects of age on estimates of BM compression. The lack of
an age effect observed here, however, is consistent with the
other results of the present study.

TABLE V. Psychophysical estimates of basilar membrane compression. The
compression estimates represent the slope of the function for signal levels
ranging from 50 to 75 dB SPL �see text for details�.

Younger
subjects

Compression
estimate

Older
subjects

Compression
estimate

1200 Hz
YN1 0.47 ON1 0.56
YN2 0.44 ON2 0.47
YN3 0.50 ON3 0.35
YN4 0.65 ON4 0.11
YN5 0.34 ON5 0.53
YN6 0.50 ON6 0.65
YN7 0.50 ON7 0.49
YN8 0.18 ON8 0.59
YN9 0.55 ON9 0.35
Mean 0.46 Mean 0.46

2400 Hz
YN1 0.25 ON1 0.20
YN2 0.12 ON2 0.19
YN3 0.80 ON3 0.46
YN4 0.26 ON4 0.22
YN5 0.30 ON5 0.36
YN6 0.64 ON6 0.60
YN7 0.19 ON7 0.45
YN8 0.40 ON8 0.68
YN9 0.30 ON9 0.43
Mean 0.36 Mean 0.40FIG. 5. Masker levels at threshold for signals ranging from 40 to 55–90 dB

SPL for the younger �filled symbols� and older �unfilled symbols� listeners
at 1200 �circles� and 2400 Hz �triangles�. The reference line in the lower
right-hand corner of each panel provides a linear slope reference.
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A consistent finding in the present study was that the
older subjects demonstrated greater susceptibility to forward
masking than their younger counterparts. There are other re-
ports of age-related increases in forward-masked thresholds
�Sommers and Gehr, 1998; Dubno and Ahlstrom, 2001a, b;
Dubno et al., 2002, 2003�. Indeed, Dubno et al. �2002, 2003�
reported significantly higher forward-masked thresholds for
older subjects with normal hearing; however, due to the
higher quiet thresholds for these listeners, the amount of
masking was found to be essentially identical across the age
groups. Sommers and Gehr �1998� did not report their sub-
jects’ quiet thresholds for the 20-ms signals used for testing
so it is unclear whether their older subjects exhibited greater
masking. In the present study, the older subjects, on average,
exhibited greater amounts of masking as well as greater
forward-masked thresholds. Our results are consistent with
evidence from vision research showing that older subjects
are more susceptible to forward masking by visual noise
�e.g., Coyne, 1981�.

The finding of an age-related increase in susceptibility to
forward masking is somewhat enigmatic given the lack of an
age effect in the estimates of cochlear nonlinearity. It is
thought that forward masking is influenced by nonlinear co-
chlear processing �e.g., Oxenham and Plack, 1997�, as re-
vealed within the context of the temporal window model.
The temporal window model is one of several popular mod-
els describing the temporal resolving capabilities of the au-
ditory system �e.g., Moore et al., 1988; Oxenham, 2001�.
The model incorporates bandpass filtering, level-dependent,
instantaneous compression, a temporal window centered
over the signal presentation, and a decision device. The es-
sentially identical compression estimates for the younger and
older listeners �Table V� suggest that the elevated forward-
masked thresholds in the older subjects are not due to differ-
ences in peripheral processing. Thus it would appear that the
origin of the aging differences in forward masking may be
more centrally located. One possibility is that the temporal
window may be wider in the older listeners.

Another possible explanation for the increased forward
masking, and one that could co-exist with a broader temporal
window, is that the older listeners have poorer auditory pro-
cessing efficiency. Processing efficiency, which represents
one’s ability to detect a signal in noise, is calculated as the
signal-to-noise ratio at threshold. Auditory processing effi-
ciency is thought to be influenced not only by auditory pro-
cessing but by general cognitive factors such as attention,
memory, and learning �Patterson et al., 1982; Hartley and
Moore, 2002�. The current study provides some information
about the effects of aging on auditory processing efficiency.
Comparing the fitting parameters of the derived AFs in the
current study, the values of k �which provide an estimate of
detection efficiency� were generally higher for the older
listeners.4 The signal-to-masker ratio required at threshold
was on average 9 dB higher for the older listeners than for
the younger listeners. A two-way repeated-measures ANOVA
computed on the values of k as a function of age and fre-
quency revealed a significant effect of age on k
�F�1,16�=16.3, p�0.001�, a significant effect of frequency
�F�1,16�=50.1, p�0.001�, and an interaction between age

and frequency �F�1,16�=12.4, p=0.003�. That is, there was
a much larger difference in k values between the age groups
for 2400 Hz �11.0-dB difference� than for 1200 Hz �7.0-dB
difference�. This effect of age is not surprising given that, on
average, the younger and older listeners had essentially
equivalent AF bandwidths, yet the masker levels at threshold
were consistently lower for the older listeners. Thus, it is
likely that some degree of an age-related deficit in processing
efficiency exists.

VII. SUMMARY AND CONCLUSIONS

The goal of this study was to compare the performance
of younger and older listeners on three psychophysical mea-
sures thought to depend upon normally functioning OHCs, to
determine whether an age-related decline in nonlinear co-
chlear processing exists independent of hearing loss. The
first step was to closely match older and younger listeners for
quiet thresholds across a broad frequency range. The second
step was to examine whether an effect of age could be ob-
served on three psychophysical measures thought to be in-
fluenced by nonlinear cochlear processing: �1� AF band-
width, �2� suppression, and �3� estimates of basilar
membrane compression. There were no significant differ-
ences between the age groups on any of the metrics. There
was, however, a highly consistent and significant effect of
age on the susceptibility to forward masking in all three ex-
periments. Given that this was not due to an age-induced
reduction in peripheral nonlinear processing, it more likely
reflects an age-related change in central processing �Dubno
and Schaefer, 1991; Gifford and Bacon, 2004; Henry and
Grantham, 2000; Leek and Sommers, 1993; Moore et al.,
1997, 1999�.
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1The notch widths used in this experiment were not as wide as those used by
Stone et al. �1992� because the signal could not be masked by some sub-
jects at the maximum masker level at the wider notch widths.

2The individual ERBn values obtained for each subject in experiment 1 were
not used for this experiment because this experiment was conducted at a
much higher level �masker spectrum level of 45 dB SPL� than that of
experiment 1 �signal level of 10 dB SL�. Past research has shown that the
width of the auditory filter increases with level �Hicks and Bacon, 1999�.
Thus, the initial 1-ERBn condition �in experiment 2� was based on esti-
mates with moderate-level maskers provided by Glasberg and Moore
�1990�.

3Pearson product moment correlations were computed comparing all three
metrics of nonlinear cochlear processing as observed in the younger and
older listeners—auditory filter bandwidth, suppression, and compression.
Given that no age or frequency effects had been found, the correlation
analyses were collapsed across subject age and signal frequency. Moreover,
ERBn values were normalized �by dividing by fs� so that both age and
frequency could be factored out of the analysis. No significant correlations
were found between any two psychophysical measures of nonlinear co-
chlear processing. Correlation coefficients and associated p values were r
=0.01, p=0.32 for maximum suppression �in dB� versus normalized ERBn,
r=−0.30, p=0.07 for compression versus normalized ERBn, and r=−0.18,
p=0.32 for compression versus maximum suppression �in dB�. Thus, no
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significant correlations were observed for any of the comparisons between
the psychophsycial estimates of nonlinear cochlear processing.

4In the context of forward masking, a change in the value of k could reflect
a change in processing or a change in temporal window shape. Here, the
filters were fitted assuming a rectangular temporal window shape for all
listeners. If the window shape differed for the two groups, the differences in
k would not necessarily reflect differences in processing efficiency.
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Synergistic modes of vocal tract articulation for American
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The purpose of this study was to investigate the spatial similarity of vocal tract shaping patterns
across speakers and the similarity of their acoustic effects. Vocal tract area functions for 11
American English vowels were obtained from six speakers, three female and three male, using
magnetic resonance imaging �MRI�. Each speaker’s set of area functions was then decomposed into
mean area vectors and representative modes �eigenvectors� using principal components analysis
�PCA�. Three modes accounted for more than 90% of the variance in the original data sets for each
speaker. The general shapes of the first two modes were found to be highly correlated across all six
speakers. To demonstrate the acoustic effects of each mode, both in isolation and combined, a
mapping between the mode scaling coefficients and �F1, F2� pairs was generated for each speaker.
The mappings were unique for all six speakers in terms of the exact shape of the �F1, F2� vowel
space, but the general effect of the modes was the same in each case. The results support the idea
that the modes provide a common system for perturbing a unique underlying neutral vocal tract
shape. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2118367�

PACS number�s�: 43.70.�h, 43.70.Bk, 43.70.Gr �AL� Pages: 3834–3859

I. INTRODUCTION

The upper airway in humans, extending from the larynx
to the lips, is utilized as a conduit for the physiologic pro-
cesses of respiration, deglutition, and sound production.
Each physiologic function requires specific types of coordi-
nated articulatory movement involving the larynx, tongue
soft palate, lips, and jaw to accomplish a particular goal. For
respiration, the vocal folds must be abducted and, depending
on the amount of oxygen needed, the jaw may be lowered
and the tongue moved anteriorly and inferiorly to allow a
high volume of air to flow into the lungs. A typical swallow
proceeds as a sequence of distinct “phases” in which move-
ments of articulatory structures, and their generated forces
are precisely orchestrated to propel a bolus of food or liquid
through the oral cavity, the pharynx, and eventually into the
esophagus and stomach �e.g., Logeman, 1983�. For both res-
piration and deglutition, the goals of the process are to
achieve the efficient transport of fluids and solids to a desti-
nation �i.e., lungs and stomach�. In contrast, the goals of
speech production require that the articulatory system not
only transport sound waves from the larynx to the lips, but
also transform them into highly structured, linguistically rel-
evant sounds.

The transformation of sounds, produced by vocal fold
vibration or other sources, into speech is accomplished
through specific shapes and shape changes of the tubelike
structure formed collectively by the epilarynx, pharynx, and
oral cavity �henceforth referred to as the “vocal tract”�. This
vocal tract tube creates an acoustic filter whose resonances

generate enhanced regions of amplitude �i.e., formant fre-
quencies� that are observable in the spectrum of a speech
signal. The relation between vocal tract shape and the acous-
tic characteristics it generates, especially formant frequen-
cies, is known to be nonlinear �e.g., Fant, 1960; Stevens and
House, 1955� and, theoretically, many-to-one �Schroeder,
1967; Mermelstein, 1967�. But even though many possible
vocal tract shapes can support the same pattern of formant
frequencies, speakers easily coordinate the actions of the ar-
ticulators, efficiently modifying the vocal tract shape over
time, to produce a coarticulated stream of intelligible speech
sounds. Thus, part of understanding speech production is to
know how the vocal tract shape, represented as a tubular
entity, may be systematically controlled to specify and sim-
plify its relation to the formant frequencies.

While all of the articulators potentially contribute to any
particular vocal tract shape, it is largely dominated by the
configuration of the tongue. This is evidenced by common
use of the high/low and front/back descriptors for tongue
position in vowel production and implies a simple relation to
formant frequencies. Quantitative studies tend to support a
view that the tongue shape can be described by underlying
patterns of spatial deformation. Harshman et al. �1977� sta-
tistically decomposed tongue profiles of ten English vowels
taken from midsagittal x-ray pictures into basic displacement
patterns called “factors.” They found that only two factors
were needed to reconstruct the profiles within a small error
of the originals. Furthermore, the factors had an apparent
articulatory phonetic interpretation. The first indicated a for-
ward movement of the tongue root along with an elevation of
the front of the tongue; this was suggested to correspond to
the action of the genioglossus muscle. The second factor
produced an upward and backward movement of the tongue

a�Portions of this paper were presented at the 144th Meeting of the Acous-
tical Society of America.
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which was compared to the action of the styloglossus
muscle. Nearly parallel to this work was research reported by
Shirai and Honda �1977�, who also represented midsagittal
tongue shapes with two empirically determined displacement
patterns. The shapes were generally similar to those of
Harshman et al. �1977�. Using tongue shapes obtained from
cineradiographic tracings for Icelandic speakers, Jackson
�1988� reported that three factors were necessary to describe
Icelandic vowels, where the second factor was of signifi-
cantly different shape than that reported by Harshman et al.
�1977�. A reanalysis of these data by Nix et al. �1996�, how-
ever, showed that two factors could, in fact, describe the
Icelandic tongue shapes too. More recently, Zheng et al.
�2003� have applied a factor analysis to tongue shapes deter-
mined from 3-D image sets based on MRI. While their re-
sults were not identical to previous studies, they suggest that
a large percentage of the variance in tongue shape for vowels
can be described with two shaping factors.

Although in a strict sense “factors” are only a statistical
description of tongue shape, a physiologic basis for them
was reported by Maeda and Honda �1994�. During vowel
production, the electromyographic activity of two antagonis-
tic muscle pairs, hyoglossus �HG�-genioglossus posterior
�GGp� and styloglossus �SG�-genioglossus anterior �GGa�,
was observed to coincide with the spatial tongue shaping
characteristics of two factors that had been derived from
midsagittal images of the vocal tract. The vowel-dependent
differential activity of each antagonistic pair was also shown
to form a vowel triangle much like that of the first two for-
mant frequencies �Kusakawa et al., 1993�. To further inves-
tigate the relation between muscle activity patterns, vocal
tract shape, and formant frequencies, Maeda and Honda
�1994� used the analyzed EMG activities �of the HG-GGp
and SG-GGa pairs� as the driving input to an articulatory
model based primarily on two tongue shaping patterns �simi-
lar to the factors derived by Harshman et al. �1977��. The
results were F1-F2 patterns that corresponded closely to
measured formant values and led them to state: “We specu-
late the brain optimally exploits the morphology of the vocal
tract and the kinematic functions of the tongue muscles so
that the mappings from the muscle activities �production� to
the acoustic patterns �perception� are simple and robust.”

The results of these experiments suggest that tongue
shaping patterns obtained from statistical analyses may cap-
ture the spatial, and perhaps kinematic, representation of a
coordinated pattern of individual articulator positions or
movements that is directly related to the acoustic character-
istics of speech. This is similar to the concept of “coordina-
tive structures” or “synergies” that has been proposed as the
means by which a potentially large number of articulatory
degrees of freedom can be significantly reduced to enable the
efficient production of phonetically relevant gestures �e.g.,
Kelso et al., 1986; Fowler and Saltzman, 1993�. In a review
of movement control and speech production literature,
Löfqvist �1997� defines coordinative structures as “…link-
ages between muscles that are set up for the execution of
specific tasks,” and further that they are “…a set of con-
straints between muscles that are set up to make the set of
muscles behave as a unit.” Thus, the observed relation be-

tween tongue shaping patterns �e.g., factors� and muscle ac-
tivations appears to represent some underlying synergy of
muscles controlled as a functional unit for the production of
speech. Whether or not the nature of such functional units is
specific to speech is still an open question, however. Perrier
et al. �2000� proposed that the two degrees of freedom ex-
pressed by factor analyses of the tongue have an anatomical
and biomechanical basis. Using a model of the tongue that
included a representation of the lingual musculature, they
showed that much of the variation in tongue shape �84%�
allowed by the model could be described by two factors with
shapes similar to those reported by Nix et al. �1996�. Thus,
biomechanical constraints, as well as task-specific con-
straints, may play a role in reducing the degrees of articula-
tory freedom.

While tongue shape for vowel production apparently has
a consistent, systematic description, similar analyses of area
functions �i.e., cross-sectional area of the upper airway as a
function of distance from the glottis� have indicated that con-
trol of the vocal tract shape may also be characterized by a
small set of spatial deformation patterns that extend over the
entire length of the vocal tract. Story and Titze �1998� ap-
plied a principal components analysis �PCA� to a set of MRI-
based area functions for ten vowels from an adult male
speaker. The two most significant orthogonal components ac-
counted for nearly 88% of the total variance in the set of area
functions. When the first component was superimposed on
the mean area function in isolation and weighted with its
minimum �negative� coefficient, the area function approxi-
mated an �i� vowel and produced widely spaced F1 and F2
formant frequencies. Conversely, when weighted with its
maximum coefficient, an �Ä�-like shape and closely spaced
F1 and F2 frequencies were produced. Similar isolated
weightings of the second component showed that it specified
area functions and formants approximately representative of
�æ� and �o�. Combinations of incremental coefficient weights
for both components led to development of an area function
model that can generate a wide variety of vocal tract shapes
that were not included in the original set of area functions,
and produce a nearly one-to-one mapping between compo-
nent coefficients �weights� and the F1-F2 vowel space �Story
and Titze, 1998; Story, 2005�. Other studies based on princi-
pal components analysis of area functions derived from sag-
ittal x-ray images �Meyer et al., 1989; Yehia et al., 1996�
have also shown that two to five components account for the
majority of the variance in their respective data sets.

It is noteworthy that a similar system of spatial shaping
patterns has been determined for hand postures. Santello
et al. �1998� recorded spatial coordinates from sensors on
subjects’ hands while they grasped 57 different objects with
wide variations in shape �analogous to speakers producing a
variety of vowel sounds in an MRI scanner�. A PCA per-
formed on the coordinates indicated that, for each subject,
two principal components could account for greater than
80% of the variance in hand posture. A model for controlling
the general shape of the hand was developed based on super-
imposing coefficient weighted components, either in isola-
tion or combination, on the mean hand shape. In this manner,
many hand shapes not in the original set could be produced.
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Santello et al. note that if control of the general shape of the
hand were based on the principal components, the number of
degrees of freedom would be significantly reduced. Drawing
on the concepts of Macpherson �1991�, they further sug-
gested that each component represents a postural “synergy”
between individual muscles of the hand that can be utilized
alone or in combination with other synergies �i.e., another
principal component�.

An area function representation of the vocal tract is,
strictly, only a description of the nonuniform shape of a tu-
bular structure and cannot necessarily be considered an “ar-
ticulatory” representation. Based on definitions of coordina-
tive structures �e.g., Löfqvist, 1997�, and also by analogy to
Santello et al. �1998�, however, it is conceivable that the
principal components derived from a set of vowel area func-
tions �e.g., Story and Titze, 1998� could represent some form
of synergy of muscles associated with individual articulators,
that facilitates the production of predictable patterns of for-
mant frequencies �cf. Story, 2004�. While speculative at this
point, the idea is consistent with Gracco’s �1992� statement
that speech motor control is apparently “organized at a func-
tional level according to sound-producing vocal tract ac-
tions.” Story and Titze �1998� referred to the principal com-
ponents in their model as “modes” to emphasize a similarity
to a modal decomposition of a dynamical system into natural
modes. Hence, to the degree that they capture some aspect of
possible muscle synergies, the modes may be conceptualized
as “synergistic modes.”

To date, modes or principal components reported for
area functions measured with 3-D imaging techniques �e.g.,
MRI� have been based on only one adult male speaker’s area
function set �Story et al., 1996�. While they provide an effi-
cient parametric representation of the vocal tract area func-
tion under both normal and perturbed conditions �Story,
2004, 2005�, it is necessary to obtain mode shapes for addi-
tional speakers to determine if the concept of area function
modes can be generalized. This study was motivated by a
simple question: Are synergistic modes, based on area func-
tions, similar across speakers? The specific aims of the
project were to �1� acquire area functions for vocal tract
shapes of vowels from six speakers �three adult males and
three adult females� using magnetic resonance imaging
�MRI�, �2� compare formant frequencies extracted from
acoustic recordings to those calculated for each area func-
tion, �3� determine mode shapes and coefficient weights for
each speaker’s area function set and compare across speak-
ers, and �4� calculate the effects of the modes on the first two
formant frequencies �F1 and F2� for each speaker.

II. ACQUISITION AND ANALYSIS OF IMAGES AND
AUDIO SAMPLES

A. Image collection

Magnetic resonance imaging �MRI� was used to obtain
volumetric image sets for a variety of vocal tract shapes from
three male and three female speakers. The vocal tract shapes
corresponded to each speaker’s production of the American

English vowels �i, (, e, �, æ, #, Ä, Å, o, *, u�. Image sets for
�l�, �É�, the nasal tract, and trachea were also obtained but
will not be reported in this article.

The six speakers were recruited from the student, fac-
ulty, and staff population at the University of Arizona. They
will be identified in this article as SF1, SF2, SF3, SM1, SM2,
and SM3, where the “F” denotes female and “M” male. None
of the speakers had any specialized voice or speech training
�e.g., singing, acting, etc.�, although it may be noted that all
three female speakers were students in the Department of
Speech, Language, and Hearing Sciences. Five of the speak-
ers had no history of speech, language, or hearing disorders.
SM2 reported a cleft of his soft palate that had been surgi-
cally repaired at approximately 2.5 years of age. At the time
of image collection his speech was judged to be normal. The
age of each speaker is shown in Table I, along with the
geographic area they reported as being most representative of
their “growing up” years.

Prior to image collection, each speaker participated in
three practice/training sessions. The purpose was to present
the speakers with some of the conditions that are experienced
in the MR scanner and to provide them with ample time to
practice producing the set of speech sounds under these con-
ditions. They were first given earplugs to partially simulate
the limited auditory feedback conditions in the MR scanner.
Then while lying supine on a cushioned table in a sound
treated room, they practiced sustaining each speech sound.
Throughout each session an emphasis was placed on the con-
centration required to maintain a steady vocal tract shape. A
high-quality digital audio tape recording of the third session
was made and later used for formant frequency analysis.

The MR images were acquired with a General Electric
Signa 1.5-T scanner at the University of Arizona Medical
Center. The data acquisition mode was fast spin echo and the
scanning parameters were set to TE=13 ms, TR=4000 ms,
ETL=16 ms, and NEX=2. During each speaker’s produc-
tion of a particular vocal tract shape, a 24–30 slice series was
collected with an interleaved acquisition sequence. Each im-
age set consisted of contiguous, parallel, axial sections
�slices� extending from a location just superior of the hard
palate to an inferior location near the first tracheal ring. The
field of view �slice dimensions� for each slice was 24 cm
�24 cm which, with a pixel matrix of 256�256, provided
an in-plane spatial resolution of 0.938 mm/pixel. Image col-
lection for the female speakers was performed in late 2001
and early 2002, and at that time only a flexible anterior neck

TABLE I. The age of each speaker at the time of MR scanning and the
geographic area they reported as being most representative of their “growing
up” years. The female speakers are denoted by “SF” and the male speakers
by “SM.”

Speaker Age �years� Region

SF1 29 N. Carolina, USA
SF2 25 Oklahoma, USA
SF3 23 Manitoba, Canada
SM1 33 N. Carolina, USA
SM2 41 New York �Long Island�, USA
SM3 30 Los Angeles, CA, USA
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coil was available. By the time that the male speakers were
imaged in the summer of 2003, a new rigid, anterior/
posterior neck coil had been obtained and was used for the
acquisition of their image data. The newer coil produced
slightly better image quality and allowed thinner slices to be
obtained. Thus, the image slice thickness was 5 mm for all of
the female data and 4 mm for the male data.

After the subject had been positioned in the MR scanner
�see Story et al. �1996, 1998� for more details�, the image
acquisition protocol proceeded as follows. For a specific vo-
cal tract shape, a corresponding example word �hVd context
for each vowel, “luck” and “earth” for �l� and �É�, respec-
tively� was spoken to the subject over the intercom. The
subject was then asked to produce a sustained version of the
particular speech sound that the investigator verified before
beginning the actual image acquisition. When the subject
was ready he/she began phonation and the MR technologist
followed by initiating the scan. After 8 s the scan was paused
to allow time for the subject to breathe. The scanning was
continued when the subject resumed phonation. The scan-
ning time required for each image set �i.e., for one complete
tract shape� was 4 min and 16 s which required approxi-
mately 30 repetitions. With pauses for respiration between
repetitions, each image set was completed in about
10–15 min. Because of the potential for vocal and general
physical fatigue, the image collection for each speaker was
separated into at least two sessions which occurred different
days.

B. Image analysis

The first step in the image analysis procedure was the
application of an airway segmentation technique and was
followed by shape-based interpolation to generate a 3-D re-
construction of each vocal tract shape �identical to methods
reported in Story et al. �1996, 1998��. Based on raw images
and 3-D reconstructions, the location of the glottis was de-
termined, and a point just above it was identified as the inlet
to the vocal tract. Cross-sectional areas between this point
and the lip termination were obtained by first finding the
centerline through the 3-D reconstruction with an iterative
bisection algorithm �see Story et al., 1996, p. 542�. Areas
were then measured from oblique sections calculated to be
locally perpendicular to the centerline. The collection of
these areas extending from just above the glottis to the lips,
along with the distance of each cross section from the glottis,
comprises the area function. Each area function was subse-
quently resampled with a cubic spline from which 44 area
sections1 were obtained at equal length increments. A
smoothing filter was also applied to remove small disconti-
nuities assumed to be imaging artifacts �see Story et al.,
2001, p. 1653�.

The piriform sinuses were segmented in each image set
and included in the shape-based interpolation. Their shapes
and sizes, however, were not generally consistent across the
vowels of a given speaker and were, in many cases, discon-
tinuous with the main vocal tract. While the vowel depen-
dency of the piriform sinuses may be an interesting study in

itself, including this component was considered to be beyond
the scope of the present study. Hence, their cross-sectional
areas are not reported here.

An area function can be considered to be comprised of
two components, an area vector and a length vector. The area
vector A�i� contains the N=44 cross-sectional areas, assumed
to represent a concatenation of “tubelets” ordered consecu-
tively from glottis to lips. The index i denotes this ordering
and extends from 1 to N. Similarly, a length vector L�i� con-
tains N=44 elements representing the length � of each tube-
let �i.e., distance increment between consecutive x-sect.
areas�.2 A cumulative length vector X�i� representing the ac-
tual distance from the glottis can be derived from L as

��i� = �
z=1

i

L�z�, i = �1,N� . �1�

An area function can be shown graphically by plotting A�i�
versus X�i�. An example is given in Fig. 1 for speaker SF1’s
�i� vowel where the “stair-step” plot indicates the discretiza-
tion of the vocal tract shape into consecutive tubelets, each
of length �. For graphical clarity in subsequent plots, the
area functions will be shown with a smooth curve rather than
in stair-step fashion �e.g., see the thin, smooth line in Fig. 1�.

C. Audio recording, analysis, and theoretical
calculation of formants

As stated in Sec. II A, the third practice session for each
speaker was recorded onto digital audio tape and served as
the high-quality recording used for formant frequency analy-
sis. The audio signal was transduced with an AKG CK92
microphone that was positioned 30 cm from the speaker and
off-axis at 45°. An electroglottographic �Glottal Enterprises,
EG-2� signal was simultaneously recorded on the second
channel of the digital tape. This signal was intended to be
used in later studies for the accurate extraction of fundamen-
tal frequency and detection of voicing.

The recordings were transferred to digital files and then
downsampled from 44.1 to 22.05 kHz. Formant frequencies
were obtained with a LPC algorithm �autocorrelation
method� written in Matlab that first estimated the frequency
response over a 25-ms window and then found the formants
with a peak-picking technique. For the vowels of the female
speakers, 16–20 LPC coefficients were used, whereas, for

FIG. 1. Example of an area function ��i� vowel produced by SF1� shown as
a succession of tubelets, denoted by the index i, extending from just above
the glottis to the lips. The tubelet length is � and is shown at the rightmost
section.
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the male vowels 26 coefficients were used. This technique
was applied to consecutive 25-ms windows �with 12.5-ms
overlap� over the time course of each vowel sample which
ranged from 4 to 8 s. Thus, with more than 150 sets of for-
mant values obtained for each vowel, the standard deviations
reported in Sec. III refer to the variability of a given formant
over the time course of a sustained vowel. For each vowel,
the mean fundamental frequency was also estimated.

Frequency response functions were calculated for each
area function with a frequency-domain technique based on
cascaded “ABCD” matrices �Sondhi and Schroeter, 1987;
but specifically as presented in Story et al., 2000�. This cal-
culation included energy losses due to yielding walls, viscos-
ity, heat conduction, and radiation. Formant frequencies were
determined by finding the peaks in the frequency response
functions.

III. AREA FUNCTIONS AND FORMANT FREQUENCIES

Area functions for vowels produced by the six speakers
are presented in Figs. 2–5. Within each figure panel, three
area functions are plotted that correspond to a particular
vowel for either the three female speakers �Figs. 2 and 3� or
the three male speakers �Figs. 4 and 5�. These data are tabu-
lated numerically in vector form in Appendix A.

A. Female speakers

A general observation that can be made from Figs. 2 and
3 is that the vocal tract length for SF2 was consistently
shorter than the other two speakers. She, in fact, had a mean
tract length of 13.8 cm, whereas for SF1 and SF3 the mean
lengths were 14.4 and 15.4 cm, respectively. Taking the
length differences into account, the gross shape of each

FIG. 2. Area functions for the six
vowels, �i, (, e, �, æ, #�, produced by
three female speakers. Each plot
shows one of the vowels for all three
speakers and is identified with the cor-
responding IPA symbol. The thick
solid line represents SF1, the dashed
line represents SF2, and the thin solid
line is for SF3.
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vowel, in terms of the location of major constrictions and
expansions, is fairly similar across the three speakers. Some
notable exceptions are the wide opening at the lips for SF3’s
�e� and SF2’s ���, the large oral cavity areas for SF3’s �æ�,
and the wide lower pharyngeal space of SF2’s �o�. The shape
of area functions for the corner vowels, �i, æ, Ä, u�, all rea-
sonably fit expected, prototypical vocal tract configurations
of high/low and front/back vowels. The area functions for
vowels that exist between the “corners” tend to be somewhat
more unique to the speaker.

All three female speakers produced relatively small ar-
eas just superior to the glottis. Often referred to as the epila-
ryngeal space or tube, cross-sectional areas in this region
averaged about 0.25 cm2. The artificial speaking conditions
imposed by the MR scanner �e.g., supine position, highly
restricted movement, interfering sounds� likely affect the

configuration in this part of the vocal tract because they force
the speaker to produce “loud” speech �Story et al., 1998�.
But a constricted epilarynx has also been theoretically impli-
cated as a means by which phonation threshold pressure may
be reduced �Titze and Story, 1997�. Thus, it is possible that
speakers may constrict this part of the vocal tract to a similar
degree during normal speech production.

Comparisons of measured and calculated formant fre-
quencies for the female speakers are given in Tables II–IV.
The first row in each table contains the mean fundamental
frequency produced during the sustained production of a par-
ticular vowel. Measurements of the first three formant fre-
quencies and their respective standard deviations are shown
in the next six rows. Each formant is labeled with the super-
script N to denote “natural” speech. In the next three rows
are the calculated formant frequencies based on the area

FIG. 3. Area functions for the five
vowels, �Ä, Å, o, *, u�, produced by
three female speakers. Each plot
shows one of the vowels for all three
speakers and is identified with the cor-
responding IPA symbol. The line-type
assignments are the same as in Fig. 2.
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functions; a superscript C is used to denote that they are
“calculated.” Finally, the percentage errors between mea-
sured and calculated formants are given in the bottom three
rows. Positive errors indicate that a calculated formant was
an overestimation of its measured counterpart, whereas nega-
tive errors suggest the opposite.

Across the three speakers, the tabulated errors range
from an absolute minimum of −0.1% for the second formant
of SF2’s ��� vowel to a maximum of 31.4% for the third
formant of SF3’s �i�. While a large error such as 30% or
more is undesirable, it is noted that over half of the errors
shown in the tables are less than 10%, and more than a third
are less than 5%. It is also noted that the smallest combined
error occurs for each speaker’s �æ� vowel. This may be co-
incidental but perhaps there is some characteristic of �æ�,
either acoustic or articulatory, that facilitates a more consis-
tent production than other vowels.

B. Male speakers

The area functions for the three male speakers are shown
in Figs. 4 and 5. Consistent with the plots for the females,
each figure panel contains three area functions corresponding
to a particular vowel, except for the ��� in Fig. 4, where area
functions are shown only for speakers SM1 and SM3. Be-
cause of movement artifact, the 3-D reconstruction of SM2’s
��� vowel produced a discontinuous air space, and hence an
area function could not be determined.

The �i� vowel was produced by all three male speakers
with similar vocal tract configurations, both in terms of
cross-sectional area distribution and vocal tract length. The
expanded pharynx and constricted oral cavity are prototypi-
cal for an �i� vowel. There were, however, slight differences
in the location and extent of the oral cavity constrictions
which, because of their small cross-sectional areas, could

FIG. 4. Area functions for the six
vowels, �i, (, e, �, æ, #�, produced by
three male speakers. Each plot shows
one of the vowels for all three speak-
ers and is identified with the corre-
sponding IPA symbol. The thick solid
line represents SM1, the dashed line
represents SM2, and the thin solid line
is for SM3. For reasons explained in
the text, an area function for SM2’s ���
is not shown.
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have significant effects on the acoustic characteristics. The
gross shape of the area functions for the other corner vowels,
�æ, Ä, u�, were also fairly prototypical, but were produced
quite differently by each speaker. In particular, the cross-
sectional area within the oral cavity for SM1’s version of
these vowels, as well as for �Å�, is considerably smaller than
in those of the other two speakers. SM1 also exhibited a
comparatively shorter tract length for both the �Ä� and �o�
vowels. The vowels �i�, �e�, ���, and �#� were similarly
shaped for each speaker, although SM2 does maintain
slightly larger areas in the lower pharyngeal portion for these
vowels. For the �*� vowel, SM2 produced a tract shape with
an expansion in the pharynx and oral cavity somewhat like
an �u�, whereas SM1 and SM3 kept the cross-sectional area
nearly constant except at the glottal and lip ends.

Similar to the females, the cross-sectional areas repre-
senting the epilaryngeal portion of the vocal tract were less

than 1 cm2 for all of the vowels produced by each speaker.
The mean area in this region, however, was roughly 0.5 cm2,
which is about twice that measured for the female speakers.
Also in comparison to the females, the epilarynx for each
male was more distinctly shaped like a tube. This was true
for most of vowels where the area remained on the order of
0.5 cm2 over a distance of about 1.5–2 cm from the glottis.
Beyond this point, the cross-sectional area tended to increase
rapidly.

Comparisons of measured and calculated formant fre-
quencies are shown in Tables V–VII. The data are arranged
in exactly the same format as they were for the female speak-
ers. The absolute minimum error is −0.1% for the first for-
mant in SM2’s �e� and �Å� vowels. The maximum error of
48.5% occurs in the second formant for SM3’s �u�; the next
largest error is −28.8% for the third formant of SM3’s �e�.
Notwithstanding these largest errors, the match between

FIG. 5. Area functions for the five
vowels, �Ä, Å, o, *, u�, produced by
three male speakers. Each plot shows
one of the vowels for all three speak-
ers and is identified with the corre-
sponding IPA symbol. The line-type
assignments are the same as in Fig. 4.
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TABLE III. Fundamental frequencies F0 and measured and calculated formants for the 11 vowels of speaker SF2.

i ( e � æ # Ä Å o * u

F0 249 249 249 247 248 246 248 249 247 247 250

F1N 446 599 639 718 892 741 862 842 643 666 460
sd ±6 ±4 ±11 ±13 ±7 ±17 ±7 ±10 ±9 ±20 ±10

F2N 2875 2261 2445 2156 2004 1616 1337 1184 1240 1483 1319
sd ±60 ±13 ±13 ±36 ±16 ±32 ±17 ±15 ±11 ±5 ±34

F3N 4452 3209 3193 3159 3080 3437 3266 3230 3082 3252 3012
sd ±31 ±10 ±25 ±29 ±31 ±59 ±28 ±13 ±32 ±34 ±36

F1C 457 710 622 910 878 773 711 839 619 569 412
F2C 2512 1721 2152 2155 1828 1588 1166 1324 1295 1442 1235
F3C 3591 3549 3255 3703 3137 3926 4000 3650 3570 3472 3310

�1 2.6 18.6 −2.6 26.8 −1.6 4.3 −17.6 −0.4 −3.7 −14.5 −10.5
�2 −12.6 −23.9 −12.0 −0.1 −8.8 −1.7 −12.8 11.8 4.4 −2.8 −6.3
�3 −19.3 10.6 2.0 17.2 1.8 14.2 22.5 13.0 15.8 6.8 9.9

TABLE II. Fundamental frequencies F0 and measured and calculated formants for the 11 vowels of speaker SF1. Each measured formant �denoted by
superscript “N”� is the mean across several seconds of recording and sd is the standard deviation. The calculated formant values are denoted by “C.” The �’s
represent the percent error of the computed formants relative to the mean value of the natural speech formants �e.g., �1=100�F1C−F1N� /F1N�.

i ( e � æ # Ä Å o * u

F0 280 276 278 275 267 264 245 251 266 268 286

F1N 391 654 704 770 903 843 917 811 773 721 391
sd ±16 ±11 ±8 ±8 ±9 ±7 ±9 ±11 ±9 ±24 ±16

F2N 2720 2269 2404 2240 2087 1574 1484 1242 1326 1602 1163
sd ±13 ±44 ±46 ±26 ±25 ±10 ±8 ±9 ±6 ±12 ±23

F3N 3332 3264 3383 3152 3157 3129 3366 2985 2977 3549 2855
sd ±17 ±23 ±107 ±59 ±102 ±33 ±57 ±26 ±38 ±97 ±79

F1C 340 537 706 555 901 655 842 737 663 511 417
F2C 2757 2311 2156 1838 2044 1461 1679 1247 1296 1452 1081
F3C 4235 2849 3247 2852 3114 3228 3077 2932 3290 3221 3167

�1 −13.0 −18.0 0.2 −28.0 −0.2 −22.3 −8.1 −9.1 −14.2 −29.1 6.5
�2 1.3 1.8 −10.3 −18.0 −2.0 −7.2 13.1 0.4 −2.3 −9.3 −7.1
�3 27.1 −12.7 −4.0 −9.5 −1.4 3.2 −8.6 −1.8 10.5 −9.2 10.9

TABLE IV. Fundamental frequencies F0 and measured and calculated formants for the 11 vowels of speaker SF3.

i ( e � æ # Ä Å o * u

F0 280 272 280 275 277 279 273 273 270 274 267

F1N 368 557 694 771 820 617 708 683 603 631 433
sd ±5 ±14 ±14 ±19 ±44 ±25 ±37 ±37 ±5 ±15 ±16

F2N 2828 2180 2277 2024 1712 1432 1329 1231 1017 1353 1144
sd ±47 ±45 ±22 ±38 ±55 ±25 ±36 ±29 ±9 ±18 ±46

F3N 3552 3270 3213 3221 3253 3117 3299 3299 3086 3162 2881
sd ±46 ±45 ±23 ±60 ±62 ±41 ±21 ±34 ±43 ±62 ±25

F1C 371 536 563 672 877 773 848 775 614 458 391
F2C 2914 2152 2094 1914 1747 1588 1366 1216 1190 1331 1153
F3C 4666 2525 2801 2906 3049 3926 3365 3015 3036 2845 2976

�1 0.7 −3.8 −18.9 −12.8 6.9 25.3 19.8 13.5 1.9 −27.4 −9.5
�2 3.0 −1.3 −8.0 −5.4 2.1 10.9 2.8 −1.2 17.1 −1.7 0.7
�3 31.4 −22.8 −12.8 −9.8 −6.3 25.9 2.0 −8.6 −1.6 −10.0 −7.1
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TABLE V. Fundamental frequencies F0 and measured and calculated formants for the 11 vowels of speaker SM1.

i ( e � æ # Ä Å o * u

F0 122 126 125 126 124 125 125 123 124 123 126

F1N 311 449 495 496 566 521 640 631 493 463 326
sd ±5 ±5 ±4 ±4 ±4 ±4 ±6 ±6 ±3 ±5 ±3

F2N 2086 1765 1729 1693 1598 1236 1105 925 912 1137 928
sd ±20 ±19 ±18 ±38 ±7 ±8 ±26 ±12 ±20 ±24 ±13

F3N 2570 2299 2278 2272 2172 2246 2465 2513 2356 2277 2282
sd ±23 ±29 ±30 ±33 ±12 ±11 ±29 ±20 ±16 ±32 ±13

F1C 327 414 470 503 638 552 701 636 442 390 314
F2C 2032 1771 1650 1599 1671 1361 1184 984 1047 1211 954
F3C 2514 2418 2356 2400 2497 2605 2596 2596 2488 2366 2235

�1 5.2 −7.7 −5.0 1.4 12.7 5.9 9.5 0.9 −10.3 −15.8 −3.8
�2 −2.6 0.3 −4.6 −5.5 4.6 10.1 7.1 6.4 14.8 6.5 2.8
�3 −2.2 5.2 3.4 5.7 15.0 16.0 5.3 3.3 5.6 3.9 −2.1

TABLE VI. Fundamental frequencies F0 and measured and calculated formants for the 11 vowels of speaker SM2.

i ( e � æ # Ä Å o * u

F0 144 145 144 143 141 142 139 138 135 137 135

F1N 289 428 425 547 606 568 659 569 406 515 352
sd ±1 ±2 ±4 ±3 ±4 ±3 ±4 ±2 ±11 ±10 ±11

F2N 2215 1866 1983 1740 1719 1329 1180 875 799 974 818
sd ±17 ±6 ±13 ±12 ±10 ±19 ±11 ±9 ±21 ±19 ±6

F3N 2729 2429 2454 2664 2606 2675 2678 2924 2867 2892 2424
sd ±45 ±7 ±10 ±14 ±12 ±22 ±24 ±22 ±14 ±45 ±24

F1C 294 446 425 748 559 742 568 462 457 286
F2C 2317 1845 2013 1816 1340 1170 837 942 1185 864
F3C 2651 2577 2624 2648 2691 2928 2338 2979 2870 2934

�1 1.6 4.2 −0.1 23.5 −1.6 12.6 −0.1 13.7 −11.3 −18.8
�2 4.6 −1.1 1.5 5.6 0.8 −0.9 −4.4 17.9 21.7 5.6
�3 −2.9 6.1 6.9 1.6 0.6 9.4 −20.0 3.9 −0.8 21.1

TABLE VII. Fundamental frequencies F0 and measured and calculated formants for the 11 vowels of speaker SM3.

i ( e � æ # Ä Å o * u

F0 134 129 129 131 126 122 122 122 123 124 125

F1N 307 499 519 538 652 619 678 627 498 514 355
sd ±7 ±3 ±1 ±4 ±7 ±3 ±4 ±3 ±3 ±9 ±5

F2N 2171 1773 1720 1723 1595 1244 1041 866 845 1044 696
sd ±8 ±17 ±12 ±28 ±6 ±7 ±23 ±4 ±12 ±27 ±14

F3N 3224 2322 3311 2367 2345 2142 2134 2276 2413 2319 2338
sd ±45 ±18 ±11 ±24 ±35 ±16 ±15 ±14 ±29 ±69 ±32

F1C 265 503 567 563 758 495 722 637 611 429 404
F2C 2428 1897 1903 1662 1753 1134 1089 875 1068 1207 1034
F3C 3328 2187 2356 2020 2304 2122 2489 2044 2591 2503 2618

�1 −13.6 0.7 9.2 4.6 16.3 −20.0 6.5 1.6 22.7 −16.6 13.9
�2 11.9 7.0 10.7 −3.6 9.9 −8.8 4.6 1.1 26.4 15.6 48.5
�3 3.2 −5.8 −28.8 −14.6 −1.7 −0.9 16.6 −10.2 7.4 8.0 12.0
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measured and calculated formants for all of the vowels pro-
duced by each of the three speakers is reasonably accurate.
Nearly two-thirds of the errors were calculated to be less
than 10% and more than a third were less than 5%.

IV. “SYNERGISTIC” MODES

Based on visual inspection, and comparison of calcu-
lated and measured formant frequencies, it was assumed that
the six sets of area functions provide a reasonable “sam-
pling” of possible vocal tract configurations used by each
speaker to produce these vowels. From this “sampling,” a set
of modes, as defined in the Introduction, are reported for
each speaker. The similarity of the modes across speakers
was assessed visually, with correlation analysis and with an
acoustic mapping technique.

A.Principal components analysis

The collection of area vectors for a given speaker �i.e.,
Tables XI–XVI� can be represented in matrix form as A�i , j�,
where i is the area index as defined in Sec. II B, and j de-
notes the particular vowel in the left-to-right order used in
the tables in Appendix A �i.e., j=1 for �i�, j=2 for �(�…, j
=11 for �u��. A principal components analysis �PCA� was
used to derive, for each of the six A�i , j�’s, a set of orthogo-
nal eigenvectors representing the prominent vocal tract shap-
ing features utilized by each speaker. Following Story and
Titze �1998�, the PCA was performed on the equivalent di-
ameters of the cross-sectional areas rather than on the areas
themselves.3 Thus, an area matrix A�i , j� was first converted
to a diameter matrix D�i , j� by

D�i, j� =� 4

�
A�i, j� . �2�

The square root operation has the effect of compressing and
expanding the portions of a vocal tract shape with the largest
and smallest areas, respectively, and has been shown to pro-
duce somewhat more accurate reconstructions of vowel con-
figurations than a PCA performed on areas alone �Story and
Titze, 1998�.

The next step was to assume that a speaker’s D�i , j� can
be represented by a mean and variable part,

D�i, j� = ��i� + ��i, j� , �3�

where ��i� is the mean diameter vector across D�i , j�, and
��i , j� is the variation superimposed on ��i� to produce a
specific diameter vector. The PCA was then carried out by
calculating the eigenvectors of a covariance matrix formed
with ��i , j�. The specific implementation was essentially the
same method as reported in Story and Titze �1998�, and re-
sults in the following parametric representation of the origi-
nal area matrix,

A�i, j� =
�

4
���i� + �

i=1

N

qk�j�	k�i��2

,

�4�
i = �1,N� j = �1,11�, k = �1,N�

where the 	k�i�’s are 44-element eigenvectors that, when

multiplied by the appropriate scaling coefficients qk�j�, will
reconstruct each area vector in A�i , j�. As explained in the
Introduction, the eigenvectors or principal components ob-
tained from the area vector matrices have been called modes
and will henceforth be referred to as such.

This particular implementation of the PCA effectively
normalizes the vocal tract lengths for each speaker’s vowels
by excluding the length data in the analysis. That is, for each
speaker’s A�i , j�, and subsequent D�i , j�, the ith section was
assumed to correspond to the same location within the vocal
tract. This is not strictly true because each area function in
Tables XI–XV has its own unique length increment �, thus
the distance of the ith tubelet from the glottis is vowel de-
pendent. Comparisons of the formant frequencies calculated
with the actual lengths of each area function to those based
on the normalized length showed approximately a 5% shift
upward for the longest area function in each speaker’s set
and a 5% downward shift for the shortest. Whereas this ap-
proach somewhat limits the interpretation of the results, es-
pecially with regard to rounded vowels which typically have
long vocal tract lengths, it simplified the execution of the
PCA and facilitated the comparison of modes across speak-
ers.

To further aid interspeaker comparison, the three modes
that accounted for most of the variance in each speaker’s
D�i , j� �referred to as 	1�i� ,	2�i� ,	3�i�� have been smoothed
by fitting them with eighth-order polynomials. This simpli-
fied the visual comparison of the modes but maintained their
gross characteristics. The amount of variance in each speak-
er’s diameter matrix that is accounted for by each mode was
calculated based on these smoothed modes.

B. Modes and mean area functions for six speakers

Percentages of the total variance in each speaker’s diam-
eter matrix D�i , j� that are accounted for by the three most
significant modes are shown in Table VIII. Together, the
three modes accounted for more than 90% of the variance for
each speaker. The first mode, 	1, accounted for variance of
over 60%, while 	2 typically accounted for 20% or more.
The exception was SM2 whose second mode accounted for
only 12.3% of the variance in his diameter matrix, but was
balanced by the high 76.2% that was attributed to his first
mode. The first two modes combined accounted for a mini-
mum of 83% of the variance for SF2 and a maximum of
91.7% for SF3. The amount of variance accounted for by 	3

TABLE VIII. Percentage of the total variance in each speaker’s diameter
matrix D�i , j� accounted for by the most significant modes �in their
smoothed form�.

Mode SF1 SF2 SF3 SM1 SM2 SM3

	1 63.6 61.1 63.0 76.2 67.4 63.7
	2 21.5 22.0 28.7 12.3 20.5 25.2
	3 7.7 7.4 3.0 4.5 4.7 8.4

Total 92.8 90.5 94.7 93.0 92.6 97.3
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was no greater than 8.4% for any of the speakers. Thus, the
third mode is much less significant than either 	1 or 	2.

The three modes are shown graphically in Fig. 6 and, for
reference, are numerically tabulated in Appendix B. This fig-
ure is arranged so that the left and right columns of plots
correspond to the three female and three male speakers, re-
spectively. Each row corresponds to one of the three modes
	1, 	2, or 	3. Note that the x axis of each plot ranges from 0
to 1.0 to indicate a normalized distance from the glottis. An
approximate actual distance could be obtained for each
speaker by scaling the x axis with their respective mean vo-
cal tract lengths. Associated with the plots of the three modes
are their respective scaling coefficients that correspond to
each speaker’s vowels. These are given in Table IX, where
the minimum and maximum values along each row are
shown in boldface.

The first mode, shown in Figs. 6�a� and 6�b�, presents
similar characteristics for all of the speakers. The amplitude
is near zero at both the glottal and lip ends, a zero crossing
occurs at approximately the mid-point of the vocal tract, and
negative and positive maxima occur at normalized distances
of about 0.35 and 0.75, respectively. When scaled with a
positive coefficient and superimposed on a mean vocal tract
shape, as specified by Eq. �4�, this mode would have the
effect of constricting the pharyngeal portion of the tract
while expanding the oral cavity; the glottal and lip ends
would be minimally affected. Such a shape would be char-
acteristic of a low-back vowel. A negative scaling coefficient
would impose the opposite changes in vocal tract shape and
would be suggestive of a high-front vowel. It is not surpris-
ing then that the scaling coefficient for the first mode, q1,
shown in Table IX, is maximally positive for the �Å� vowel

FIG. 6. Three modes obtained from
the area function data of the three fe-
male and three male speakers. The left
column shows plots corresponding to
the females �a, c, and e� and the right
corresponds to the males �b, d, and f�.
Each row of the plot is associated with
mode 	1, 	2, or 	3.

J. Acoust. Soc. Am., Vol. 118, No. 6, December 2005 Brad H. Story: Synergistic modes 3845



across all six speakers. Likewise, for every speaker, q1 has
the largest negative value for the vowel �i�. It is also noted
that q1 generally increases stepwise from this most negative
value toward the most positive as the vowel changes in the
order given in the table. This ordering of vowels follows a
counter-clockwise rotation through a articulation-based
vowel quadrilateral �e.g., Shriberg and Kent, 2003; p. 28�, or
clockwise through a typical F1-F2 vowel space plot.

Collections of the second mode, 	2, for the six speakers
are shown in Figs. 6�c� and 6�d�. Though the similarity
across speakers is perhaps not as visually apparent as for the
first mode, the 	2’s do possess some common features. The
lip end of these modes is uniformly of high amplitude, sug-
gesting that it would expand or constrict the mouth opening
with positive and negative scaling coefficients, respectively.
Moving posteriorly from the lips, each 	2 drops sharply in
amplitude and, for five speakers, crosses zero at a normalized
distance from the glottis of about 0.8. SF1’s second mode
does not have a zero crossing at this point but does maintain
a shape that is similar to the other speakers. The amplitude
then drops further until a local minima is reached at a loca-
tion ranging from 0.68 to 0.78 across the speakers. Continu-
ing toward the glottal end, a local maxima is encountered for
each speaker at a normalized distance between 0.4 and 0.5.
As the amplitude drops again, the second mode for each of
the females has a zero crossing at a distance of about 0.25.
The 	2 amplitudes for the males also drop but their subse-
quent zero crossings are not as closely aligned as they are for
the females. Finally, for all speakers, the 	2 amplitudes dip
down to another local minima before returning to nearly zero
amplitude at the glottal end. In general, the primary effect of
the second mode on vocal tract shape is to expand or con-
strict both the lip end and the middle portion, depending on
whether the scaling coefficient q2 is positive or negative.

From Table IX, it is apparent that the largest positive value
of q2 occurred for the �æ� vowel of every speaker except
SF2. Also, with the exception of SF2, the most negative
value of q2 is associated with either the vowel �*� or �u�.
Notwithstanding the results for SF2, this suggests that the
second mode roughly corresponds to a continuum from low-
front to high-back vowels.

The primary features contributed to the vocal tract shape
by the third mode, shown in Figs. 6�e� and 6�f� are comple-
mentary expansive or constrictive effects in both the pharyn-
geal and oral cavities. This is most apparent for the female
speakers, but approximately true for the male speakers as
well. Although only a small percentage of the variance is
accounted for by this mode �see Table VIII�, the simulta-
neous expansive effects in the pharyngeal and oral cavities,
obtained with a negative scaling coefficient, would seem to
be useful for enhancing vocal tract shapes with a mid-tract
constriction. This is supported by Table IX where, for four of
the six speakers, the largest negative value of q3 occurred for
the �u� vowel.

To provide a numerical assessment of the similarity of
the mode shapes, a correlation coefficient was calculated for
each speaker’s modes relative to those of the other five
speakers. The calculation was performed by dividing the co-
variance of a given pair of modes �e.g., 	1 from SF1 and
SF2� by the product of their standard deviations �e.g., Taylor,
1982�. Note that because normalized vocal tract length is
assumed for all correlation calculations, female modes can
be compared to male modes. The correlation coefficients are
presented in Table X and are arranged so that female-female,
female-male, and male-male comparisons within each mode
can be readily observed. The upper part of the table indicates
that the shape of the first mode is highly correlated among all
of the speakers, which supports the visual comparisons dis-

TABLE IX. Scaling coefficients of the three modes that will reconstruct each of the 11 vowels. Coefficients are given for all six speakers. The minimum and
maximum values along each row are shown in boldface type.

Subject Coefficient i ( e � æ # Ä Å o * u

SF1 q1 −4.667 −2.456 −1.206 −1.275 0.359 1.168 3.170 3.790 1.572 0.756 −1.211
q2 0.770 0.610 0.894 −1.119 2.455 −2.108 1.619 0.342 −0.485 −1.500 −1.478
q3 0.496 0.330 −0.135 0.690 −0.222 1.406 0.197 0.250 −1.044 −0.018 −1.949

SF2 q1 −4.025 0.070 −2.213 0.930 0.821 1.263 2.969 3.457 0.563 −0.692 −3.142
q2 0.859 1.059 0.761 2.833 0.789 −0.355 −1.311 −0.123 −1.075 −1.485 −1.952
q3 0.357 −1.728 0.852 −0.150 1.067 −0.244 0.734 0.332 −1.270 0.230 −0.180

SF3 q1 −4.927 −2.506 −2.228 −0.591 2.999 0.961 3.460 3.761 1.378 −0.179 −2.128
q2 1.503 0.825 1.618 1.000 2.842 −2.290 0.546 0.715 −1.942 −2.467 −2.351
q3 −0.249 0.702 0.384 0.233 −0.608 0.549 −0.347 0.178 0.168 0.499 −1.508

SM1 q1 −3.860 −2.192 −1.334 −0.956 0.295 1.169 2.659 4.260 1.761 −0.120 −1.683
q2 0.131 0.510 0.636 0.717 1.437 −0.251 0.542 0.294 −1.206 −1.448 −1.360
q3 −0.410 0.242 0.400 0.138 −0.184 0.658 0.038 −0.687 −0.001 0.895 −1.090

SM2 q1 −4.777 −2.109 −3.115 ¯ 1.864 0.396 4.175 4.816 0.915 −0.449 −1.715
q2 0.879 0.529 1.276 ¯ 3.209 −0.142 0.694 −0.727 −1.621 −1.242 −2.854
q3 0.298 −0.670 1.039 ¯ −1.300 1.254 0.084 0.461 0.332 −0.214 −1.285

SM3 q1 −5.047 −2.349 −1.740 −1.682 0.916 −0.235 3.409 5.066 3.725 −1.350 −0.714
q2 −0.079 0.851 2.176 1.184 3.531 −1.979 −0.213 0.298 −0.656 −2.657 −2.457
q3 −1.551 0.812 0.584 0.901 −0.801 1.453 0.709 −0.012 −1.246 0.999 −1.849
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cussed previously. The highest correlation coefficients were
R=0.99 for the comparisons of SF1-SF2, SF2-SM1, and
SF3-SM1. The lowest correlation for the first mode was R
=0.87 resulting from the comparison of SF2-SM3; this was
the only R below 0.90. The mean correlation coefficient

across all comparisons of the first mode was R̄1=0.94 and is
shown in the far left-hand column of the table. The correla-
tion across speakers for the second mode was also fairly high

as indicated by the mean coefficient of R̄2=0.91. In addition,
11 of the 15 coefficients were greater than 0.90, while the
low was 0.74. As expected from visual inspection, the shape
of the third mode is less well correlated across speakers with

R̄3=0.44. The female-female comparisons did have R values
that were 0.74 or greater, but any of the correlations involv-
ing male speakers were typically much lower than 0.70.

Correlation coefficients are also presented in Table X for
the mean area vectors of the six speakers. These vectors were
generated from Eq. �4�, but with the mode coefficients set to
zero �i.e., � /4�2�i��. For female-female comparisons, the
correlation coefficients ranged from 0.89 to 0.93. These are
fairly high, but somewhat less so than their correlations for
either 	1 or 	2. The correlations for male-male mean area
vectors are comparatively low, and the female-male correla-
tions are lower yet. The mean correlation coefficient across
all of the comparisons is R=0.71.

The low correlation for the mean area vectors across

speakers suggests that they are somewhat more speaker-
specific than either of the 	1 or 	2 modes. They are plotted
for each female speaker in Fig. 7�a� and for the male speak-
ers in Fig. 7�b�. Visually, the three female area vectors are
similar to each other, but they also possess some idiosyn-
cratic features such as differences in maximum cross-
sectional area and shape of the mid-portion of the vocal tract.
For the male speakers, the mean area vectors appear more
idiosyncratic than those of the females, as expected from the
correlation analysis. For example, the cross-sectional areas
within the pharyngeal portion of the vocal tract �i.e., between
about 0.2 and 0.4� are similar for SM1 and SM3, but they
differ in the oral cavity. In contrast, the oral cavity areas are
similar for SM2 and SM3, but their pharyngeal areas differ
by about 1.5–2.0 cm2.

Frequency response functions for the six mean area
functions were calculated and are plotted in Figs. 7�c� and
7�d�. This calculation was performed with the methods de-
scribed in Sec. II C and with the tubelet length set to the
mean of a given speaker’s set of �’s as given in the next to
last row of Tables XI–XVI. As indicated by Fig. 7�c�, the
first two formant frequencies were closely aligned for the
female speakers, where F1 ranged from 684 to 744 Hz and
F2 from 1675 to 1741 Hz. F1 and F2 were also similar for
the male speakers �Fig. 7�d��. Their F1 values ranged from
536 to 626 Hz, while F2 ranged from 1430 to 1553 Hz. The

TABLE X. Matrix of correlation coefficients quantifying the similarity of 	1, 	2, 	3, and �� /4��2 across the six speakers. The table is divided into sections
showing female-female, male-male, and female-male comparisons.

Quantity Subject

Female Male

SF1 SF2 SF3 SM1 SM2 SM3

	1 SF1 1.00 0.97 0.99 0.98 0.90 0.91

R̄1=0.94 SF2 1.00 0.96 0.99 0.91 0.87

SF3 1.00 0.99 0.92 0.93
SM1 1.00 0.93 0.90
SM2 1.00 0.97
SM3 1.00

	2 SF1 1.00 0.90 0.97 0.94 0.86 0.97

R̄2=0.91 SF2 1.00 0.93 0.95 0.74 0.89

SF3 1.00 0.93 0.90 0.96
SM1 1.00 0.82 0.94
SM2 1.00 0.92
SM3 1.00

	3 SF1 1.00 0.74 0.90 0.53 0.11 0.59

R̄3=0.44 SF2 1.00 0.74 −0.06 0.41 0.43

SF3 1.00 0.39 −0.04 0.69
SM1 1.00 −0.18 0.60
SM2 1.00 0.25
SM3 1.00

�

4
�2

R̄=0.71

SF1 1.00 0.93 0.92 0.64 0.66 0.70
SF2 1.00 0.89 0.69 0.74 0.68
SF3 1.00 0.64 0.57 0.67
SM1 1.00 0.72 0.52
SM2 1.00 0.73
SM3 1.00
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values of F1 and F2 for both female and male speakers are
approximately representative of a “neutral” vowel. That is,
they are similar to those expected from a uniform tube with
length appropriate for each speaker. There were, however,
large differences in the locations of the upper formants, a
frequency range where the idiosyncratic differences of the
area vectors seem to exert their largest effect on the acoustic
characteristics. Thus, each speaker’s mean area vector could
be considered to be a phonetically neutral vocal tract shape
with regard to F1 and F2, but speaker-specific for higher
frequency formants.

C. Mode coefficient-to-formant mapping

In the previous section, the spatial similarity of the mode
shapes across speakers was assessed by visual inspection and
with correlation analysis. To a large degree, the vocal tract
shape changes imposed by the modes were found to be simi-
lar regardless of the speaker. It follows that the modes should
also similarly affect the formant frequencies supported by
area functions generated with Eq. �4�, but perhaps with
speaker-specific characteristics due to the underlying neutral
shape on which the modes are superimposed.

To demonstrate the acoustic effects of the modes, a map-
ping was generated for each speaker that linked the three
scaling coefficients �q1, q2, and q3� to the first two formant
frequencies �F1 and F2�. This was motivated by a similar
approach used by Story and Titze �1998� for two modes and
is capable of producing thousands of area function configu-
rations that did not exist in a given speaker’s original area
function set. The first step was to generate an equal incre-

ment continuum for each mode coefficient that ranged from
their respective minimum to maximum values �see Table IX�.
The increments were specified as

�q1 =
q1

max − q1
min

M − 1
, �5a�

�q2 =
q2

max − q2
min

N − 1
, �5b�

�q3 =
q3

max − q3
min

K − 1
, �5c�

where M, N, and K were the number of increments along
each coefficient dimension. Since the first two modes ac-
counted for most of the variance in the original data sets �i.e.,
Table VIII�, it was assumed that they would have the largest
acoustic effects. Hence, the sampling along the q1 and q2

continua was chosen to be more dense than for q3, such that
M, N, and K were set to 60, 60, and 5, respectively. The
coefficient continua were then generated by

q1m = q1
min + m�q1, m = 0, . . . ,M − 1, �6a�

q2n = q2
min + n�q2, n = 0, . . . ,N − 1, �6b�

q3k = q3
min + k�q3, k = 0, . . . ,K − 1, �6c�

with m, n, and k serving as indexes along each continuum.
By modifying Eq. �4� to contain only three modes and to

eliminate the dependency on a specific vowel �i.e., jth
vowel�, an area vector can be generated with

FIG. 7. Mean area vectors and calcu-
lated frequency response functions for
six speakers. �a� Area vectors for SF1
�thick�, SF2 �dashed�, and SF3 �thin�;
�b� area vectors for SM1 �thick�, SM2
�dashed�, and SM3 �thin�; �c� fre-
quency response functions corre-
sponding the female area vectors in
�a�; and �d� frequency response func-
tions corresponding the male area vec-
tors in �b�.
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Amnk�i� =
�

4
���i� + q1m	1�i� + q2n	2�i� + q3k	3�i��2,

�7�
i = �1,44� .

This suggests that the three continua �Eq. �6�� form a para-
metric “articulation” space in the sense that any combination
of the coefficients produces a vocal tract shape. With q3 held
constant at zero, the continua for the first two modes can be

viewed as a 60�60 two-dimensional space consisting of all
possible combinations of q1m and q2n. An example, based on
SF1’s coefficient set, is shown in Fig. 8�a�, where every in-
tersection point in the grid represents a �q1 ,q2� pair. The
thick solid and dashed lines indicate the continua for the first
and second modes, respectively, when the other coefficient is
zero. These represent the isolated spatial effect of each mode
on the vocal tract shape, while all other lines �vertical or
horizontal� in the grid are comprised of a nonzero contribu-

TABLE XI. Area vectors for the 11 vowels of speaker SF1. Each original area function has been segmented to consist of 44 area sections; the length of each
section is given by �. The glottal end of each area vector is at section 1 and the lip end at section 44. The total vocal tract length �VTL� is computed as 44�.

Section i i ( e � æ # Ä Å o * u

1 0.42 0.34 0.29 0.34 0.22 0.24 0.27 0.28 0.28 0.41 0.46
2 0.48 0.45 0.33 0.35 0.26 0.23 0.12 0.24 0.35 0.47 0.67
3 0.53 0.53 0.51 0.35 0.44 0.25 0.16 0.20 0.46 0.77 0.77
4 0.58 0.66 0.89 0.63 0.72 0.34 0.39 0.27 0.83 1.11 0.88
5 0.74 1.01 1.14 1.21 0.94 0.42 0.55 0.40 1.39 1.24 1.14
6 1.21 1.39 1.08 1.65 0.94 0.49 0.47 0.36 1.63 1.11 1.67
7 1.97 1.57 0.94 1.61 0.85 0.45 0.31 0.21 1.51 0.99 2.21
8 2.58 1.64 1.03 1.26 0.76 0.36 0.23 0.13 1.36 1.05 2.41
9 2.84 1.83 1.39 0.96 0.69 0.34 0.28 0.17 1.33 1.19 2.73
10 3.16 2.15 1.82 0.98 0.73 0.40 0.40 0.33 1.37 1.31 3.38
11 3.84 2.29 2.16 1.29 0.99 0.48 0.47 0.45 1.34 1.41 3.72
12 4.49 2.32 2.34 1.59 1.37 0.53 0.49 0.46 1.26 1.46 3.52
13 4.82 2.43 2.41 1.80 1.68 0.54 0.53 0.45 1.14 1.32 3.06
14 4.94 2.46 2.34 1.92 1.86 0.56 0.56 0.48 1.02 1.08 2.60
15 4.78 2.36 2.14 1.90 1.82 0.54 0.52 0.48 0.85 0.85 2.23
16 4.30 2.17 1.86 1.76 1.56 0.40 0.59 0.36 0.64 0.70 1.85
17 3.82 1.91 1.72 1.65 1.34 0.28 0.73 0.22 0.50 0.71 1.49
18 3.35 1.77 1.84 1.68 1.28 0.31 0.85 0.15 0.51 0.95 1.28
19 2.92 1.87 2.00 1.79 1.36 0.41 1.06 0.20 0.71 1.31 1.28
20 2.82 2.07 2.03 1.90 1.58 0.55 1.39 0.53 1.01 1.51 1.34
21 2.84 2.20 1.96 1.87 1.82 0.73 1.78 1.07 1.22 1.47 1.25
22 2.62 2.14 1.81 1.73 1.96 0.82 2.05 1.47 1.22 1.37 0.93
23 2.22 1.90 1.59 1.59 1.94 0.77 2.15 1.67 1.08 1.33 0.50
24 1.83 1.56 1.35 1.41 1.76 0.74 2.29 1.91 0.99 1.38 0.18
25 1.42 1.20 1.20 1.21 1.60 0.76 2.64 2.26 1.10 1.53 0.15
26 1.00 0.88 1.17 1.05 1.60 0.85 3.29 2.75 1.36 1.78 0.40
27 0.67 0.63 1.16 0.90 1.69 1.03 3.85 3.31 1.75 2.09 0.75
28 0.46 0.45 1.12 0.77 1.72 1.25 4.13 3.91 2.32 2.39 1.07
29 0.31 0.34 1.19 0.79 1.79 1.49 4.41 4.72 2.95 2.67 1.33
30 0.19 0.35 1.37 0.92 2.05 1.74 4.86 5.53 3.48 2.84 1.54
31 0.15 0.54 1.51 1.07 2.44 1.99 5.37 5.84 3.93 2.84 1.81
32 0.19 0.84 1.61 1.27 2.79 2.19 5.67 5.70 4.22 2.72 2.20
33 0.26 1.05 1.70 1.45 2.93 2.23 5.60 5.42 4.30 2.58 2.59
34 0.27 1.11 1.82 1.51 3.03 2.12 5.15 4.97 4.21 2.44 2.87
35 0.22 1.16 1.95 1.37 3.26 1.93 4.44 4.36 3.98 2.33 3.03
36 0.32 1.35 2.01 1.20 3.48 1.65 3.72 3.79 3.62 2.17 2.94
37 0.64 1.61 2.03 1.30 3.54 1.33 3.17 3.33 3.10 1.83 2.56
38 1.09 1.84 2.10 1.48 3.49 1.01 2.69 2.89 2.42 1.44 2.10
39 1.67 2.10 2.26 1.34 3.52 0.72 2.43 2.37 1.71 1.06 1.64
40 2.31 2.42 2.50 1.02 3.92 0.57 2.64 1.82 1.23 0.70 1.20
41 2.77 2.66 2.70 0.80 4.55 0.48 3.00 1.41 1.05 0.46 0.91
42 2.83 2.64 2.73 0.71 4.95 0.43 3.07 1.33 1.08 0.36 0.75
43 2.57 2.48 2.63 0.62 4.94 0.37 2.75 1.46 1.21 0.31 0.58
44 2.28 2.40 2.49 0.38 4.57 0.27 2.15 1.48 1.35 0.26 0.29

� 0.343 0.326 0.308 0.318 0.306 0.316 0.330 0.348 0.330 0.319 0.352
VTL 15.11 14.32 13.55 14.01 13.46 13.90 14.53 15.29 14.51 14.02 15.51
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tion from both coefficients. The inset plots within Fig.
8�a�demonstrate the area vector shapes generated at the end
points of the 	1 and 	2 lines.

When q3 is nonzero a third dimension is added to the
articulation space. The q2 vs q1 grid will be the same as in
Fig. 8�a�, but can be considered to be shifted along the q3

dimension. This is demonstrated in Fig. 8�b�, again based on
SF1’s coefficients, where the dark grid in the middle is the
case when q3=0, and the other two lighter grids are posi-
tioned at the minimum and maximum values of q3, respec-
tively. Although K=5, only three grids are shown along the
q3 dimension to preserve the visual clarity of the figure.

To complete the mapping for a given speaker �e.g., SF1�,
Eq. �7� was used to generate an area vector for every coeffi-
cient combination within that speaker’s three-dimensional
coefficient space. A length vector was also generated in
which the tubelet length �and consequently vocal tract
length� was held constant for each speaker at the same mean
values used to calculate frequency responses of the mean
area functions in Sec. IV B. Finally, for each newly created
area function, a set of formant frequencies was calculated.

Results for each of the six speakers are shown in the
vowel space plots of Fig. 9. Within each figure panel is a
dark, solid-lined grid of 3600 �F1, F2� pairs that corresponds

TABLE XII. Area vectors for SF2.

Section i i ( e � æ # Ä Å o * u

1 0.19 0.27 0.13 0.12 0.15 0.10 0.07 0.20 0.44 0.34 0.29
2 0.19 0.33 0.27 0.11 0.16 0.26 0.24 0.17 0.66 0.51 0.42
3 0.25 0.44 0.39 0.11 0.22 0.36 0.38 0.17 0.88 0.52 0.70
4 0.34 0.59 0.59 0.17 0.27 0.45 0.46 0.17 1.04 0.50 1.15
5 0.53 0.68 0.97 0.33 0.33 0.71 0.53 0.16 1.15 0.82 1.72
6 0.94 0.77 1.52 0.41 0.55 1.23 0.68 0.21 1.40 1.66 2.49
7 1.58 1.10 1.98 0.34 0.90 1.63 0.88 0.59 2.03 2.42 3.28
8 2.19 1.67 2.05 0.42 1.07 1.62 0.88 1.07 2.65 2.55 3.77
9 2.55 2.13 1.87 0.87 0.96 1.53 0.70 1.11 2.90 2.34 3.91

10 2.84 2.31 1.82 1.38 0.74 1.57 0.63 0.84 2.89 2.08 3.83
11 3.38 2.58 1.98 1.67 0.63 1.65 0.67 0.58 2.77 1.83 3.52
12 3.95 3.08 2.11 1.84 0.78 1.67 0.69 0.50 2.61 1.72 2.99
13 4.21 3.38 2.08 1.98 1.06 1.54 0.66 0.66 2.29 1.65 2.49
14 4.09 3.26 1.84 2.13 1.18 1.35 0.57 0.77 1.91 1.53 2.23
15 3.72 3.06 1.58 2.28 1.09 1.28 0.47 0.69 1.66 1.49 2.02
16 3.28 2.83 1.55 2.31 1.10 1.19 0.39 0.55 1.39 1.47 1.58
17 2.75 2.48 1.61 2.18 1.29 0.89 0.34 0.50 0.98 1.28 1.08
18 2.25 2.11 1.54 1.88 1.34 0.52 0.29 0.53 0.59 0.91 0.84
19 2.06 2.00 1.42 1.59 1.13 0.49 0.19 0.51 0.48 0.61 0.89
20 2.11 2.19 1.48 1.64 0.94 0.97 0.17 0.40 0.72 0.69 1.05
21 2.04 2.30 1.55 1.94 1.01 1.62 0.43 0.32 1.16 1.09 1.10
22 1.70 2.14 1.39 2.13 1.31 2.01 1.12 0.46 1.55 1.41 0.95
23 1.32 1.88 1.03 2.17 1.78 2.15 1.92 0.95 1.71 1.52 0.78
24 1.02 1.59 0.64 2.18 2.20 2.26 2.48 1.75 1.71 1.56 0.59
25 0.76 1.40 0.42 2.19 2.39 2.39 2.98 2.53 1.72 1.61 0.35
26 0.53 1.41 0.43 2.15 2.33 2.56 3.55 3.20 1.86 1.71 0.27
27 0.38 1.55 0.54 2.14 2.20 2.96 4.19 3.89 2.20 1.87 0.33
28 0.29 1.99 0.69 2.19 2.16 3.57 4.90 4.59 2.75 2.09 0.41
29 0.26 2.83 0.89 2.35 2.21 4.04 5.48 5.19 3.35 2.33 0.53
30 0.28 3.69 1.09 2.66 2.24 4.37 5.78 5.69 3.81 2.48 0.72
31 0.34 4.14 1.15 3.17 2.24 4.62 5.82 6.14 4.15 2.57 0.99
32 0.40 4.34 1.13 3.72 2.41 4.67 5.70 6.48 4.53 2.65 1.41
33 0.53 4.66 1.27 4.07 2.81 4.53 5.57 6.61 4.93 2.72 1.97
34 0.78 4.91 1.55 4.16 3.34 4.26 5.35 6.49 5.18 2.72 2.40
35 1.15 4.79 1.78 3.91 3.86 3.80 4.80 6.18 5.07 2.62 2.54
36 1.43 4.22 1.82 3.32 4.03 3.08 3.98 5.74 4.44 2.33 2.46
37 1.44 3.40 1.56 2.79 3.83 2.36 3.04 5.12 3.49 1.95 2.14
38 1.29 2.85 1.39 2.67 3.39 1.91 2.17 4.19 2.68 1.58 1.70
39 1.17 2.81 1.72 3.05 2.90 1.68 1.56 3.22 2.02 1.19 1.28
40 1.20 2.96 2.32 3.95 2.71 1.71 1.24 2.58 1.50 0.85 0.88
41 1.43 2.93 2.77 5.10 2.82 1.98 1.23 2.37 1.26 0.68 0.54
42 1.64 2.73 2.94 5.96 2.83 2.21 1.37 2.57 1.28 0.65 0.32
43 1.67 2.48 2.85 6.30 2.61 2.16 1.44 2.74 1.46 0.68 0.22
44 1.63 2.17 2.61 6.23 2.27 1.82 1.38 2.58 1.63 0.69 0.20

� 0.303 0.315 0.311 0.309 0.317 0.294 0.315 0.329 0.323 0.321 0.313
VTL 13.32 13.84 13.71 13.60 13.93 12.94 13.85 14.47 14.22 14.11 13.76
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to a particular speaker’s �q1 ,q2� grid when q3=0. The thick
white lines �solid and dashed� indicate the formant frequency
pairs that are produced in this same grid when either q1 or q2

are zero, thus demonstrating the acoustic effect of 	1 or 	2

by itself. The intersection point of these two lines gives the
values of F1 and F2 when all three scaling coefficients are
zero �i.e., the “neutral” location�. There are five lighter,
dashed grids “underneath” the dark one that are �F1, F2�
pairs associated with the �q1 ,q2� grids as they are shifted
along the q3 dimension. It is not intended that their separa-
tion be visible, but rather it is the extension of the vowel

space around the dark grid provided by the third mode that is
of interest. The four white dots �outlined in black� in each
panel, plotted in clockwise order starting at the upper left
corner, are the �F1, F2� pairs measured from the audio re-
cording of each speaker’s �i�, �æ�, �Ä�, and �u� vowels �see
Tables II–VII�.

Taking SF1 as an example, the solid white line in Fig.
9�a� represents the acoustic mapping of the q1 coefficient
continuum shown previously as the black, horizontal line in
Fig. 8�a�. This demonstrates that the primary acoustic effect
of 	1 is to generate a low F1 and high F2 when its scaling

TABLE XIII. Area vectors for SF3.

Section i i ( e � æ # Ä Å o * u

1 0.21 0.20 0.21 0.25 0.22 0.30 0.15 0.14 0.26 0.18 0.23
2 0.13 0.18 0.27 0.20 0.22 0.29 0.23 0.12 0.27 0.19 0.28
3 0.15 0.22 0.31 0.12 0.31 0.26 0.49 0.18 0.30 0.23 0.46
4 0.33 0.49 0.56 0.19 0.63 0.28 1.04 0.47 0.39 0.28 1.18
5 1.17 1.17 1.16 0.62 1.13 0.54 1.47 0.96 0.67 0.39 2.34
6 2.47 1.79 1.72 1.27 1.47 1.15 1.46 1.33 1.19 0.79 2.99
7 3.20 1.78 1.85 1.70 1.37 1.76 1.17 1.30 1.57 1.54 2.88
8 3.33 1.44 1.62 1.73 1.07 1.92 0.84 0.98 1.47 2.09 2.60
9 3.42 1.13 1.35 1.54 0.86 1.66 0.63 0.58 1.23 2.05 2.51

10 3.72 1.02 1.39 1.51 0.74 1.29 0.58 0.32 1.12 1.78 2.67
11 4.34 1.29 1.86 1.73 0.79 0.95 0.62 0.29 1.06 1.59 2.98
12 4.95 1.86 2.51 1.92 1.04 0.76 0.66 0.40 1.00 1.51 3.22
13 5.29 2.40 3.04 2.12 1.26 0.78 0.65 0.49 0.92 1.49 3.22
14 5.56 2.72 3.38 2.31 1.38 0.90 0.58 0.48 0.82 1.37 2.97
15 5.57 2.86 3.51 2.31 1.45 0.92 0.53 0.46 0.71 1.16 2.58
16 5.25 2.93 3.54 2.31 1.51 0.84 0.52 0.48 0.63 1.01 2.27
17 5.10 2.97 3.42 2.43 1.59 0.73 0.55 0.53 0.60 0.94 2.03
18 4.93 2.95 3.08 2.44 1.66 0.72 0.62 0.57 0.52 0.93 1.78
19 4.45 2.93 2.82 2.38 1.77 0.81 0.74 0.70 0.50 0.98 1.64
20 3.99 2.94 2.83 2.53 2.10 0.79 0.98 1.11 0.70 1.05 1.64
21 3.69 3.01 2.90 2.94 2.73 0.71 1.32 1.66 1.02 1.21 1.67
22 3.46 3.06 2.88 3.35 3.49 0.94 1.74 2.24 1.25 1.52 1.61
23 3.19 2.94 2.65 3.47 4.19 1.48 2.29 2.80 1.37 1.90 1.49
24 2.74 2.55 2.22 3.26 4.75 1.95 2.88 3.19 1.47 2.12 1.29
25 2.05 2.02 1.82 2.91 5.10 2.22 3.45 3.51 1.57 2.06 0.93
26 1.36 1.52 1.57 2.53 5.35 2.39 3.92 3.96 1.64 1.84 0.56
27 0.85 1.10 1.45 2.24 5.49 2.45 4.24 4.58 1.80 1.70 0.37
28 0.51 0.78 1.38 2.10 5.43 2.48 4.53 5.17 2.11 1.75 0.39
29 0.30 0.56 1.34 2.11 5.44 2.63 4.90 5.54 2.66 1.91 0.60
30 0.22 0.45 1.35 2.18 5.60 2.92 5.35 5.98 3.36 2.05 0.98
31 0.25 0.49 1.39 2.33 5.87 3.17 5.86 6.54 3.95 2.23 1.49
32 0.35 0.72 1.44 2.60 6.18 3.35 6.21 6.92 4.40 2.50 2.11
33 0.49 1.09 1.49 2.92 6.37 3.47 6.29 6.91 4.65 2.68 2.69
34 0.68 1.51 1.48 3.13 6.43 3.38 6.29 6.65 4.56 2.75 3.06
35 0.90 1.76 1.48 3.10 6.41 3.17 6.13 6.20 4.07 2.74 3.22
36 1.18 1.73 1.60 2.80 6.16 2.97 5.76 5.34 3.33 2.53 3.04
37 1.44 1.70 1.80 2.39 5.77 2.67 5.29 4.28 2.67 2.16 2.46
38 1.46 2.02 1.82 2.04 5.49 2.15 4.67 3.55 2.19 1.74 1.77
39 1.38 2.69 1.86 2.02 5.29 1.55 3.91 3.19 1.74 1.29 1.18
40 1.88 3.32 2.56 2.55 5.36 1.03 3.28 3.00 1.29 0.87 0.75
41 3.17 3.56 4.02 3.22 5.69 0.67 3.01 2.97 0.97 0.54 0.54
42 4.36 3.47 5.17 3.43 5.76 0.50 3.06 3.21 0.85 0.34 0.48
43 4.53 3.06 5.27 3.23 5.42 0.45 3.14 3.52 0.95 0.25 0.41
44 3.97 2.20 4.81 2.93 4.84 0.45 3.00 3.69 1.14 0.25 0.20

� 0.343 0.346 0.370 0.349 0.322 0.351 0.316 0.360 0.364 0.362 0.363
VTL 15.10 15.24 16.27 15.34 14.15 15.44 13.92 15.83 16.03 15.92 15.97
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coefficient q1 is large and negative, and produces a fairly
high F1 and low F2 when q1 is large and positive. Such a
result is not unexpected based on the mode coefficient table
�Table IX� which suggests that 	1 roughly represents vowels
along the high-front to low-back continuum. The acoustic
effect of 	2, shown by the dashed white line, is to increase
both F1 and F2 as the q2 coefficient is increased from its
most negative to most positive values. This result is also
suggested by the mode coefficients in Table IX, where the
largest negative and positive values of q2 were typically as-
sociated with high-back and low-front vowels, respectively.

The dark grid in Fig. 9�a� shows how the entire rectan-
gular �q1 ,q2� coefficient space of Fig. 8�a� becomes de-
formed when mapped to the acoustic space. For the most part
the characteristic shape of the 	1 and 	2 mappings �white
lines� are retained throughout the grid and appear to influ-
ence its overall shape. This grid also demonstrates that the
mapping between formant frequencies and mode coefficients
is essentially one-to-one. That is, one �F1, F2� pair corre-
sponds to one �q1 ,q2� pair in Fig. 8�a�. A similar one-to-one
mapping of this type was reported by Story and Titze �1998�.

TABLE XIV. Area vectors for SM1.

Section i i ( e � æ # Ä Å o * u

1 0.70 0.75 0.34 0.75 0.36 0.18 0.77 0.73 0.86 0.79 0.62
2 0.73 0.58 0.45 0.64 0.43 0.33 0.43 0.70 0.71 0.77 0.85
3 0.78 0.52 0.46 0.52 0.44 0.34 0.25 0.56 0.60 0.75 0.99
4 0.90 0.53 0.36 0.45 0.41 0.35 0.30 0.41 0.50 0.69 1.08
5 1.54 0.83 0.40 0.55 0.46 0.44 0.62 0.39 0.49 0.68 1.29
6 2.77 1.75 0.96 1.18 0.83 0.66 1.10 0.72 1.05 0.99 2.02
7 3.73 2.60 1.87 1.97 1.53 1.31 1.50 1.37 2.05 1.69 3.49
8 3.98 2.56 2.33 2.10 2.02 1.91 1.52 1.65 2.55 2.22 4.70
9 3.95 2.09 2.09 1.79 1.92 1.81 1.12 1.21 2.23 2.03 4.74

10 3.86 1.84 1.66 1.53 1.49 1.43 0.62 0.67 1.58 1.45 3.98
11 3.77 1.88 1.50 1.50 1.07 1.05 0.32 0.39 1.03 1.04 3.05
12 3.86 2.14 1.61 1.78 0.82 0.74 0.23 0.27 0.71 0.96 2.38
13 4.08 2.55 1.76 2.20 0.93 0.83 0.28 0.24 0.69 1.16 2.06
14 4.33 2.97 2.04 2.56 1.32 1.14 0.39 0.28 0.82 1.36 1.83
15 4.44 3.20 2.52 2.78 1.61 1.29 0.43 0.31 0.87 1.43 1.67
16 4.29 3.18 2.83 2.85 1.79 1.33 0.49 0.40 0.87 1.43 1.60
17 4.11 3.06 2.85 2.85 1.91 1.43 0.67 0.60 0.91 1.45 1.57
18 3.82 2.88 2.70 2.78 1.95 1.51 0.91 0.85 1.05 1.50 1.60
19 3.36 2.57 2.50 2.52 1.89 1.54 1.15 1.16 1.25 1.54 1.59
20 2.88 2.14 2.19 2.09 1.63 1.58 1.32 1.43 1.35 1.56 1.55
21 2.37 1.66 1.74 1.69 1.33 1.52 1.23 1.42 1.22 1.46 1.47
22 1.93 1.35 1.42 1.52 1.21 1.35 0.98 1.20 1.05 1.17 1.19
23 1.70 1.15 1.36 1.45 1.27 1.34 0.99 1.25 1.22 0.95 0.86
24 1.43 0.91 1.26 1.27 1.32 1.56 1.31 1.73 1.56 1.00 0.77
25 0.99 0.66 0.97 0.99 1.21 1.74 1.63 2.30 1.76 1.09 0.77
26 0.63 0.45 0.70 0.81 1.02 1.82 1.82 2.86 1.87 1.02 0.63
27 0.38 0.34 0.55 0.75 0.97 1.97 2.11 3.72 2.13 0.99 0.48
28 0.20 0.44 0.52 0.81 1.17 2.35 2.63 4.84 2.58 1.11 0.44
29 0.19 0.65 0.65 1.03 1.46 2.80 3.18 5.63 3.09 1.39 0.55
30 0.30 0.79 0.86 1.30 1.65 3.03 3.56 5.91 3.57 1.74 0.83
31 0.39 0.85 1.07 1.50 1.75 3.05 3.71 6.04 3.83 1.95 1.16
32 0.46 0.89 1.29 1.72 1.85 3.01 3.67 6.06 3.78 2.03 1.37
33 0.62 0.91 1.44 1.91 2.02 2.92 3.51 5.87 3.65 2.07 1.50
34 0.77 0.97 1.47 1.97 2.22 2.71 3.27 5.50 3.56 2.04 1.63
35 0.80 1.11 1.51 1.95 2.34 2.34 3.12 5.01 3.24 1.92 1.66
36 0.80 1.18 1.61 1.90 2.37 1.92 3.03 4.46 2.56 1.73 1.64
37 0.83 1.11 1.64 1.80 2.34 1.50 2.75 3.89 1.84 1.45 1.63
38 0.89 1.09 1.54 1.70 2.23 1.19 2.31 3.36 1.50 1.11 1.58
39 1.04 1.32 1.46 1.65 2.14 1.07 2.01 3.09 1.43 0.78 1.58
40 1.20 1.60 1.52 1.72 2.31 1.10 2.04 2.99 1.30 0.54 1.58
41 1.28 1.69 1.63 1.82 2.76 1.19 2.23 2.71 1.09 0.42 1.42
42 1.33 1.63 1.64 1.83 3.15 1.25 2.33 2.26 0.83 0.33 0.99
43 1.32 1.50 1.55 1.72 3.22 1.16 2.25 1.85 0.53 0.23 0.47
44 1.22 1.34 1.44 1.50 3.01 0.98 2.03 1.42 0.22 0.12 0.05

� 0.393 0.403 0.409 0.399 0.381 0.400 0.372 0.393 0.408 0.394 0.420
VTL 17.28 17.73 18.02 17.56 16.75 17.58 16.35 17.31 17.94 17.34 18.48
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Also observable in Fig. 9�a� are the effects of the third
mode on the acoustic mapping. Denoted by the light grids
are the �F1, F2� pairs corresponding to the �q1 ,q2� grids in
Fig. 8�b� that have been shifted along the q3 dimension. The
most negative values of q3 tend to lower both F1 and F2,
extending the formant space to a region more representative
of an �u� vowel. Large positive values of q3 generally have
the opposite effect of increasing F1 and F2. It is noted that
all of the formant pairs for the measured vowels lie outside
the dark grid, although �i� and �Ä� are located just at the edge.

This suggests that, for this speaker, the third mode is neces-
sary to adequately represent her vowel space, especially for
�u� and �æ�.

The characteristics of the acoustic mappings for the
other speakers shown in Fig. 9 are similar to those of SF1. It
is evident that the independent effect of 	1 on the vowel
space �thick white lines� is to generate low F1 and high F2
frequencies at one end of the q1 continuum and high F1 and
low F2 frequencies at the other. Likewise, for all speakers,
	2’s effect �dashed white lines� is to produce F1s and F2s

TABLE XV. Area vectors for SM2. An area function for ��� could not be obtained from this speaker.

Section i i ( e � æ # Ä Å o * u

1 0.66 0.21 0.21 ¯ 0.25 0.27 0.34 0.64 0.29 0.42 0.45
2 0.37 0.24 0.48 ¯ 0.19 0.29 0.23 0.27 0.28 0.37 0.99
3 0.49 0.25 1.34 ¯ 0.14 0.26 0.18 0.09 0.28 0.40 0.85
4 1.79 0.30 2.74 ¯ 0.12 0.28 0.20 0.07 0.26 0.50 0.72
5 3.63 0.44 3.69 ¯ 0.16 0.54 0.26 0.17 0.32 0.77 0.84
6 4.11 0.86 3.81 ¯ 0.37 1.24 0.40 0.69 0.58 1.51 1.02
7 3.96 1.93 3.60 ¯ 1.05 2.22 0.78 1.70 1.18 3.01 1.65
8 4.48 3.42 3.37 ¯ 2.11 2.71 1.41 2.43 2.08 4.38 3.40
9 4.94 4.42 3.15 ¯ 2.79 2.45 1.85 2.31 2.84 4.57 5.54

10 4.95 4.58 2.96 ¯ 2.69 2.07 1.72 1.66 3.12 4.09 6.45
11 4.84 4.20 2.88 ¯ 2.21 1.80 1.29 1.10 3.00 3.68 6.27
12 4.80 3.77 2.95 ¯ 1.80 1.61 0.96 0.86 2.76 3.49 5.87
13 4.82 3.49 3.01 ¯ 1.51 1.48 0.75 0.70 2.49 3.50 5.61
14 4.87 3.36 2.99 ¯ 1.29 1.33 0.60 0.49 2.21 3.50 5.63
15 4.77 3.33 2.94 ¯ 1.23 1.19 0.53 0.35 1.94 3.25 5.43
16 4.39 3.15 2.86 ¯ 1.38 1.05 0.44 0.26 1.56 2.66 4.71
17 3.90 2.85 2.79 ¯ 1.59 0.91 0.33 0.18 1.08 1.96 3.66
18 3.39 2.60 2.75 ¯ 1.59 0.81 0.36 0.23 0.66 1.45 2.58
19 2.95 2.40 2.76 ¯ 1.41 0.76 0.48 0.44 0.40 1.13 1.82
20 2.66 2.25 2.84 ¯ 1.43 0.69 0.56 0.55 0.30 0.98 1.34
21 2.42 2.16 2.97 ¯ 1.70 0.70 0.64 0.47 0.34 0.98 1.00
22 2.19 2.07 2.99 ¯ 1.97 0.80 0.87 0.49 0.52 1.03 0.83
23 1.90 1.95 2.50 ¯ 2.20 0.96 1.19 0.68 0.77 1.06 0.77
24 1.29 1.86 1.62 ¯ 2.36 1.17 1.47 0.92 1.04 1.15 0.84
25 0.60 1.70 1.26 ¯ 2.15 1.24 1.62 1.28 1.29 1.28 0.97
26 0.28 1.30 1.37 ¯ 1.55 1.05 1.68 1.86 1.40 1.39 0.90
27 0.26 0.86 1.14 ¯ 1.08 0.74 1.95 2.53 1.33 1.49 0.69
28 0.30 0.72 0.73 ¯ 1.09 0.68 2.46 3.06 1.37 1.52 0.80
29 0.31 0.81 0.55 ¯ 1.45 1.06 3.12 3.74 1.74 1.58 1.29
30 0.28 0.86 0.51 ¯ 1.96 1.71 4.11 4.82 2.35 2.01 1.90
31 0.20 0.81 0.57 ¯ 2.55 2.31 5.29 6.22 3.05 2.60 2.53
32 0.19 0.83 0.73 ¯ 3.06 2.64 6.14 7.67 3.59 3.00 3.06
33 0.30 1.02 0.85 ¯ 3.40 2.79 6.52 8.40 3.83 3.21 3.37
34 0.41 1.31 0.90 ¯ 3.57 2.82 6.67 8.41 3.89 3.29 3.50
35 0.44 1.54 0.93 ¯ 3.59 2.72 6.65 8.28 3.84 3.23 3.45
36 0.47 1.62 0.95 ¯ 3.65 2.46 6.42 7.93 3.59 3.04 3.22
37 0.53 1.58 1.03 ¯ 3.96 2.14 6.10 7.22 3.17 2.84 2.89
38 0.72 1.71 1.24 ¯ 4.57 1.95 5.75 6.52 2.73 2.66 2.51
39 1.03 2.13 1.55 ¯ 5.50 1.95 5.38 5.87 2.29 2.45 2.01
40 1.49 2.45 2.00 ¯ 6.77 2.03 5.06 4.88 1.86 2.26 1.42
41 2.18 2.46 2.52 ¯ 8.15 2.04 4.84 3.78 1.56 1.96 0.84
42 2.66 2.45 2.85 ¯ 9.20 1.95 4.61 2.86 1.35 1.49 0.40
43 2.54 2.32 2.74 ¯ 9.30 1.78 4.22 2.06 1.00 1.06 0.16
44 2.11 1.84 2.11 ¯ 8.49 1.63 3.59 1.26 0.35 0.69 0.06

� 0.398 0.398 0.364 ¯ 0.366 0.395 0.387 0.411 0.404 0.403 0.414
VTL 17.53 17.50 16.03 ¯ 16.10 17.37 17.02 18.10 17.76 17.71 18.20
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that are both low in frequency at the negative end of the q2

continuum and both high in frequency at the positive end.
There are, however, speaker-specific differences. For ex-
ample, the 	1 line for SF2 has a relatively shallow slope and
lacks the distinct curvature near the endpoints exhibited by
the other speakers. This contrasts most apparently with the
steepness of SM3’s 	1 line as well as with the curved por-
tions at both the upper left and lower right ends of the line.
For each speaker, the characteristic shape of their 	1 and 	2

lines is essentially retained throughout the entire vowel space
mapping and influences its overall shape. Furthermore, the

dark grids, representing the cases when q3=0, all represent
nearly one-to-one mappings between the �q1 ,q2� coefficient
space and the �F1, F2� acoustic space. The exception is for
SM3 �Fig. 9�f�� where the upper left portion of his �F1, F2�
grid indicates that multiple coefficient pairs correspond to
the same �F1, F2� pair. This seems to be due in part to the
steepness of 	1 line.

When the q3 dimension is included, the formant space
for all speakers is slightly expanded. A consequence of this
expansion is that, with the exception of the �u� vowel for
SM1, all of the measured formant pairs for the four vowels

TABLE XVI. Area vectors for SM3.

Section i i ( e � æ # Ä Å o * u

1 0.95 0.58 0.96 0.69 0.60 0.61 0.47 0.69 0.47 0.53 0.50
2 0.73 0.44 0.45 0.44 0.38 0.84 0.34 0.73 0.44 0.37 0.65
3 0.58 0.29 0.22 0.25 0.23 0.95 0.20 0.87 0.36 0.25 0.66
4 0.54 0.15 0.17 0.11 0.17 0.53 0.10 0.78 0.26 0.14 0.75
5 0.73 0.13 0.21 0.05 0.25 0.15 0.14 0.35 0.28 0.35 1.11
6 1.48 0.21 0.41 0.21 0.55 0.19 0.42 0.12 0.64 1.11 2.05
7 2.70 0.41 0.83 0.83 0.96 0.73 0.75 0.23 1.24 1.73 3.00
8 3.37 0.96 1.24 1.46 1.16 1.55 0.87 0.57 1.53 1.58 3.01
9 3.34 1.43 1.17 1.38 1.03 1.68 0.82 0.89 1.32 1.26 2.75

10 3.48 1.23 0.80 0.92 0.72 1.24 0.66 0.74 1.08 1.33 2.63
11 3.98 0.92 0.68 0.81 0.52 1.31 0.46 0.57 1.16 1.41 2.51
12 4.71 1.22 0.96 1.21 0.82 1.48 0.37 0.65 1.25 1.45 2.82
13 5.38 1.94 1.41 1.76 1.55 1.33 0.44 0.52 1.23 1.66 3.26
14 5.67 2.69 1.93 2.11 2.04 1.43 0.52 0.37 1.31 1.74 3.42
15 5.37 3.26 2.37 2.25 2.01 1.57 0.57 0.38 1.27 1.47 3.07
16 4.50 3.28 2.55 2.03 1.75 1.33 0.58 0.36 0.98 1.13 2.40
17 3.59 2.80 2.42 1.57 1.61 1.00 0.48 0.33 0.77 0.98 2.02
18 3.04 2.35 2.20 1.38 1.66 0.88 0.41 0.35 0.74 1.06 1.91
19 2.68 2.16 1.84 1.38 1.72 0.91 0.45 0.40 0.79 1.05 1.82
20 2.24 1.86 1.30 1.24 1.58 0.83 0.56 0.43 0.92 0.81 1.67
21 1.74 1.41 1.16 1.04 1.36 0.59 0.54 0.42 1.15 0.68 1.27
22 1.44 1.22 1.41 1.01 1.39 0.46 0.49 0.36 1.39 0.88 0.83
23 1.42 1.30 1.58 1.23 1.66 0.59 0.89 0.31 1.32 1.15 0.74
24 1.45 1.39 1.60 1.52 1.89 0.93 1.54 0.54 1.16 1.25 0.87
25 1.24 1.27 1.45 1.55 1.92 1.34 1.89 1.25 1.39 1.16 0.99
26 0.91 1.01 1.15 1.33 1.80 1.56 2.03 2.01 1.85 1.06 0.95
27 0.60 0.85 0.79 1.03 1.66 1.58 2.20 2.40 2.27 1.06 0.86
28 0.33 0.75 0.54 0.74 1.59 1.58 2.47 2.83 2.69 1.17 0.92
29 0.17 0.69 0.51 0.62 1.66 1.73 2.92 3.79 3.30 1.37 1.16
30 0.10 0.70 0.65 0.66 1.87 1.98 3.73 5.08 4.37 1.58 1.49
31 0.07 0.74 0.79 0.74 2.15 2.23 4.86 6.19 5.68 1.70 1.88
32 0.06 0.78 0.91 0.84 2.38 2.44 5.84 6.82 6.62 1.69 2.34
33 0.08 0.83 1.03 0.98 2.51 2.58 6.29 7.14 7.05 1.55 2.82
34 0.15 0.94 1.19 1.14 2.56 2.56 6.30 7.38 7.12 1.38 3.09
35 0.28 1.04 1.27 1.21 2.60 2.39 6.10 7.59 6.85 1.27 3.18
36 0.35 1.01 1.25 1.18 2.95 2.12 5.75 7.83 6.74 1.30 3.40
37 0.45 1.00 1.34 1.23 3.92 1.78 5.27 8.26 7.45 1.44 3.60
38 0.96 1.21 1.72 1.58 5.52 1.44 4.82 8.65 8.22 1.50 3.46
39 1.95 1.82 2.65 2.58 7.35 1.23 4.64 8.35 7.67 1.26 3.01
40 2.75 2.78 4.11 3.92 8.82 1.25 4.54 7.26 6.07 0.78 2.20
41 2.91 3.43 5.41 4.45 9.54 1.33 4.13 5.99 4.34 0.44 1.25
42 2.71 3.48 6.03 4.25 9.61 1.17 3.39 4.65 2.78 0.34 0.66
43 2.28 3.23 6.06 3.74 9.18 0.75 2.43 3.07 1.67 0.29 0.44
44 1.57 2.70 5.76 2.84 8.34 0.25 1.52 1.49 0.96 0.24 0.29

� 0.399 0.411 0.393 0.404 0.395 0.395 0.409 0.428 0.406 0.415 0.409
VTL 17.57 18.07 17.28 17.79 17.38 17.38 17.98 18.84 17.87 18.28 17.98
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are included within each speaker’s producible formant space.
The mapping between the three-dimensional coefficient
space and �F1, F2� formant space, however, is not one-to-one
because many �q1 ,q2 ,q3� triplets may correspond to the
same �F1, F2� pair. It is apparent though, from all of the
speakers, that the primary effect of 	3 is to slightly extend
the edges of the vowel space relative to the q3=0 condition.
Thus, based on these figures, as well as on the calculated
variances for each mode �see Table VIII�, it seems reason-
able to suggest that the nearly one-to-one mappings based on
	1 and 	2 capture most of a speaker’s vowel production,
while 	3 may be “activated” to tune the vocal tract for the
extreme vowels.

V. DISCUSSION

The main goal of this study was to determine whether
vocal tract shaping patterns, obtained from sets of area func-
tions, were similar across speakers. Toward this goal, area

functions for 11 vowels were obtained from six speakers,
three female and three male, using MRI. From each speak-
er’s set of area functions, eigenvectors or modes were deter-
mined with principal components analysis �PCA�.

The spatial similarity of each mode was assessed by
visual comparison across all of the speakers as well as with
correlation analysis. In both cases, the spatial features
present in the first and second modes, 	1 and 	2, were highly
correlated within the female and male groups, and across
sex. The average correlation coefficient across all six speak-
ers was 0.94 for the first mode and 0.91 for the second mode.
The shape of third mode, 	3, was fairly similar across the
female speakers, but less so for the males. It is also noted
that the mean area vectors, upon which the modes are super-
imposed to reconstruct specific vowels, contained more idio-
syncratic features than did the modes. Acoustically, these id-
iosyncratic features primarily influenced the frequencies of
the upper formants, while leaving F1 and F2 at locations
representative of a neutral vowel. Thus, at this stage, the
modes appeared to provide roughly a common system for
perturbing a unique underlying neutral vocal tract shape.

This idea was further supported by the mappings gener-
ated between the scaling coefficients of the modes �q1 ,q2 ,q3�
and the �F1, F2� frequencies of the resulting area functions.
The mappings were unique for all six speakers in terms of
the exact shape of the �F1, F2� vowel space, but the general
effect of the modes was the same in each case. Vocal tract
configurations produced by the first modes gave rise to a
continuum of formant pairs over which F1 and F2 monotoni-
cally increased and decreased, respectively. In contrast, the
second mode produced a continuum of formants over which
both F1 and F2 monotonically increased. In addition, these
mappings were essentially one-to-one when just the first two
modes were considered. This means that an �F1, F2� pair in a
given speaker’s vowel space could be associated with one
pair of �q1 ,q2� coefficients.

A similar one-to-one mapping, based on the calculated
modes of a male speaker, was reported by Story and Titze
�1998�. They later used the mapping in the “reverse” direc-
tion to transform time-varying formant frequencies obtained
from recorded speech into time-varying mode coefficients.
These were then used to generate area functions for synthesis
of the original speech. Presumably the mappings presented in
Fig. 9 could be similarly used to map formants to coefficients
and ultimately to area functions. With regard to understand-
ing how the vocal tract airspace is utilized for speech pro-
duction, however, perhaps it is of more interest to note that
the magnitudes of the mode scaling coefficients for the
speakers in the present study �see Table IX� as well as in
Story and Titze �1998� are of nearly the same range. This
means that a transformation of formant frequencies of some
utterance for a given speaker may yield scaling coefficients
that could potentially generalize across all of the speakers.
Likewise, “forward” specification of a sequence of coeffi-
cients that vary in time would, for all speakers, generate the
same vowel-to-vowel transition but with different absolute
formant frequencies.

Whereas the modes seem to capture some type of com-
mon shaping patterns of the vocal tract airspace, they cannot

FIG. 8. �a� Grid of q1 and q2 scaling coefficients based on speaker SF1. The
thick solid and dashed lines represent the continua for q1 and q2, respec-
tively, when the other coefficient is equal to zero and are labeled with 	1

and 	2. The inset plots demonstrate the area vector shapes generated at the
end points of the 	1 and 	2 lines. �b� Extension of the coefficient space to
account for three modes. The �q1 ,q2� grid located at q3=0 is identical to the
grid shown in �a�. The other two grids include the same collection of �q1 ,q2�
values but are shifted along the q3 dimension.
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be directly related to specific articulators. This may be re-
garded as a limitation of the study because little can be said
about the actual articulatory coordination used for speech
production. The data and subsequent analyses presented
here, however, imply the existence of a common system for
deforming the vocal tract shape that facilitates production of
predictable patterns of formant frequencies, an essential
component of efficient speech production. In this sense, per-
haps the modes or combinations thereof prescribe a “goal”
that some collective coordination of the articulators must
achieve. Thus, even though variable positions and movement
of articulators may be utilized during speech production, the
goal would be achieved if the common deformation patterns,
of the type predicted by the modes, are indeed generated by
their collective effect. Although no information concerning
muscle activity was presented in this study, the mode shapes

apparently must represent some level of muscle orchestration
that influences the shape of the vocal tract. To a degree con-
sistent with the concept of coordinative structures or syner-
gies in which muscles are organized into functional units,
each of the modes may be thought to represent some abstract
synergy of articulatory muscle activations that produce a de-
sired acoustic effect.

Further investigation of the mode-based approach to
vowel articulation needs to include vocal tract information
based on languages other than American English. The results
presented here may be inadvertently biased toward vocal
tract configurations with expanded palatal regions �i.e., only
4 of the 11 vowels have significant constrictions in this re-
gion�. It is possible that speakers of a language that includes
the same American English vowels used in this study, as well
as additional vowels with constricted front cavities �e.g.,

FIG. 9. Coefficient-to-formant map-
pings for each of the six speakers
based the area functions generated
with Eq. �7�. The left column of plots
corresponds to the female speakers
and the right column to the males.
Within each figure panel, the dark grid
is the mapping obtained when q3=0,
the white lines �solid and dashed� rep-
resent the effect of each mode in iso-
lation, the four white dots are the �F1,
F2� pairs measured from each speak-
er’s audio recording of the �i, æ, Ä, u�
vowels, and the light grids indicate the
effect of 	3.
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Swedish� may produce somewhat different mode shapes than
those reported here. In addition, the vocal tract length differ-
ences across vowels should be more adequately accounted
for in the PCA, as well as in subsequent models for generat-
ing area functions.
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APPENDIX A—Area Vectors and Vocal Tract Lengths

Area vectors for the three female and three male speak-
ers are presented numerically in Tables XI–XVI. The first
column in each table is the index i, which denotes successive
sections or “tubelets” along the length of the vocal tract.
Tubelet I is located just above the glottis and tubelet 44 at the

TABLE XVII. Mode and mean diameter vectors for the three female speakers. The glottal end of each area vector is at section 1 and the lip end at section
44. Each speaker’s data are grouped into four consecutive columns within the table.

Section i

SF1 SF2 SF3

��i� 	1�i� 	2�i� 	3�i� ��i� 	1�i� 	2�i� 	3�i� ��i� 	1�i� 	2�i� 	3�i�

1 0.638 −0.035 −0.030 −0.040 0.499 −0.018 −0.062 −0.093 0.518 −0.005 −0.035 0.053
2 0.661 −0.016 −0.021 −0.070 0.600 −0.012 −0.046 −0.107 0.520 0.008 0.011 −0.096
3 0.739 −0.022 −0.025 −0.099 0.688 −0.027 −0.075 −0.101 0.580 0.008 0.019 −0.177
4 0.901 −0.041 −0.034 −0.128 0.781 −0.051 −0.119 −0.093 0.792 −0.003 0.009 −0.215
5 1.065 −0.066 −0.042 −0.157 0.918 −0.076 −0.156 −0.093 1.128 −0.020 −0.008 −0.226
6 1.147 −0.092 −0.047 −0.184 1.120 −0.097 −0.177 −0.103 1.406 −0.041 −0.023 −0.222
7 1.151 −0.117 −0.048 −0.207 1.335 −0.113 −0.178 −0.123 1.508 −0.065 −0.032 −0.213
8 1.136 −0.139 −0.044 −0.226 1.467 −0.125 −0.159 −0.151 1.457 −0.090 −0.034 −0.202
9 1.174 −0.158 −0.035 −0.237 1.506 −0.133 −0.125 −0.182 1.355 −0.114 −0.028 −0.193
10 1.274 −0.173 −0.023 −0.239 1.503 −0.139 −0.079 −0.211 1.302 −0.138 −0.015 −0.186
11 1.374 −0.185 −0.008 −0.233 1.508 −0.142 −0.027 −0.236 1.344 −0.159 0.003 −0.179
12 1.428 −0.194 0.009 −0.218 1.531 −0.145 0.025 −0.252 1.427 −0.176 0.025 −0.173
13 1.440 −0.200 0.027 −0.194 1.539 −0.146 0.073 −0.259 1.491 −0.190 0.049 −0.166
14 1.428 −0.202 0.045 −0.163 1.502 −0.146 0.114 −0.254 1.512 −0.198 0.073 −0.157
15 1.375 −0.200 0.062 −0.127 1.443 −0.144 0.145 −0.239 1.491 −0.201 0.096 −0.143
16 1.282 −0.194 0.078 −0.086 1.375 −0.139 0.166 −0.216 1.464 −0.197 0.117 −0.126
17 1.202 −0.183 0.093 −0.044 1.283 −0.130 0.176 −0.185 1.450 −0.187 0.135 −0.104
18 1.193 −0.167 0.105 −0.003 1.163 −0.115 0.175 −0.150 1.431 −0.169 0.150 −0.079
19 1.255 −0.146 0.116 0.035 1.091 −0.094 0.165 −0.115 1.430 −0.145 0.162 −0.051
20 1.356 −0.119 0.123 0.067 1.142 −0.067 0.149 −0.081 1.488 −0.115 0.169 −0.022
21 1.430 −0.087 0.128 0.091 1.256 −0.034 0.126 −0.052 1.580 −0.079 0.172 0.005
22 1.428 −0.050 0.131 0.107 1.345 0.004 0.101 −0.030 1.684 −0.038 0.171 0.030
23 1.366 −0.010 0.130 0.112 1.394 0.047 0.074 −0.017 1.766 0.006 0.166 0.050
24 1.296 0.034 0.126 0.106 1.410 0.092 0.047 −0.014 1.786 0.051 0.157 0.062
25 1.275 0.078 0.119 0.090 1.411 0.138 0.021 −0.020 1.748 0.096 0.145 0.066
26 1.316 0.122 0.109 0.063 1.439 0.182 −0.003 −0.036 1.688 0.140 0.129 0.060
27 1.371 0.163 0.096 0.028 1.509 0.222 −0.023 −0.059 1.645 0.180 0.110 0.044
28 1.419 0.200 0.082 −0.013 1.612 0.255 −0.041 −0.087 1.634 0.214 0.088 0.018
29 1.482 0.230 0.066 −0.059 1.731 0.278 −0.054 −0.117 1.664 0.242 0.065 −0.017
30 1.565 0.252 0.051 −0.105 1.834 0.290 −0.065 −0.147 1.731 0.261 0.043 −0.059
31 1.653 0.264 0.038 −0.150 1.913 0.291 −0.071 −0.174 1.825 0.271 0.022 −0.105
32 1.729 0.264 0.028 −0.189 1.981 0.279 −0.072 −0.193 1.931 0.271 0.004 −0.150
33 1.768 0.254 0.023 −0.220 2.055 0.257 −0.068 −0.203 2.014 0.261 −0.007 −0.191
34 1.760 0.232 0.027 −0.239 2.114 0.226 −0.057 −0.203 2.056 0.243 −0.010 −0.222
35 1.721 0.200 0.040 −0.244 2.116 0.189 −0.038 −0.191 2.051 0.216 −0.002 −0.240
36 1.678 0.160 0.064 −0.234 2.029 0.150 −0.008 −0.168 1.992 0.184 0.020 −0.239
37 1.640 0.114 0.101 −0.209 1.866 0.114 0.032 −0.135 1.894 0.148 0.056 −0.218
38 1.588 0.067 0.151 −0.170 1.701 0.085 0.085 −0.096 1.784 0.111 0.108 −0.175
39 1.523 0.023 0.212 −0.120 1.590 0.069 0.150 −0.056 1.687 0.076 0.173 −0.113
40 1.478 −0.015 0.280 −0.066 1.548 0.065 0.222 −0.018 1.661 0.047 0.248 −0.038
41 1.460 −0.041 0.348 −0.015 1.564 0.074 0.297 0.011 1.701 0.024 0.324 0.037
42 1.446 −0.051 0.404 0.021 1.594 0.090 0.360 0.026 1.736 0.011 0.386 0.094
43 1.405 −0.043 0.430 0.028 1.591 0.100 0.392 0.025 1.716 0.006 0.415 0.104
44 1.313 −0.016 0.403 −0.014 1.545 0.081 0.362 0.005 1.633 0.008 0.380 0.028
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lips. The other columns are the area data for the vowels in
the order: �i, (, e, �,æ, #, Ä, Å, o, *, u�. For reasons noted in
the main text, the ��� vowel for SM2 cannot be made avail-
able. The bottom two rows in each table indicate the length
� of each successive section and the total vocal tract length
�VTL=44��.

APPENDIX B—Mean Diameter and Mode Vectors

Numerical versions of the mode vectors, 	1�i�, 	2�i�,
and 	3�i�, along with the mean diameter vectors ��i� are

presented in Table XVII for the female speakers and in Table
XVIII for the males. As with the area vectors in Appendix A,
the first column of each table shows the index i which de-
notes successive sections along the length of the vocal tract.

1The use of 44 sections derives from the approximate spatial resolution
obtained in MRI-based reconstructions of vocal tract shape. It is also con-
venient to use 44 elements for simulating male speech with acoustic wave-
guide models because it allows for a sampling frequency of 44.1 kHz when
the tract length is approximately 17.5 cm �typical adult male�. The female

TABLE XVIII. Mode and mean diameter vectors for the three male speakers. The glottal end of each area vector is at section 1 and the lip end at section 44.
Each speaker’s data are grouped into four consecutive columns within the table.

Section i

SM1 SM2 SM3

��i� 	1�i� 	2�i� 	3�i� ��i� 	1�i� 	2�i� 	3�i� ��i� 	1�i� 	2�i� 	3�i�

1 0.873 0.002 −0.089 −0.112 0.676 0.025 −0.059 0.094 0.897 −0.019 0.000 −0.005
2 0.867 −0.014 −0.050 −0.052 0.666 −0.060 −0.029 −0.063 0.762 0.002 −0.006 −0.027
3 0.835 −0.031 −0.056 −0.081 0.683 −0.102 0.001 −0.154 0.753 0.006 −0.027 −0.076
4 0.815 −0.047 −0.080 −0.146 0.811 −0.118 0.020 −0.189 0.529 −0.002 −0.051 −0.131
5 0.917 −0.065 −0.108 −0.215 1.004 −0.121 0.023 −0.179 0.405 −0.016 −0.073 −0.179
6 1.242 −0.083 −0.130 −0.267 1.251 −0.119 0.013 −0.136 0.698 −0.034 −0.089 −0.214
7 1.610 −0.102 −0.139 −0.295 1.589 −0.117 −0.010 −0.073 1.195 −0.052 −0.098 −0.235
8 1.759 −0.121 −0.136 −0.296 1.921 −0.117 −0.038 0.001 1.425 −0.071 −0.100 −0.243
9 1.662 −0.141 −0.120 −0.274 2.075 −0.122 −0.068 0.075 1.420 −0.088 −0.095 −0.240
10 1.470 −0.159 −0.094 −0.233 2.041 −0.130 −0.093 0.143 1.206 −0.103 −0.085 −0.231
11 1.312 −0.176 −0.061 −0.181 1.932 −0.140 −0.112 0.200 1.072 −0.116 −0.070 −0.217
12 1.247 −0.191 −0.025 −0.125 1.841 −0.152 −0.120 0.241 1.322 −0.127 −0.053 −0.203
13 1.299 −0.201 0.011 −0.071 1.778 −0.164 −0.117 0.266 1.437 −0.135 −0.034 −0.189
14 1.398 −0.207 0.045 −0.022 1.722 −0.173 −0.102 0.274 1.575 −0.140 −0.016 −0.176
15 1.456 −0.207 0.073 0.016 1.666 −0.180 −0.078 0.267 1.632 −0.142 0.003 −0.165
16 1.482 −0.200 0.094 0.044 1.578 −0.182 −0.046 0.248 1.471 −0.141 0.020 −0.156
17 1.512 −0.186 0.108 0.059 1.455 −0.179 −0.009 0.218 1.312 −0.137 0.035 −0.146
18 1.536 −0.165 0.113 0.064 1.351 −0.170 0.029 0.181 1.268 −0.129 0.047 −0.136
19 1.538 −0.138 0.111 0.060 1.286 −0.155 0.065 0.142 1.317 −0.118 0.057 −0.124
20 1.499 −0.104 0.102 0.048 1.244 −0.135 0.095 0.103 1.219 −0.103 0.064 −0.110
21 1.400 −0.064 0.087 0.033 1.235 −0.109 0.117 0.067 1.066 −0.084 0.067 −0.092
22 1.284 −0.021 0.068 0.017 1.266 −0.079 0.129 0.037 1.058 −0.061 0.067 −0.072
23 1.246 0.025 0.047 0.001 1.300 −0.046 0.130 0.013 1.123 −0.034 0.063 −0.049
24 1.270 0.071 0.025 −0.012 1.306 −0.010 0.118 −0.002 1.276 −0.004 0.055 −0.025
25 1.256 0.115 0.003 −0.020 1.291 0.027 0.095 −0.009 1.338 0.029 0.043 −0.001
26 1.207 0.157 −0.017 −0.024 1.250 0.064 0.062 −0.008 1.347 0.065 0.027 0.020
27 1.204 0.193 −0.033 −0.025 1.197 0.100 0.023 0.000 1.289 0.102 0.009 0.036
28 1.282 0.222 −0.046 −0.022 1.212 0.134 −0.021 0.012 1.229 0.139 −0.012 0.045
29 1.415 0.243 −0.054 −0.019 1.337 0.165 −0.065 0.028 1.311 0.176 −0.034 0.046
30 1.536 0.255 −0.057 −0.018 1.516 0.192 −0.105 0.045 1.451 0.210 −0.055 0.036
31 1.609 0.257 −0.054 −0.020 1.689 0.214 −0.138 0.062 1.616 0.241 −0.074 0.016
32 1.650 0.250 −0.047 −0.029 1.828 0.230 −0.159 0.078 1.709 0.266 −0.088 −0.015
33 1.675 0.234 −0.035 −0.046 1.922 0.241 −0.166 0.090 1.763 0.285 −0.094 −0.053
34 1.678 0.210 −0.018 −0.072 1.968 0.244 −0.157 0.100 1.806 0.295 −0.090 −0.097
35 1.653 0.182 0.004 −0.107 1.973 0.241 −0.131 0.107 1.824 0.296 −0.072 −0.141
36 1.600 0.151 0.031 −0.149 1.940 0.232 −0.088 0.112 1.798 0.287 −0.038 −0.180
37 1.519 0.120 0.063 −0.193 1.894 0.216 −0.030 0.118 1.836 0.266 0.013 −0.209
38 1.437 0.092 0.102 −0.236 1.875 0.194 0.039 0.125 1.965 0.235 0.081 −0.221
39 1.402 0.069 0.148 −0.268 1.885 0.168 0.116 0.134 2.076 0.195 0.165 −0.212
40 1.411 0.053 0.203 −0.283 1.889 0.139 0.197 0.145 2.207 0.147 0.258 −0.180
41 1.419 0.045 0.268 −0.268 1.875 0.110 0.276 0.155 2.121 0.096 0.352 −0.127
42 1.381 0.041 0.346 −0.215 1.824 0.084 0.351 0.159 1.983 0.045 0.431 −0.062
43 1.288 0.038 0.436 −0.114 1.701 0.067 0.421 0.144 1.801 0.003 0.471 −0.005
44 1.136 0.025 0.541 0.043 1.483 0.065 0.490 0.091 1.521 −0.023 0.441 0.012
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area functions have also been segmented into 44 sections to simplify the
management of the data.

2For this study, the length of each tubelet in a given area function is equal to
the � shown in the area functions tables in Appendix A. Hence, L�i�=� for
every tubelet within an area function. The form of the length vector used
here, however, would generalize to cases where the tubelet length may be
unequal �e.g., see Story, 2005�.

3Story and Titze �1998� performed the PCA on the square root of the areas.
In this study, the scaling factor of 4 /� within the square root operation
generates equivalent diameters which are a more intuitively appealing
quantity and are more convenient to use for explanation and discussion.
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The complexities of how prosodic structure, both at the phrasal and syllable levels, shapes speech
production have begun to be illuminated through studies of articulatory behavior. The present study
contributes to an understanding of prosodic signatures on articulation by examining the joint effects
of phrasal and syllable position on the production of consonants. Articulatory kinematic data
were collected for five subjects using electromagnetic articulography �EMA� to record target
consonants �labial, labiodental, and tongue tip�, located in �1� either syllable final or initial
position and �2� either at a phrase edge or phrase medially. Spatial and temporal characteristics
of the consonantal constriction formation and release were determined based on kinematic
landmarks in the articulator velocity profiles. The results indicate that syllable and phrasal position
consistently affect the movement duration; however, effects on displacement were more variable.
For most subjects, the boundary-adjacent portions of the movement �constriction release for a
preboundary coda and constriction formation for a postboundary onset� are not differentially
affected in terms of phrasal lengthening—both lengthen comparably. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2130950�

PACS number�s�: 43.70.�h, 43.70.Bk �AL� Pages: 3860–3873

I. INTRODUCTION

Syllable and phrasal structure, as well as focal accent,
have been highlighted as linguistic factors responsible for
variation in the articulatory characteristics of consonants.
This variation has been explored in terms of the spatial or
magnitude properties of the articulatory movements and in
terms of the gestures’ temporal or durational properties.
However, a comprehensive understanding of positionally
conditioned spatiotemporal variation of articulatory gestures
is still being built, particularly in terms of how the influences
of different levels of linguistic structure, from syllabic to
phrasal, combine in their effects on the performance of ar-
ticulatory gestures.

A. Positional effects on articulation

Setting aside focal accent as a source of articulatory
variation, studies of positional effects on articulation have
largely focused on word edges and phrase edges, that is, the
effect of syllable and phrasal boundaries. A diagram showing

an example of the hierarchical relations among segments,
syllables, and phrases is shown in Fig. 1.

A number of studies using both electropalatography
�EPG� and movement tracking have reported more con-
stricted articulatory postures for consonants in syllable on-
sets as compared to those in syllable codas �e.g., Browman
and Goldstein, 1995; Byrd, 1996; Fougeron and Keating,
1997�. For example, in EPG studies by Byrd �1996� and
Keating et al. �1999�, certain consonants were shown to have
more linguapalatal contact word-�syllable-� initially than
word-�syllable-� finally �/t/ and /d/ in the Keating study and
/d/ and /g/ in the Byrd study�. Similar patterns obtain for
duration such that coda articulations are shorter than onset
articulations �e.g., Byrd, 1996—an EPG study�. �We note
that it is not clear whether syllable and word boundaries are
differentiated in English, since the relevant experiments gen-
erally use a word boundary condition to ensure a certain
syllable edge.�

Other articulatory studies have examined the effects of
phrase boundaries identifying longer constriction formation
and release durations at phrase edges as compared to phrase
medially �e.g., the articulatory point-tracking studies of Byrd
et al. �2000�, Byrd and Saltzman �1998�, and Cho �in press�,
and the earlier seminal work on the jaw �Edwards et al.,

a�Portions of this work were presented in “Interacting effects of phrasal and
syllable position on consonant production” Acoustical Society of America
meeting, San Diego, CA, November 2004.

b�Electronic mail: dbyrd@usc.edu

3860 J. Acoust. Soc. Am. 118 �6�, December 2005 © 2005 Acoustical Society of America0001-4966/2005/118�6�/3860/14/$22.50



1991; Beckman and Edwards, 1992��. Additionally, larger
movement displacements and greater linguapalatal contact
have also been identified at the edges of strong phrasal do-
mains �e.g., using magnetometry in Byrd and Saltzman
�1998� and Tabain �2003�, and EPG in Keating et al. �2003��.
Finally, there is some indication that phrase initial edges
show more of this behavior than phrase-final edges �e.g.,
Byrd and Saltzman, 1998; Keating et al., 1999�. For ex-
ample, Keating et al. �1999� showed that significantly more
peak linguapalatal contact occurred in phrase-initial posi-
tions than in phrase-final positions. Additionally, in an EPG
case study of Korean, Cho and Keating �2001� found that a
range of consonants �specifically, /n/, /t/ /th/, and /t*/� located
in domain-initial position at large boundaries had both more
extreme and longer articulations than consonants located ini-
tially in lower prosodic domains and those located domain
medially. However, it is not at all clear that phrase-final
edges are not also larger/longer than their phase-medial con-
sonant counterparts �see, e.g., Hacopian, 2003; Keating et
al., 1999�. In Keating et al. �1999�, the authors found that
consonants located phrase finally indeed received a signifi-
cant articulatory “boost” in linguopalatal contact as com-
pared to those located phrase medially. Additionally, the
magnetometer study of Cho �in press� found evidence of
articulatory lengthening of labial consonants in a CV##CV
sequence spanning a boundary; the articulations were longer
in duration and exhibited longer time-to-peak-velocities
when at a phrase boundary. Finally, Keating et al.’s �1999�
EPG data indicate that “Averaged across consonants and
speakers, the most contact is seen for consonants which are
utterance-initial and word-initial; the next-most contact is
seen for consonants which are word-initial but utterance-
medial; the next for consonants which are utterance-final and
word-final; and the least contact is seen for consonants which
are word-final but utterance-medial… exactly how
�utterance-medial word initial and utterance-final word-final�

pattern…and which differences are statistically significant,
depend on the consonant.”

As an understanding of articulatory modifications in par-
ticular prosodic positions has been acquired over past years,
studies have focused primarily on either the syllable or the
phrasal effect. �Similarly, studies on focal accent have also
generally been specific only to focus, but we address the
positional effects here.� Likewise, some experiments �often
because of instrumentation� have attended more to spatial
characteristics of consonant articulations, and others have fo-
cused more on temporal characteristics. And, finally, some
studies �for example, those done with EPG� are limited to
lingual consonants. The present experiment offers several
contributions to the body of knowledge of positional effects
on articulation. It examines both spatial and temporal varia-
tions as a function of both syllable and phrasal position for
both lingual and labial consonants. Specifically, it evaluates
the interaction of syllable and phrasal position on consonant
articulation. We consider whether the effects of syllable and
phrase position on the magnitude and length of consonant
articulation are independent or interact to yield even greater
prominence in certain circumstances. The experiment pre-
sented will allow us to address the question of the relative
articulatory robustness �constriction magnitude and duration�
of consonants as they occur as codas phrase medially, as
codas phrase finally, as onsets phrase medially, and as onsets
phrase initially.

B. The prosodic gesture model

The prosodic ��-� gesture model �Byrd and Saltzman,
2003; Byrd et al., 2000� views phrase boundaries as extend-
ing over an interval at a juncture and slowing the time course
of articulatory gestures that are active during that interval.
Thus, the �-gesture model extends to the suprasegmental
level the notion, forwarded within Articulatory Phonology
�e.g., Browman and Goldstein, 1992�, that phonological ges-

FIG. 1. A diagram showing a partial example of the hierarchical relations among segments syllables and phrases for a phrase ending in �VC� and a following
phrase beginning with �CV�.
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tures are inherently temporal, that is, that gestures are active
over a temporal interval and that the activation intervals of
gestures are patterned or choreographed in an overlapping
fashion. Figure 2 shows a representative partial gestural
score schematizing the overlapping arrangement of a pro-
sodic gesture, whose activation waxes and wanes, with two
co-active constriction gestures.

This model of phrasal juncture predicts the same quali-
tative effect of a boundary on the articulatory behavior both
preceding and following the boundary. For example, both
phrase-final and phrase-initial constriction activation trajec-
tories are predicted to be lengthened. This lengthening of the
activation trajectories is quantitatively indexed by a longer
acceleration duration �i.e., time-to-peak-velocity� in the
movement trajectory. �This interval reflects the stiffness pa-
rameter of a gesture within a Task Dynamics model of
speech production �Saltzman and Munhall, 1989�, i.e., the
parameter shaping the internal temporal properties of an ar-
ticulatory gesture. A longer acceleration duration is associ-
ated with lower stiffness.� Many of the empirical findings on
intra- and intergestural timing at phrase boundaries have
been successfully simulated using a � gesture that slows the
central clock controlling the pace at which constriction ges-
tures unfold �see Byrd and Saltzman, 2003�. The activation
strength of the � gesture, and therefore the degree of local
slowing, is viewed as directly corresponding to the strength
of a phrasal juncture �captured in many phonological theo-
ries as depth of embedding in a prosodic hierarchy�.

The � gesture model does allow for asymmetric quanti-
tative effects around a boundary. That is, the magnitude of
effect on the constriction gestures overlapping the boundary
interval may differ before and after the juncture. The � ges-
ture may be skewed rightward �yielding larger effects phrase
initially� or leftward �yielding larger effects phrase finally�
depending on the alignment of the � gesture with the con-
striction gestures or depending on the activation wave shape
of the � gesture itself. �See Byrd and Saltzman �2003� for
detailed modeling of these sorts of �-gesture effects on ar-
ticulation.� The present experiment will evaluate the degree
of symmetry in prosodic slowing at phrase boundaries by
examining whether an intonational phrase boundary equiva-
lently affects a preceding coda and a following onset conso-
nant. In addition to the primary goal of addressing a deficit in

our empirical knowledge of the interaction of phrase and
syllable position on articulatory behavior, this work will help
inform future prosodic modeling generally.

C. Experimental hypotheses: Temporal lengthening
and spatial strengthening

Below we present an articulatory study on consonant
production conducted using movement tracking �magnetom-
etry�. First, this study investigates the nature of the articula-
tory lengthening at phrase and syllable edges. Based on early
work, longer articulations are expected at initial phrase and
syllable �word� edges. Second, the present study also consid-
ers whether spatial changes in articulation pattern in the
same way as temporal changes pattern. Several of the studies
reviewed above have observed spatially larger articulations
in phrase and syllable initial positions, but it is unclear
whether spatial strengthening is limited to this position.
Some previous research showing that larger displacements
occur with longer durations �Kelso et al., 1985; Ostry and
Munhall, 1985� would suggest that spatial strengthening and
lengthening should co-occur. Alternatively, the attention paid
to strengthening in phrasal onset position �e.g., Keating et
al., 2003� might suggest that only phrase-initial onset conso-
nants strengthen relative to phrase-medial consonants, with
no comparable change found for codas at phrase edges �e.g.,
see Keating et al., 2003�. Last, and most importantly in terms
of new investigation, the present study examines the interac-
tion of syllable and phrase boundaries on the spatial and
temporal characteristics of consonant articulation. Five sub-
jects and both lingual and labial consonants are included.

II. METHOD

Electromagnetic articulography �the Carstens AG200
EMA system� was used to record the motion of transducers
placed on the lips �at the vermillion border� and tongue tip
�approximately 5 mm from the endpoint of the protruded
tongue�. Articulatory data were sampled at 200 Hz and si-
multaneous audio data at 10 kHz. Data were corrected for
head movement using reference transducers adhered to the
maxilla and bridge of the nose and were rotated to the
sampled occlusal plane of each subject.

A. Subjects and stimuli

The consonants under examination in this study were �f�,
�t�, and �p�. Consonants appeared in each of four positions:
�1� phrase-medial coda, �2� coda at an phrase edge, �3�
phrase-medial onset, and �4� onset at an phrase edge. For
consonants in coda, the following phrase started with an �h�
to ensure that no resyllabification occurred. The segment pre-
ceding the target consonant was controlled for not in the
sense of being identical for all target consonants, but in the
sense of always having a different primary articulator from
each target consonant. This was done to minimize potential
coarticulatory effects. The stimuli are shown in Table I.

Five subjects, denoted below as speakers A, E, M, N,
and R, read the 12 sentences in eight randomized blocks.
�For speaker E only two phrase boundary tokens for �t� were
available for analysis due to unreliability of the tongue tip

FIG. 2. A schema of the �-gesture model indicating two constriction ges-
tures overlapping one another and a prosodic boundary ��� gesture.
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receiver at this point in the experiment; for this reason, only
�f� and �p� tokens are included in the analysis for speaker E,
so that the full-interaction model could still be run.� Total
tokens for each subject and consonant are shown in Table II.

B. Data analysis

1. Kinematic landmarks

Movement trajectories and accompanying first-order
derivatives �velocity trajectories� were smoothed with a
15-Hz low-pass filter �ninth-order Butterworth�. Different
signals were used for measurement of each consonant. For
consonant �t�, the y position and velocity of the transducer on
the tongue tip �TTy� were used. For the two other conso-
nants, a derived signal was created. For �p�, the Euclidean
distance between the lower and upper lip �lip aperture, LA�
and its accompanying velocity trajectory were used. For �f�,
the Euclidean distance between the transducer on the lower
lip and the stationary transducer on the maxilla �lower lip
aperture, LLA� and its accompanying velocity trajectory
were used.

In order to identify the articulatory magnitude and dura-
tion of the consonant articulations, kinematic landmarks
were algorithmically identified in y-velocity trajectory and
recorded automatically. Time and position for consonant on-
set, target, and end were defined by zero-crossings of the
velocity trajectory. Additionally, the time of peak velocity for

FIG. 3. An example token �speaker A� showing the audio signal �top panel�,
the zoomed audio signal �second panel�, the smoothed tongue tip y position
trajectory �third panel�, and tongue tip y velocity trajectory �bottom panel�.
In the trajectories, the algorithmically defined timepoints of onset, target,
and end �determined by velocity zero crossings� and of constriction and
release peak velocities �determined by velocity extrema� are shown.

TABLE I. Stimuli material.

/f/

/f/: coda, phrase medial
“The doctor brought the scarf home for the
holidays.”

/f/: coda, phrase edge
“The doctor brought the scarf. Home weather was
cold.”

/f/: onset, phrase medial “The doctor made the scar foam with antiseptic.”

/f/: onset, phrase edge
“The doctor made the scar. Foam antiseptic didn’t
help.”

/t/

/t/: coda, phrase medial
“The doctor had a very deft hand at all sorts of
things.”

/t/: coda, phrase edge
“The doctor was quite deft. Handiness was a big
help.”

/t/: onset, phrase medial “That made being deaf tantamount to isolation.”

/t/: onset, phrase edge
“It’s hard being very deaf. Tantamount to
isolation.”

/p/

/p/: coda, phrase medial
“The puppy might yelp hideously due to its sore
paw.”

/p/: coda, phrase edge
“The puppy might yelp. Hideous illness it was
not.”

/p/: onset, phrase medial
“The mother might yell pitifully at that
two-year-old.”

/p/: onset, phrase edge
“The mother might yell. Pitiful discipline had
failed.”

TABLE II. Total tokens analyzed for each subject and for each consonant.

Speaker /f/ /t/ /p/ Total

A 32 32 30 94
E 32 0 32 64
M 32 32 32 96
N 29 32 31 92
R 32 31 32 95

Total 157 127 157 441
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both the constriction and release of the consonant were re-
corded. �In the occasional case of multiple peak velocities,
the highest peak velocity point was the landmark selected.�1

Figure 3 shows an example data token with the kinematic
landmarks marked.

The kinematically defined timepoints and positions of
movement onset, target, and end and constriction and release
time-peak-velocity �acceleration duration� were used to cal-
culate several dependent measures of gestural magnitude and
duration:

Temporal variables

�i� Total duration �end timepoint � onset timepoint�
�ii� Constriction duration �target timepoint � onset time-

point�
�iii� Release duration �end timepoint � target timepoint�
�iv� Constriction time-to-peak-velocity �constriction peak

velocity timepoint � onset timepoint�
�v� Release time-to-peak-velocity �release peak velocity

timepoint � target timepoint�

Spatial variables

�i� Extremum position �position at target timepoint�
�ii� Constriction displacement ��position at target time-

point � position at onset timepoint��
�iii� Release displacement ��position at target timepoint �

position at end timepoint��

The schema shown in Fig. 4 serves to orient the reader
to the measurements and conditions in the experiment.

2. Statistical testing

A three-factor full interaction ANOVA �Statview by
SAS� was used to test, separately for each subject, the effects
of consonant ��f�, �t�, �p��, syllable position �onset/coda�,
phrase position �edge/final�, and their interactions on the
temporal and spatial dependent variables listed above. A cri-
terial p value was set at p�0.05. For all speakers and de-
pendent variables, main effects of the consonant factor were
predicted and observed. This main effect will not be reported
below, as it is not relevant to addressing the hypotheses con-
cerning syllable and phrasal position effects. Interesting sig-
nificant crossover interactions of the consonant factor with
the syllable or phrase factors will, however, be identified.

III. RESULTS

A. Duration

1. Total duration

As predicted, all subjects shared a main effect of phrasal
position on total duration; consonants were longer at phrase
edges than phrase medially. The result, pooled across sub-
jects and consonants, is shown in Fig. 5.

The main effect of syllable position on the total duration
variable was significant for two out of the five subjects
�speakers E and R�, and three subjects �A, E, and R� also had
a significant interaction between syllable and phrase position
such that phrasal lengthening was greater for codas than it
was for onsets. Statistical results are shown in Table III.

TABLE III. Total duration effects statistical results �consonants pooled�.

Total duration Syllable main effect Phrase main effect Two-way interaction effect

Speaker A n.s.
coda 372 ms; onset 356 ms

F�1,83�=94.05, p�0.0001
edge 428 ms; medial 298 ms

F�1,83�=22.920, p�0.0001

Speaker E F�1,56�=13.697, p=0.0005
coda 381 ms; onset 331 ms

F�1,56�=54.223, p�0.0001
edge 436 ms; medial 299 ms

F�1,56�=28.335, p�0.0001

Speaker M n.s.
coda 329 ms; onset 348 ms

F�1,84�=29.170, p�0.0001
edge 374 ms; medial 302 ms

n.s.

Speaker N n.s.
coda 334 ms; onset 343 ms

F�1,80�=77.236, p�0.0001
edge 403 ms; medial 279 ms

n.s.

Speaker R F�1,83�=11.1, p=0.0013
coda 366 ms; onset 333 ms

F�1,83�=231.731, p�0.0001
edge 424 ms; medial 276 ms

F�1,83�=23.902, p�0.0001

FIG. 4. A schema showing the measurements and conditions for the experi-
ment. �� and �� refer to final and initial syllable edges, respectively, and ��

and �� to final and initial phrase edges, respectively.

FIG. 5. Total duration �constriction duration plus release duration� �all sub-
jects pooled�.
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2. Constriction formation

It is important to note that the total duration measure
does not consider the intervals of constriction formation and
release separately. When constriction duration in particular is
examined �see Table IV�, four of the subjects had a main
effect of phrase position on constriction duration. The fifth
�E� had a near significant effect �p=0.0515� �recall that only
�f� and �p� tokens could be included for E�, and an interac-
tion with consonant indicates that her �p�’s did not lengthen.
The constriction durations for consonants at phrase edges
were longer than for those located phrase medially. Addition-
ally, syllable onset constrictions were longer than those for
syllable codas, as indicated by a significant main effect of
syllable position for all subjects. The mean constriction du-
rations are shown in Fig. 6 for consonants separately �speak-
ers A, M, N, and R pooled, i.e., the speakers with a signifi-
cant phrasal effect�. Three subjects �M, N, and R� had an
interaction between syllable and phrase position such that
longer constriction durations occurred for onsets located
phrase initially than for codas located phrase finally.

The temporal properties of consonant release immedi-
ately preceding a boundary �i.e., the coda release� will be
analyzed in the next section, but, for the sake of complete-
ness, the release durations for the onset consonants show no
effect of a preceding phrase boundary for speakers A, N, and

M; for speaker E the releases lengthen slightly in the phrase
boundary condition �F�1,30�=4.498, p=0.0423� and for
speaker R the reverse obtains �F�1,45�=12.301, p=0.001�.

In order to further investigate the mechanism of the po-
sitional lengthening, time-to-peak-velocity �i.e., the accelera-
tion interval� for the constriction formation was examined
�see Table V�. Four of the five subjects showed main effects
of both syllable and phrase position on constriction time-to-
peak-velocity. For all speakers, onset time-to-peak-velocities
were longer than in codas. For the four speakers with a sig-
nificant main effect of phrase position, consonants located at
phrase edges had longer time-to-peak-velocities than their
counterparts located phrase medially. The fifth subject, who
did not have a main effect for phrase boundary �again E�, had
an interaction with consonant as above, namely the majority
pattern is reversed for her �p�. The majority pattern did not
show any interaction of syllable and phrase position. Only
two of the subjects �M and R� had such an interaction, and it
was not consistent across consonants. For subject M, coda
�p�s �only� did not lengthen at phrase edges, thereby contrib-
uting to the shorter means for codas at phrase edges. For
subject R, onsets lengthened much more than codas. The
constriction duration and time-to-peak-velocity patterns are
shown in Fig. 7 with the speakers pooled.

TABLE IV. Constriction duration effects statistical results �consonants pooled�.

Constriction
duration Syllable main effect Phrase main effect

Two-way
interaction

effect

Speaker A F�1,83�=24.443, p�0.0001
coda 169 ms; onset 226 ms

F�1,83�=24.833, p�0.0001
edge 226 ms; medial 168 ms

n.s.

Speaker E F�1,56�=6.673, p=0.0124
coda 181 ms; onset 208 ms

n.s. �p=0.0515�
edge 205 ms; medial 184 ms

n.s.

Speaker M F�1,84�=11.515, p=0.0011
coda 163 ms; onset 200 ms

F�1,84�=16.301, p=0.0001
edge 204 ms; medial 159 ms

F�1,84�=6.494, p=0.0126

Speaker N F�1,80�=39.173, p�0.0001
coda 172 ms; onset 231 ms

F�1,80�=91.294, p�0.0001
edge 251 ms; medial 159 ms

F�1,80�=4.193, p=0.0439

Speaker R F�1,83�=135.494, p�0.0001
coda 118 ms; onset 197 ms

F�1,83�=142.475, p�0.0001
edge 198 ms; medial 117 ms

F�1,83�=54.223, p�0.0001

FIG. 6. Constriction duration �subject E excluded�.
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3. Local duration

The final and initial consonants’ constrictions intervals
are not, however, equivalently “close” to the boundary. The
onset consonant’s constriction immediately follows the
boundary, but, for the coda consonant, it is the release inter-
val, rather than the constriction interval, that is immediately
adjacent to the boundary. For this reason, an additional tem-
poral analysis was conducted on what we term local
duration—this is the duration of the consonant articulation
interval �either constriction formation or release� located im-
mediately adjacent to the phrase boundary. For codas, this is
the constriction release phase �the time that elapses during
the motion of the articulator from its target to the end of the
articulation� and, for onsets, this is the constriction formation
phase �the time that elapses from when the constriction starts

until the time that the target is reached�. The local duration
measurement is shown schematically in Fig. 8. This analysis
is particularly useful in examining a phrase boundary by syl-
lable position interaction to determine the degree of symme-
try in phrasal lengthening to the left and right of the bound-
ary. �Syllable position main effects are expected in this case
since release durations are being compared to constriction
durations.� Results are given in Table VI.

For all subjects local durations for consonants located at
phrase boundaries were significantly and robustly longer
than local durations for consonants located phrase medially.
The pooled average local duration for consonants phrase me-
dially was approximately 160 ms, and the average local du-
ration for consonants located at phrase boundary was ap-
proximately 256 ms. Most �3/5� subjects had no interaction
effect—local durations at phrase edges were affected simi-
larly for codas and onsets. The two subjects with an interac-
tion effect �A and E� displayed greater lengthening for codas
than for onsets.

For local time-to-peak-velocity, all subjects showed pat-
terns similar to that for local duration �see Table VII�. The
portion of the consonant immediately local to the phrase
boundary had a longer time-to-peak-velocity than the like
portion phrase medially. Pooled across subjects and conso-
nants there was a difference between the two phrasal condi-
tions of 59 ms for onsets and 37 ms for codas. An asymme-
try between codas and onsets exists for three subjects �M, N,
and R� as indicated by a significant interaction effect of
phrase and syllable position. For these subjects, the length-
ening effect on time-to-peak-velocity was greater for onsets
than it was for codas. A fourth subject with an interaction
effect �E� had the asymmetry in the other direction. How-
ever, this only occurred due to a lack of effect in her onset

TABLE V. Constriction time-to-peak-velocity effects statistical results �consonants pooled�.

Constriction
time-to-peak-

velocity Syllable main effect Phrase main effect
Two-way interaction

effect

Speaker A F�1,83�=27.104, p�0.0001
coda 104 ms; onset 163 ms

F�1,83�=20.968, p�0.0001
edge 160 ms; medial 108 ms

n.s.

Speaker E F�1,56�=6.552, p=0.0132
coda 106 ms; onset 134 ms

n.s.
edge 118 ms; medial 122 ms

n.s.

Speaker M F�1,84�=7.847, p=0.0063
coda 108 ms; onset 137 ms

F�1,84�=8.387, p=0.0048
edge 137 ms; medial 108 ms

F�1,84�=7.191, p=0.0088

Speaker N F�1,80�=5.238, p=0.0247
coda 103 ms; onset 131 ms

F�1,80�=18.472, p�0.0001
edge 143 ms; medial 95 ms

n.s.

Speaker R F�1,83�=73.480, p�0.0001
coda 59 ms; onset 110 ms

F�1,83�=90.001, p�0.0001
edge 113 ms; medial 56 ms

F�1,56�=38.309, p�0.0001

FIG. 7. Constriction duration �solid+patterned� and time-to-peak-velocity
�patterned� �all subjects pooled�.

FIG. 8. A schema showing the local duration measure �i.e., release duration
for codas and constriction duration for onsets�.
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�p�s �recall from above that speaker E’s �p�s behaved aber-
rantly�; her onset and coda �f�s lengthen comparably, not
showing any asymmetry. The overall means for local dura-
tion and local time-to-peak-velocity are shown in Fig. 9.

4. Summary for temporal patterning results

Generally, constriction formation was longer for conso-
nants located in syllable onsets than for codas, and constric-
tion formation was longer in duration for both onsets and
codas at phrase boundaries. This effect of lengthening was
most robust for consonant intervals most local to the bound-
ary; that is, the constriction release for codas and the con-
striction formation for onsets. As expected based on previous
work �e.g., Byrd et al., 2000; Cho, in press�, these portions
exhibited a longer total duration and a longer time-to-peak-
velocity when they occurred at phrasal boundaries.

The overall pattern of lengthening is shown in Fig. 10.
Generally, the interval of boundary effect, i.e., the span over
which temporal lengthening is exhibited, includes the con-
striction formation of phrase-final codas, their release, and
the constriction formation �but not release� of onsets. Spe-
cifically, the most lengthening occurs for the releases of the
preboundary codas and the constrictions of the postboundary
onsets. These lengthen comparably as indicated by the lack
of interaction effect in Table VI for the majority of subjects
�3/5�—the mean amount of lengthening for these three sub-
jects was 101 ms for onset constrictions and 90 ms for coda
releases. �The other two subjects had more lengthening for
coda releases.� In turn, the postboundary onset constriction
lengthens more than the preboundary coda constriction for

the majority of subjects, as indicated by the significant inter-
action effect for three of five subjects in Table IV. The
amount of lengthening for onset constrictions at a phrase
boundary was 73 ms �sp. M�, 106 ms �sp. N�, and 120 ms
�sp. R�, as compared to 17 ms �sp. M�, 71 ms �sp. N�, and
46 ms �sp. R� for coda constrictions preceding the boundary.
Finally, recall from Sec. III A 2 that there was no lengthen-
ing of the onset consonant release after a phrase boundary for
three of five speakers. �The other two show opposite direc-
tions of effect, such that one lengthens and one shortens the
release following the phrase boundary.� Thus we conclude
that the general pattern for consonant articulation adjacent to
a phrase boundary is a great deal of lengthening in the im-
mediate neighborhood of the boundary, lesser lengthening
more remotely preceding the boundary, and no lengthening
more remotely after a boundary.

B. Spatial results

The results concerning spatial characteristics of conso-
nants at different syllable and phrase positions are not as
consistent or conclusive as the results concerning temporal
lengthening. Unlike the temporal domain, spatial strengthen-
ing is not exhibited consistently across subjects, consonants,
or syllable position.

This may indeed reflect speaker variability, however, it
is also possible that the EMA technique introduces limita-
tions. Whereas EPG, for example, can evaluate changes in
extrema positions due to tissue compression after the active
and passive articulator have come into contact, EMA is not
suited to such evaluation. In the case of the consonants /f/,

TABLE VI. Local duration effects statistical results �consonants pooled�.

Local
duration Syllable main effect Phrase main effect Two-way interaction effect

Speaker A F�1,83�=4.789, p=0.0315
coda 203 ms; onset 226 ms

F�1,83�=71.670, p�0.0001
edge 261 ms; medial 167 ms

F�1,83�=12.025, p=0.0008

Speaker E n.s.
coda 228 ms; onset 208 ms

F�1,56�=51.755, p�0.0001
edge 266 ms; medial 170 ms

F�1,56�=36.749, p�0.0001

Speaker M F�1,84�=8.597, p=0.0043
coda 166 ms; onset 200 ms

F�1,84�=30.803, p�0.0001
edge 215 ms; medial 151 ms

n.s

Speaker N F�1,80�=27.094, p�0.0001
coda 162 ms; onset 231 ms

F�1,80�=44.604, p�0.0001
edge 244 ms; medial 155 ms

n.s

Speaker R F�1,83�=28.268, p�0.0001
coda 248 ms; onset 197 ms

F�1,83�=209.982, p�0.0001
edge 291 ms; medial 156 ms

n.s

TABLE VII. Local interval �release for codas and constriction formation for onsets� time-to-peak-velocity effects statistical results �consonants pooled�.

Local TPV Syllable main effect Phrase main effect Two-way interaction effect

Speaker A F�1,83�=21.942, p�0.0001
coda 110 ms; onset 163 ms

F�1,83�=36.988, p�0.0001
edge 171 ms; medial 102 ms

n.s.

Speaker E F�1,56�=20.676, p�0.0001
coda 90 ms; onset 134 ms

F�1,56�=9.931, p=0.0026
edge 127 ms; medial 96 ms

F�1,56�=6.567, p=0.0131

Speaker M F�1,84�=57.859, p�0.0001
coda 68 ms; onset 137 ms

F�1,84�=13.825 p=0.0004
edge 119 ms; medial 86 ms

F�1,84�=6.980, p=0.0098

Speaker N F�1,80�=53.848, p�0.0001
coda 58 ms; onset 131 ms

F�1,80�=7.976, p=0.0060
edge 112 ms; medial 81 ms

F�1,80�=10.448, p=0.0018

Speaker R n.s.
coda 95 ms; onset 110 ms

F�1,83�=54.018, p�0.0001
edge 137 ms; medial 69 ms

F�1,83�=8.498, p=0.0046
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/p/, and /t/ here, lip aperture for /p/ and, possibly, lower lip
aperture for /f/ might continue to show small effects of tissue
compression as the lip receivers are on soft tissue at the
vermillion border. For /t/, such effects would not be observed
as the tongue tip receiver contacts the hard palate. Also, as
for any point-tracking technology, the point �i.e., receiver�
under examination might not be optimally located to reflect
the maximal constriction location. However, because point
tracking is a widespread technology often used in prosody
investigations, we will, with these limitations in mind, exam-
ine constriction displacement and extremum position to de-
termine, at least for magnetometry studies, whether the spa-
tial variables pattern in the same way as the temporal
variables. One might want to be conservative about the de-
gree to which these spatial results are directly comparable to
results using other methodology.

Because of the different nature of the consonant mea-
sures, each consonant’s spatial behavior will be analyzed in
separate two-factor ANOVAS, with syllable position and
phrase boundary being the independent variables. The means
for displacement and extremum position are given in Table
VIII, though of course not every cell for each subject repre-
sents significant differences. �When a subject had no signifi-
cant effects for a consonant, those means are omitted for
brevity.� The significant ANOVA results are shown in Table
IX.

1. /p/ spatial results

For the consonant /p/, four of the five subjects �except-
ing M� showed an effect of syllable position on displace-

FIG. 9. Local duration �solid� and local time-to-peak-velocity �patterned�
�all subjects pooled�.

FIG. 10. Overview of temporal
lengthening effects at phrase edge for
codas and onsets �all subjects pooled�.
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TABLE VIII. Constriction displacement and extremum means. �Speaker A’s /f/s do not appear because there
were no significant effects; likewise Speaker M’s displacement means for /p/ and /t/ and N’s for /f/ were not
significantly different.�

Consonant Speaker
Syllable
position

Phrasal
position

Displacement
value
�mm�

Extremum
valuea

f E coda phrase edge 3.2 22.6
f E coda phrase medial 4.0 21.2
f E onset phrase edge 6.5 20.2
f E onset phrase medial 4.6 20.5
f M coda phrase edge 4.4 24.2
f M coda phrase medial 3.2 24.0
f M onset phrase edge 5.2 24.5
f M onset phrase medial 4.9 22.6
f N coda phrase edge n.s. 18.1
f N coda phrase medial n.s 19.5
f N onset phrase edge n.s. 17.5
f N onset phrase medial n.s. 18.3
f R coda phrase edge 11.1 21.7
f R coda phrase medial 9.6 23.2
f R onset phrase edge 12.4 20.2
f R onset phrase medial 12.3 20.7
t A coda phrase edge 8.2 2.0
t A coda phrase medial 4.0 0.5
t A onset phrase edge 10.0 3.2
t A onset phrase medial 8.5 2.3
t M coda phrase edge n.s. 2.0
t M coda phrase medial n.s. −0.8
t M onset phrase edge n.s. 3.9
t M onset phrase medial n.s. −1.7
t N coda phrase edge 5.6 −0.8
t N coda phrase medial 3.8 −0.8
t N onset phrase edge 5.9 −0.3
t N onset phrase medial 5.7 −0.3
t R coda phrase edge 15.1 −7.5
t R coda phrase medial 13.9 −7.1
t R onset phrase edge 15.0 −6.0
t R onset phrase medial 16.2 −6.6
p A coda phrase edge 9.6 17.0
p A coda phrase medial 9.7 17.8
p A onset phrase edge 10.7 16.5
p A onset phrase medial 11.2 17.8
p E coda phrase edge 11.0 16.3
p E coda phrase medial 11.7 15.3
p E onset phrase edge 8.1 16.1
p E onset phrase medial 12.1 15.2
p M coda phrase edge n.s. 17.4
p M coda phrase medial n.s. 16.4
p M onset phrase edge n.s. 17.4
p M onset phrase medial n.s. 17.5
p N coda phrase edge 10.5 14.9
p N coda phrase medial 9.8 14.6
p N onset phrase edge 12.4 13.9
p N onset phrase medial 10.2 13.9
p R coda phrase edge 15.1 18.9
p R coda phrase medial 14.6 18.7
p R onset phrase edge 16.3 16.7
p R onset phrase medial 16.4 18.0

aFor extremum position /f/ and /p/ aperture in mm; /t/ position in mm in head-based coordinates where increas-
ingly positive numbers indicate increasingly high vertical positions in the mouth.
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ment; three of these had larger displacements in onset posi-
tion. Only two subjects �E, N� showed an effect of phrase
position on /p/ displacement, and they differed in direction of
effect. An interaction for speaker E indicated that the dis-
placement difference for phrase position is mostly limited to
her onsets, with onset /p/ having a large phrase medial and
small phrase edge displacement.

Results for lip aperture extremum values for /p/ indicate
that three subjects �M, N, R� had a syllable effect such that
onsets were more constricted than codas; however, two of
these �M, R� had an interaction with phrase position. Speaker
M exhibited a phrasal aperture difference for coda /p/s
�smaller aperture phrase medially than at edges� but not for
onset /p/. Speaker R’s phrasal difference were only seen for
onsets, where phrase edge coda /p/s had smaller apertures
�i.e., were more constricted� than phrase medial coda /p/s.
Two other subjects had a phrasal effect �A, E�, in opposite
directions of one another.

2. /f/ spatial results

For the consonant /f/, three of the five subjects �E, M, R�
had a significant effect of syllable position on displacement,
and two �M, R� had a phrasal effect on /f/ displacement.
Speakers E and R, however, had an interaction effect. For
speaker M �who lacked an interaction�, phrase edge /f/ had
larger displacements than phrase medial ones, and onsets had

larger displacements than codas. Both speakers R and E, like
speaker M, exhibited larger onset than coda displacements
for /f/. For speaker R, only coda /f/ exhibited a phrasal dif-
ference such that phrase edge codas had larger displace-
ments. For speaker E, the larger displacement at phrase
edges as compared to phrase medial position was found for
onsets, but codas were little different in the two phrasal con-
texts.

For /f/ extremum position, three of five subjects �E, N,
R� had a syllable effect with onset /f/s having smaller aper-
tures �more constricted� than coda /f/s, but speaker E and R
also had a significant interaction with phrase position, as did
speaker M. Speakers M, N, and R had a significant main
effect of phrase position. Speaker N, who lacked an interac-
tion effect, had smaller /f/ extremum aperture �i.e., were
more constricted� for onsets than codas and for phrase edges
than for phrase medially. The other speakers with interac-
tions patterned as follows. For speaker M, only onsets
showed an extremum aperture difference as a function of
phrasal position with edges being less constricted than me-
dial position. For speaker E, only codas showed an extre-
mum aperture difference as a function of phrasal position
with edges being less constricted than medial position. For
speaker R, the phrasal effect was found for coda /f/s such
that phrase edges are more constricted than phrase-medial
codas.

TABLE IX. Spatial effects statistical results.

Subject Consonant Syllable effect Phrase effect Interaction

Displacement
A p F�1,27�=7.938, p=0.0089

t F�1,28�=137.6, p�0.0001 F�1,28�=111.7, p�0.0001 F�1,28�=25.346, p�0.0001
f

E p F�1,28�=7.953, p=0.0087 F�1,28�=30.139, p�0.0001 F�1,28�=15.396, p=0.0005
f * *

M p
t
f F�1,28�=20.177, p�0.0001 F�1,28�=7.341, p=0.0114

N p F�1,27�=5.633, p=0.025 F�1,27�=8.817, p=0.0062
t F�1,28�=11.073, p=0.0025 F�1,28�=9.944, p=0.0038 F�1,28�=5.773, p=0.0231
f

R p F�1,28�=6.84, p=0.0142
t F�1,27�=8.182, p=0.0081 F�1,27�=9.391, p=0.0049
f F�1,28�=47.192, p�0.0001 F�1,28�=8.02, p=0.0085 F�1,28�=5.960, p=0.0212

Extremum Position
A p F�1,27�=30.645, p�0.0001

t F�1,28�=83.103, p�0.0001 F�1,28�=54.499, p�0.0001
f

E p F�1,28�=16.108, p=0.0004
f F�1,28�=20.809, p�0.0001 F�1,28�=6.902, p=0.0138

M p F�1,28�=5.028, p=0.033 F�1,28�=5.19, p=0.0306
t F�1,28�=12.743, p=0.0013
f F�1,28�=8.156, p=0.008 F�1,28�=4.873, p=0.0356

N p F�1,27�=10.064, p=0.0037
t F�1,28�=4.7, p=0.0388
f F�1,25�=13.291, p=0.0012 F�1, 25�=19.951, p=0.0001

R p F�1,28�=18.794, p=0.0002 F�1,28�=4.932, p=0.0346
t F�1,27�=21.771, p�0.0001 F�1,27�=4.663, p�0.0399
f F�1,28�=176.5, p�0.0001 F�1,28�=45.12, p�0.0001 F�1,28�=12.095, p=0.0017
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3. /t/ spatial results

For the consonant /t/, displacement was significantly af-
fected by syllable position for three of four subjects �A, N,
R� and was significantly affected by phrase position for two
subjects �N, R�. �Recall that for the consonant /t/, speaker E
was not represented.� However, all of these three speakers
had a significant interaction effect as well. All three exhibited
greater displacements for onsets than codas, though for
speaker R this was limited to phrase medial position.
Speaker A exhibited a large displacement for phrase edge
codas, as compared to medial codas. The same direction of
effect existed for onsets but was smaller in magnitude.
Speaker N exhibited larger phrase edge as compared to me-
dial displacements for coda /t/s but only a negligible effect,
albeit in the same direction, for onset /t/s. Speaker R simi-
larly exhibited large displacements for coda /t/s at phrase
edges but no phrasal effect on onset /t/s.

Vertical extremum tongue tip position for /t/ was signifi-
cantly affected by syllable position for three speakers �A, N,
and R�, just as with displacement, such that /t/ was more
constricted in onset than in codas. Speakers A and M also
had a phrasal main effect such that phrase edges had a higher
�more constricted� extremum position. Speaker R exhibited
an interaction effect such that phrase-edge onsets have a
higher �more constricted� extremum position than phrase-
medial onsets, thereby accentuating the coda versus onset
distinction at phrase edges. Speakers A and N showed higher
�more constricted� extremum positions for onsets than codas
in both phrasal positions.

4. Summary of spatial patterning results

The spatial data were highly inconsistent both within
and across subjects and within and across consonants. At
best, the following generalizations can be distilled for the
majority of subjects. With regard to syllable position effects,
most speakers �three subjects� exhibited larger displacements
in onset than in coda position for all three consonants. For
most speakers for /f/ and /t/ and for two speakers for /p/,
consonants also showed more constricted extrema in onsets
than in codas, in line with previous studies. With regard to
phrase position effects, for /f/ and /t/, most speakers exhib-
ited larger displacements at phrase edges than phrase medi-
ally, though this pattern is not limited to only coda or onset
consonants. Similarly for /f/ and /t/, consonants at a phrase
edge generally showed more constricted extrema positions
than when they occurred medially.

In sum, the above results on spatial strengthening lacked
consistency across subjects, consonant locations, and conso-
nants, though there were tendencies to strengthen at onsets
and phrase edges. When phrasal strengthening did occur, it
was not limited to onsets; phrase-final codas likewise could
exhibit spatial strengthening patterns.

IV. DISCUSSION

The above results on spatiotemporal syllable position
effects are consistent with those of previous articulatory
studies �e.g., Browman and Goldstein, 1995; Keating et al.,
1999�. Generally, consonants occurring syllable initially had

longer total durations, constriction durations, and time-to-
peak-velocities than those that occurred syllable finally. The
notion that consonants are more prominent in word- or
syllable-initial positions holds on a temporal level, as they
exhibit significant amounts of lengthening when located in
this position. With regard to the effect of syllable position on
the spatial characteristics of consonant articulation, most
subjects showed increased ranges of movement for the con-
striction formation portion of consonants located syllable ini-
tially than for those located syllable finally. Additionally,
most showed this same spatial difference in terms of articu-
lator extremum position—onsets had more extreme positions
of articulator target achievements than codas. These results
support previous studies, such as Byrd �1996� and Keating et
al. �1999�, that found similar strengthened articulation of on-
sets as compared to codas using electropalatography.

As for the phrasal influences on consonant articulation,
the present results are likewise generally consistent with pre-
vious experiments when the temporal domain is considered
�e.g., Byrd et al., 2000; Cho and Keating, 2001�. For all
subjects, consonants that occurred at phrase-initial or phrase-
final boundaries were longer in duration than those located
phrase medially. They were longer in total duration, constric-
tion duration, and time-to-peak-velocity. However, spatial
strengthening of articulation of consonants occurring at
phrase boundaries did not always occur, nor was it consistent
across subjects or consonants. For constriction displacement,
strengthening did not occur for the majority of subjects.
However, when it did occur, consonants located at phrase
edges had larger ranges of displacement than their phrase-
medial counterparts. The majority of the speakers also
showed greater articulator extrema positions for consonants
located at phrase boundaries. This pattern of strengthening
�when it did occur� is similar to that found in EPG �and
other� studies reporting increased strengthening of conso-
nants occurring at domain-initial boundaries, such as Keating
et al. �2003�. However, the strengthening that the subjects
exhibited in the current study differs from what previous
research has suggested in that strengthening was not limited
to domain-initial positions. Consonants in phrase-final coda
positions also showed the strengthening pattern, as suggested
by an examination of strengthening of the consonantal por-
tions adjacent to the phrasal boundary. Such behavior is pre-
liminarily reported in Keating et al. �1999�, and similar ef-
fects have been observed for vowels �e.g., Byrd et al., 2000;
Cho, 2005; Tabain, 2003�.

Crucially, the present study sought to examine the inter-
action of syllable and phrasal position on the articulation of
consonants, a phenomenon that has not been much explored.
The results indicate that generally spatiotemporal phrasal ef-
fects exist comparably preceding and following a boundary.
When constriction formation is examined, three of five sub-
jects showed a larger phrasal lengthening effect on onsets,
but this is not surprising when one considers that the con-
striction formation of the onset is immediately adjacent to
the phrase edge whereas that interval for the coda is slightly
farther removed �it is the constriction release that is the in-
terval immediately preceding the phrase edge�. When the
intervals immediately local to the phrase edge are compared,
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most subjects �3/5� did not show an interaction of syllable
position with phrasal position; that is, leftward and rightward
phrasal lengthening were comparable. For those speakers
that do show an asymmetry in the temporal effect, coda re-
leases lengthened more but onset constrictions’ time-to-peak-
velocity lengthened more. Finally, with regard to syllable and
phrase position interactions in the spatial domain, strength-
ening does not exactly pattern similarly to lengthening, nor is
it limited to onsets, as previous research has suggested. Con-
sonant codas at phrase boundaries may strengthen equally to
onsets. Overall, temporal lengthening is consistent and its
presence for a consonant can be predicted depending on the
consonant’s location within the syllable and within the
phrase. However, spatial strengthening in terms of articulator
displacement is not as consistent, nor is its presence as pre-
dictable as lengthening. In sum, strengthening does not nec-
essarily pattern like lengthening.

Recall that that our research agenda included an exami-
nation of the relative spatiotemporal strength of codas phrase
medially, codas phrase finally, onsets phrase medially, and
onsets phrase initially. This ranking was examined with con-
sonants for four speakers for constriction duration and local
duration �with speaker E excluded since her data did not
include �t�, and her �p�s were seen to be aberrant from the
general pattern�. Speakers do not always agree in the posi-
tional rankings, but some generalizations do emerge. For
constriction duration, onsets at phrase edges are consistently
the longest and phrase medial codas consistently the shortest,
but speakers varied in whether they differentiated the medial
onsets from the medial or phrase edge codas. For local du-
ration, subjects consistently had longer durations at phrase
edges than medially but were not in agreement on if or how
initial �i.e., onset� constriction duration and final �i.e., coda�
release duration patterned. Most subjects �3/4� also had
longer medial onset constriction durations than medial coda
release durations. With regard to spatial prominence, the
great variability between subjects and consonants and the
small size of many effects makes it impossible to rank these
positions in the spatial domain.

The results concerning temporal lengthening of conso-
nants give support for the � gesture model �Byrd and Saltz-
man, 2003�. Qualitatively, the local edges of both codas and
onsets are lengthened similarly for most subjects at a phrase
boundary. This supports the conception of the � gesture
spanning the boundary interval, overlapping the portion of
the consonant most local to the boundary, and the prediction
of like leftward and rightward qualitative effects. Quantita-
tively, the effect on gestural stiffness is seen on both left and
right sides of the � gesture. However, for three subjects there
is some evidence to suggest that the quantitative effect of the
� gesture is more robust rightward. That is, the effect on
gestural stiffness is more readily seen and more robust for
phrase-initial edges than for phrase-final edges. This suggests
that in further modeling work of prosodic boundary effects
within this framework the activation trajectory or the phasing
of the � gesture might have a rightward skew for some
speakers �see Byrd and Saltzman, 2003�. In general, across
prosodic modeling frameworks the possibility of subtle

speaker-specific differences in a common mechanism of
boundary-adjacent lengthening will need to be accommo-
dated.

V. CONCLUSION

The present study contributes to an understanding of
prosodic signatures on articulation by examining the effects
of phrasal and syllable position on the constriction formation
and release of consonants. Spatial effects on the consonant
articulations were quite variable, differing among speakers
and consonants. Phrasal strengthening was possible for both
coda and onset consonants at phrase edges. Onsets were gen-
erally spatially strengthened in comparison to codas in
equivalent phrasal position. The temporal results were quite
consistent and indicate that syllable and phrasal position both
affect the movement duration. Syllable-initial consonants
had longer articulatory durations as compared to like conso-
nants syllable-finally. Articulations at phrase edges were also
consistently longer than those phrase medially. For most sub-
jects, the boundary-adjacent portion of the movement �con-
striction release for a preboundary coda and constriction for-
mation for a postboundary onset� are not differentially
affected in terms of phrasal lengthening—both lengthen
comparably. This indicates that the boundary-adjacent articu-
latory lengthening is roughly symmetrical in the immediate
vicinity of the boundary.
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This study assessed the acoustic and perceptual effect of noise on vowel and stop-consonant spectra.
Multi-talker babble and speech-shaped noise were added to vowel and stop stimuli at −5 to +10 dB
S/N, and the effect of noise was quantified in terms of �a� spectral envelope differences between the
noisy and clean spectra in three frequency bands, �b� presence of reliable F1 and F2 information in
noise, and �c� changes in burst frequency and slope. Acoustic analysis indicated that F1 was detected
more reliably than F2 and the largest spectral envelope differences between the noisy and clean
vowel spectra occurred in the mid-frequency band. This finding suggests that in extremely noisy
conditions listeners must be relying on relatively accurate F1 frequency information along with
partial F2 information to identify vowels. Stop consonant recognition remained high even at −5 dB
despite the disruption of burst cues due to additive noise, suggesting that listeners must be relying
on other cues, perhaps formant transitions, to identify stops. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2118407�

PACS number�s�: 43.71.Es, 43.71.Ky �ALF� Pages: 3874–3888

I. INTRODUCTION

Since the classic study by Peterson and Barney �1952�
on the distribution of the vowel formant frequencies on the
F1-F2 plane, many studies were conducted in quiet on vowel
perception �see reviews by Strange, 1989, 1999�, estimation
of difference limens for formant discrimination �Flanagan,
1955; Hawks, 1994; Liu and Kewley-Port, 2001�, vowel
modeling �e.g., Syrdal and Gopal, 1986; Molis, 2005�, and
other aspects of vowel discrimination. Many factors were
found to be important for vowel identification including for-
mant frequencies �Peterson and Barney, 1952�, vowel dura-
tion �e.g., Ainsworth, 1972�, F0 �e.g., Lehiste and Meltzer,
1973�, spectral contrast �Leek et al., 1987; Loizou and Poroy,
2001�, formant contour �Hillenbrand and Gayvert, 1993; Hil-
lenbrand and Nearey, 1999�, spectral shape �e.g., Zahorian
and Jaghargi, 1986; Ito et al., 2001�, and spectral change
�e.g., Strange et al., 1983�. Of these factors, the formant
frequencies and spectral shape, in particular, have been
found to be major cues to vowel perception. The contribution
of these cues to vowel perception has been the subject of a
longstanding debate between a formant-based and a spectral-
shape-based theory of vowel perception �see review in Ito et
al., 2001�.

Evidence in support of a formant theory comes from
studies in which speech synthesized from formant frequen-
cies was found to be highly intelligible despite removal of
detailed spectral shape information �e.g., Remez et al.,
1981�. There is also ample evidence from animal neuro-
physiological studies that suggests that the formant frequen-
cies are encoded in the temporal discharge patterns of the
auditory nerve fibers �e.g., Young and Sachs, 1979�. Dis-
charge rates of large populations of auditory nerve fibers
when plotted as a function of the characteristic frequency

showed distinct peaks corresponding to the formants of the
vowels, suggesting a place-code representation of vowel for-
mants, at least for low sound intensities. Formants are also
coded in the time pattern of the auditory fiber’s discharges
over a large range of sound intensities, suggesting a
temporal-code representation �Young and Sachs, 1979�.
Scalp-recorded frequency-following responses �FFRs� from
humans showed clearly discernible peaks at harmonics adja-
cent to the first two formant frequencies �Krishnan, 1999,
2002�. The FFR data led Krishnan �2002� to conclude that
the neural coding of formants based on phase locking is pre-
served even at high levels in the human brainstem.

Despite its simplicity, the formant theory does not ac-
count for the outcomes of several psychophysical and mod-
eling studies, leading some researchers to a spectral-shape or
whole-spectrum theory. Advocates of the whole-spectrum
theory describe the vowels in terms of the properties of the
spectrum as a whole rather than in terms of the individual
formant frequency values. Several arguments were offered
against a formant representation �e.g., Bladon, 1982�. First,
automatic formant frequency detection tends to be unreliable
particularly in noise and in situations in which the harmonics
are spaced widely apart �e.g., in children’s speech�. Errors
made by formant tracking algorithms �e.g., formants merg-
ing� are not consistent with those made by human listeners.
Second, formant-based models do not incorporate any char-
acteristics of the peripheral auditory system such as critical
band filtering. The whole-spectrum model proposed by Bla-
don and Lindblohm �1981� incorporated several aspects of
auditory processing including critical-band filtering and
loudness and yielded a high correlation with normal-hearing
listener’s judgments of vowel quality. Third, cues other than
formant frequencies can affect vowel perception. Several re-
searchers have demonstrated that the relative amplitude of
adjacent formants can affect the perceived vowel quality
�Chistovich and Lublinskaja, 1979; Ito et al., 2001�. Ito et
al., for instance, demonstrated that the formant amplitude

a�Author to whom correspondence should be addressed. Electronic-mail:
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ratio is equally or more effective than F2 as cue to place of
articulation �front/back�. Ito et al. �2001� concluded that the
formant frequency cues are not the exclusive cues to vowel
perception and that spectral shape could be crucial.

In most of the above studies the formant frequencies and
spectral shape were varied independently of one another. In
noise, however, both formant frequencies and spectral enve-
lope �shape� will be affected to some degree, but it is not
known which of the two will be affected the most. Also, it is
not known how and to what degree the formant frequencies
will be affected or to what degree the spectral envelope will
be altered by the noise. These questions have not been ad-
dressed in previous studies on recognition of vowels in noise
as those studies concentrated primarily on identification er-
rors �e.g., Pickett, 1957; Nebalek and Dagenais, 1986� and
on the relationship between vowel identification, hearing
loss, and age �e.g., Nebalek, 1988�, rather than on factors that
might potentially be responsible for the identification errors.

The present study takes the first step in quantifying the
effect of noise �multi-talker babble and continuous speech-
shaped noise� on the spectrum of vowels. Given the impor-
tance of formant frequencies and spectral shape on vowel
identification, we focus primarily on analyzing acoustic mea-
surements of formant frequencies and spectral envelopes.
Since we are ultimately interested in knowing whether lis-
teners use formant frequency information to identify vowels
in noise, we seek to establish first if there exists reliable and
relatively accurate formant-frequency information in noise.
More specifically, we measure how often there exists reliable
F1 and/or F2 information in noise. This measure will tell us
whether listeners have access to reliable and coherent for-
mant frequency �F1 and F2� information in noise and, if so,
to what degree. If there is no reliable formant information,
then perhaps listeners make use of spectral shape informa-
tion. To examine that, we evaluate the differences between
the critical-band spectra of the clean and noisy vowels and
correlate those differences with vowel identification scores.
If the correlation analysis reveals that large critical-band
spectral differences are associated with lower identification
scores, then that would suggest that listeners are making use
of spectral shape cues. The vowel representation based on
critical-band spectra is chosen for two reasons. First, the
critical-band spectra contain only gross peak information and
no irrelevant harmonic details and can therefore be used to
assess whether listeners make use of spectral-shape cues to
identify vowels. Second, the critical-band vowel representa-
tion incorporates characteristics of the peripheral auditory
system, such as critical-band filtering, and has been used by
some as approximation to the “auditory excitation patterns”
�Plomp, 1970; Klatt, 1982�.

Parallel to examining the effect of noise on the vowel
spectra, we also analyze the effect of noise on the consonant
spectra, and particularly the stop consonants which have
been studied extensively in the literature �see review in Kent
and Read, 1992�. The acoustic cues used for stop perception
differ from those for vowel perception, hence different
acoustic parameters are extracted and analyzed for the stop
consonants. These parameters are based on theories and
models proposed for understanding the cues to stop-

consonant place of articulation. It is has long been recog-
nized, since the Pattern Playback days at Haskins Labs �see
Liberman et al., 1952; Cooper et al., 1952�, that the spectrum
of the stop burst is a major cue to place of articulation. La-
bial stops typically have low-frequency dominance, alveolars
have high-frequency dominance, and velars are associated
with a mid-frequency burst. Stevens and Blumstein �1978�
explored the idea of constructing a spectral template that
could be associated with each place of stop articulation. In
these templates, the bilabials had a flat or a falling spectrum,
the alveolars had a rising spectrum, and the velars had a
compact �with a peak in mid-frequencies� spectrum. Using
these templates, Blumstein and Stevens �1980� were able to
classify stops with 85% accuracy. After several reevaluations
of the spectral-template theory �e.g., Blumstein et al., 1982;
Walley and Carrell, 1983�, research on place of articulation
shifted toward the dynamic spectral change following the
first tens of ms of the release. Other cues found in later
studies to be important for place for articulation were the
spectral change from the burst to voicing onset �e.g.,
Kewley-Port, 1983; Lahiri et al., 1984� and formant transi-
tions �e.g., Delattre et al., 1955; Dorman and Loizou, 1996;
Smits et al., 1996�.

In summary, the burst spectrum and formant transitions
have been found to be major cues to stop-place of articula-
tion. The effect of noise on these place cues, however, is not
clear and has not been investigated. It is not known, for
instance, how noise affects the tilt of the burst spectrum, and
consequently whether a change in the spectral tilt would be
accompanied by a shift in phonetic category. Similarly, it is
also not known whether a change in burst frequency will be
associated with low identification scores. While several stud-
ies �e.g., Dorman et al., 1977; Dorman and Loizou, 1996;
Smits et al., 1996� used a conflicting-cue paradigm to probe
the above questions, those studies were done in quiet. To
answer the above questions, we will measure the slope and
frequency of the burst spectrum in quiet and in noise and
correlate these measurements with identification scores. We
chose those two acoustic parameters because they are rela-
tively simple to estimate in noise.

Previous studies examining stop consonant recognition
in noise �e.g., Miller and Nicely, 1955; Wang and Bilger,
1973; Pickett, 1957� have not addressed the above questions.
The studies by Pickett �1957� and Miller and Nicely �1955�
on consonant identification in noise assessed the effect of
noise on vowel/consonant perception, but only indirectly by
analyzing the confusion errors. Such an analysis, however,
leaves many questions unanswered and does not tell us spe-
cifically what caused the confusion errors. Only white noise
was used in the studies of Miller and Nicely �1955� and
Wang and Bilger �1973�, making it difficult to generalize
their findings to more realistic types of noise �e.g., multi-
talker babble�.

In summary, not many studies have assessed or quanti-
fied the perceptual effect of noise on vowel and consonant
perception. In this study, we take the first step in quantifying
the effect of multi-talker babble and continuous speech-
shaped noise on the spectra of vowels and stop consonants.
This paper attempts to answer several questions and has two
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interrelated aims. The first aim is to quantify the effect of
noise by means of acoustic analysis of the vowel and conso-
nant spectra. A subset of the aforementioned factors, known
to be important for vowel and stop-consonant identification,
will be assessed by comparing the acoustic parameters �e.g.,
spectral tilt, etc.� estimated in quiet with those estimated in
noise. The acoustic parameter comparisons are meant to an-
swer several questions, including the following. �1� How are
the vowel spectral envelopes �critical-band spectra� affected?
�2� How are the two formant frequencies �F1 and F2�, known
to be major cues to vowel recognition, affected? �3� How are
the spectral tilt and frequency of the burst spectra affected?
The above, and other, questions will be answered quantita-
tively by performing acoustic analysis of vowels and stop
consonants embedded in −5 to 10 dB noise.

The second aim of this paper is to assess the perceptual
effect of noise on vowel and stop-consonant identification.
This will be done by performing correlation analysis be-
tween the acoustic parameter values and the vowel/stop-
consonant identification scores. The second aim will be ad-
dressed in experiment 1. The results from the acoustic
analysis and experiment 1 taken together will provide valu-
able insights on the cues used by listeners to understand
speech in noise. Knowing how noise affects the spectrum of
speech is important for several reasons. For one, such knowl-
edge could help us design better noise reduction algorithms
that could potentially improve hearing-impaired listeners’
speech understanding in noise. Secondly, it could help us
better understand which speech features are perceptually ro-
bust in additive noise, and consequently which features lis-
teners attend to when identifying vowels or consonants in
noise.

II. ACOUSTIC ANALYSIS

A. Method

1. Speech material

The vowel material consisted of the vowels in the
words: “heed, hid, hayed, head, had, hod, hud, hood, hoed,
who’d, heard.” The stimuli were drawn from a large multi-
talker vowel set used by Hillenbrand et al. �1995�. A total of
66 vowel tokens were used for acoustic analysis: 33 vowels
produced by male speakers and 33 vowels produced by fe-
male speakers. There were 6 tokens for each of the 11 vow-
els, 3 produced by male speakers and 3 by female speakers.
A total of 20 different male speakers and 23 female speakers
produced the 66 vowel tokens. Each speaker produced only a
subset of the 11 vowels. The vowels were sampled at
16 kHz. Table I gives the steady-state F1 and F2 values of
the vowel stimuli used in this study. The F1 and F2 values

were sampled at the steady-state portion of the vowel and
averaged across all speakers. The steady-state F1 and F2
values �Table I� of the vowel stimuli used in this study were
provided by Hillenbrand et al. �1995�.

Consonant material consisted of the stop consonants in
VCV context, where V= / i a ,u/ and C= /b d g p t k/. The
stimuli were drawn from recordings made by Shannon et al.
�1999�. A total of 36 consonant tokens were used for acoustic
analysis: 18 consonants �6 stops�3 vowel contexts� pro-
duced by a male speaker and 18 consonants produced by a
female speaker. The consonants were sampled at 44.1 kHz.

2. Noise

Two types of noise were used, multi-talker babble �two
male and two female talkers� and speech-shaped noise. The
babble was taken from the AudiTEC CD �St. Louis� and was
sampled at 16 kHz. The speech-shaped noise �sampled at
20 kHz� was constructed by filtering white noise through a
60-tap FIR filter with a frequency response that matched the
long-term spectrum of the 11 male and 11 female vowels.
Noise was first up-sampled to the sampling frequency of the
vowel/consonant materials and then added to the vowels at
−5, 0, 5, and 10 dB. Figure 1 shows the averaged long-term
spectra of the multi-talker babble and speech-shaped noise.

3. Acoustic analysis of vowels

Prior to the acoustic analysis, the complete vowel data
set was manually segmented to �h Vowel d�. The starting and
ending times of the vocalic nuclei were measured by hand

TABLE I. Mean F1 and F2 frequencies �in Hz� of the vowels used in this study.

Had Hod Head Hayed Heard Hid Heed Hoed Hood Hud Who’d

F1 Male 627 786 555 438 466 384 331 500 424 629 319
Female 666 883 693 492 518 486 428 538 494 809 435

F2 Male 1910 1341 1851 2196 1377 2039 2311 868 992 1146 938
Female 2370 1682 1991 2437 1604 2332 2767 998 1102 1391 1384

FIG. 1. �Color online� The long-term spectra of the multi-talker babble and
continuous speech-shaped noise used in this study as maskers.
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from high-resolution digital spectrograms. To minimize the
effect of formant movements due to /h/ and /d/, acoustic
measurements were made starting from 20% of the vowel
duration and ending at 80% of the vowel duration.

a. Critical-band spectral difference measurements. In
order to quantify the effect of noise on different regions of
the spectrum, we measured the critical-band spectral differ-
ence between the clean and noisy vowels in two different
bands corresponding to the F1 and F2 regions. The measure-
ments were based on a critical-band vowel representation.
The critical-band spectra representation was chosen as it ap-
proximates the auditory “excitation patterns” �Plomp, 1970�
of the vowels. The critical-band spectra were computed as
follows.

The vocalic segment of the vowels �containing 20%–80%
of the vowel duration� was first filtered through a 21-channel
filterbank implemented using sixth-order Butterworth filters.
The center frequencies of the filterbank were chosen accord-
ing to critical-band spacing �Zwicker and Fastl, 1990� and
are given in Table II. Estimates of the vowel spectra were
then made by computing the root-mean-square �rms� energy
of the 21-filterbank outputs within 10-ms windows. The 21-
filterbank outputs provide approximations to the auditory ex-
citation patterns �Plomp, 1970; Klatt, 1982�.

The spectral difference between the clean and noisy vow-
els was then computed for two different frequency bands
spanning the 0–8 kHz bandwidth, using a normalized Eu-
clidean distance metric of the filterbank energies. This metric
is similar to that used by Plomp �1970� based on third-octave
bands and is used in our study for two reasons: �1� to quan-
tify the effect of noise in individual frequency bands and �2�
to assess the importance of spectral shape cues on vowel

identification, since the critical-band spectra contain only
gross peak information and no harmonic details. For the pur-
poses of this study, the Euclidean distance metric was nor-
malized by the energy of the clean spectrum within the speci-
fied frequency band. We found this normalization necessary
due to the inherent differences in spectral magnitude levels at
the low and high frequencies.

The two bands considered include a low-frequency �LF�
band spanning the 0–1 kHz region and a middle-frequency
�MF� band spanning the 1–2.7 kHz region. F1 typically re-
sides in the LF band, and F2 resides in the MF band. Two
spectral difference measurements were made, one for each
band, every 10 ms:

LF =
��i=1

9
�Fi

c − Fi
n�2

��i=1

9
�Fi

c�2
, �1a�

MF =
��i=10

15
�Fi

c − Fi
n�2

��i=10

15
�Fi

c�2
, �1b�

where Fi
c denotes the ith filterbank energy of the clean vowel

and Fi
n denotes the ith filterbank energy of the noisy vowel.

b. Measurements of formant frequency (F1 and F2)
presence. Formant frequency measurements were made
based on a 22-pole LPC spectrum computed over 20-ms
Hamming-windowed segments. The LPC spectrum was ob-
tained using a 2048-point FFT, yielding a 7.8-Hz frequency
resolution. The frequencies of the first seven spectral peaks
were extracted from the LPC spectrum every 20 ms. In order
to get reliable F1 and F2 frequency estimates, we estimated
the formant frequencies manually rather than using a peak-
picking algorithm. An interactive MATLAB program was
used that allowed the user to select among multiple spectral
peaks the peaks corresponding to F1 and F2. This was done
successively for each 20-ms segment of the vowel. The clean
vowel spectrum was overlaid to the noisy vowel spectrum in
order to get a rough estimate on the location of the F1/F2
frequencies of the noisy vowel spectra. Knowledge of acous-
tic phonetics played a role in the editing process, particularly
knowledge about the close proximity of F1 and F2 for vow-
els such as /a/ and /u/.

Although it is relatively easy to identify �at least manu-
ally� F1 and F2 in quiet or relatively high S/N conditions, it
is extremely difficult to identify F1 and F2 in extremely low
S/N conditions. For that reason, F1 and F2 measurements
were made only when the user felt confident that the selected
peaks represented F1/F2 and not noise. For consistency pur-
poses, several rules were adopted which classified each
frame into four categories: �1� F1 not present, �2� F2 not
present, �3� neither F1 nor F2 present, and �4� F1 and F2
reliably present. The percentage of frames that fell in each of
the four categories was recorded for further analysis.

A frame was classified into category 1 �F1 not detected�
whenever two or more peaks were present in the proximity1

of the F1 region of the noisy vowel spectrum. A frame was
classified into category 2 �F2 not detected� if either of the
following two conditions were satisfied: �a� two or more

TABLE II. Lower and upper-edge edge �−3 dB� frequencies of the critical
band filters.

Critical
band

Lower edge
frequencies

�Hz�

Upper edge
frequencies

�Hz�

Center
frequency

�Hz�
Bandwidth

�Hz�

1 0 100 50 100
2 100 200 150 100
3 200 300 250 100
4 300 400 350 100
5 400 510 450 110
6 510 630 570 120
7 630 770 700 140
8 770 920 840 150
9 920 1080 1000 160

10 1080 1270 1170 190
11 1270 1480 1370 210
12 1480 1720 1600 240
13 1720 2000 1850 280
14 2000 2320 2150 320
15 2320 2700 2500 380
16 2700 3150 2900 450
17 3150 3700 3400 550
18 3700 4400 4000 700
19 4400 53000 4800 900
20 5300 6400 5800 1100
21 6400 7700 7000 1300
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peaks were present in the proximity of the F2 region of the
noisy vowel spectrum and �b� multiple peaks were present in
the F1-F2 frequency range. A frame was classified into cat-
egory 4 whenever a single peak was found near the F1 and
F2 regions. Figure 2 shows example spectra from each cat-
egory.

For the frames in which both F1 and F2 formants were
reliably detected, we performed additional analysis to com-
pare the formant frequencies estimated in noise with those
estimated in quiet. We computed the absolute difference be-
tween the formant frequencies as follows:

�F1 = �F1
q − F1

n� ,
�2�

�F2 = �F2
q − F2

n� ,

where the superscript q indicates the formant frequency es-
timated in quiet and the superscript n indicates the corre-
sponding formant frequency estimated in noise.

4. Acoustic analysis of consonants

Prior to analysis, the complete VCV consonant data set
was manually segmented to �Vowel Consonant Vowel�. The
starting and ending times of the burst were measured by
hand from high-resolution digital spectrograms and displays
of the time waveform. Only the first 10 ms of the release
burst was considered, or the whole burst if smaller than
10 ms.

a. Burst frequency measurements. The burst frequency
is defined as the frequency corresponding to the largest spec-
tral magnitude of the burst spectrum �Liberman et al., 1952�.
Burst frequency measurements were made using a 20-pole
LPC spectrum. A Hamming window of 20 ms was used cen-
tered at the onset of the burst. In effect, only the latter half of
the Hamming window was multiplied with the 10 ms of the
release burst samples. The LPC spectrum was obtained using
a 512-point FFT.

The frequency of the maximum amplitude of spectral
peak was extracted from LPC spectra using a global peak-
picking algorithm. Table III gives the consonant burst fre-

FIG. 2. �Color online� Example LPC spectra showing the four different categories used to label detection of F1 and F2. Solid lines indicate the clean spectra,
and dashed lines indicate the corrupted vowel spectra. �Top left� Category 1: F1 not reliably detected because of multiple peaks in the proximity of F1 region.
�Top right� Category 2: F2 not reliably detected because multiple peaks were present in the F1-F2 region. �Lower left� Category 3: Neither F1 nor F2 reliably
detected. �lower right� Category 4: Both F1 and F2 reliably detected.
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quencies estimated in quiet. The differences in burst frequen-
cies between the clean and noisy burst spectra were
computed and recorded.

b. Spectral tilt measurements. Spectral tilt measure-
ments were made based on a four-pole LPC spectrum esti-
mated using a 512-point FFT �fast Fourier transform�. A low-
order LPC was chosen to capture the trend of the burst
spectrum while avoiding unnecessary details �e.g., peaks and
valleys� in the spectrum. The spectral tilt was computed by
evaluating the LPC magnitude spectrum at two frequencies,
at 1000 and 5000 Hz. Spectral tilt was calculated as the dif-
ference between the spectral magnitudes �in dB� at 1000 and
5000 Hz. This frequency range was chosen to ensure that F2
was included in the spectral tilt computation2 �Smits et al.,
1996�. The dB difference values can be easily converted into
slopes �in dB/Hz� by dividing the difference values by
4000 Hz �=5000–1000�. A positive slope is indicated by a
positive difference �rising spectrum�, a negative slope is in-
dicated by a negative difference �falling spectrum�, and a
slope close to zero �diffuse spectrum� is indicated by differ-
ence values close to zero. Figure 3 shows example LPC
spectra of /p/ and /t/ along with their corresponding spectral
tilt measurements.

B. Results

1. Vowels

The acoustic measurements of the critical-band differ-
ence metric and number of formants reliably detected are
shown in Figs. 4 and 5, respectively.

a. Critical-band spectral difference metric. Figure 4
shows the average critical-band spectral differences between
clean and noisy spectra for each of the two frequency bands
considered and for vowels embedded in speech-shaped noise
�top panel� and multi-talker babble �bottom panel�. Repeated
measures ANOVA of the mean spectral difference �between
noisy and clean vowels� of each vowel using noise type
�multi-talker babble and speech-shaped noise�, S/N level,
and frequency band �low- and middle-frequency bands� as
factors indicated a significant effect of noise type �F�1,10�
=7.18, p=0.023�, a significant effect of S/N level �F�3,30�
=11.7, p�0.005�, and a nonsignificant effect of frequency
band �F�1,10�=4.3, p=0.065�. All the interactions between
the within-subject factors were found to be significant �p
�0.05�. The interactions were partly caused by the fact that
noise �babble and steady-speech-shaped� affected the two
frequency bands of the vowel spectra differently depending
on the S/N level. These interactions are probed in more detail
below.

As shown in Fig. 4, the critical-band spectral difference
between clean and noisy vowels decreased as the S/N in-
creased. The largest spectral difference between the noisy
and clean vowel spectra occurred in the mid-frequency band
�1–2.7 kHz�. This suggests that the F2 region was heavily
masked by the noise. The F2 region was masked significantly
�p=0.049� more than the F1 region �low frequency band�
only for vowels corrupted by multi-talker babble at −5 dB
S/N. For vowels corrupted by speech-shaped noise, the dif-
ference between the spectral distance measurements obtained
for the low- and mid-frequency bands was not significant at
any S/N level. Further t tests, with Bonferroni correction,
indicated no statistically significant differences between the
corresponding critical-band difference metrics for the two
types of noise at any S/N level, suggesting that the two types
of noise examined in this study affected the spectrum in the
same way, at least for S/N levels higher than −5 dB.

b. Counts of formant frequencies. For reliability pur-
poses, a second experimenter worked independently and re-
measured 20% of the vowels embedded in the various S/N
conditions. The second experimenter made use of the same
software used by the first experimenter and the same rules
for classifying the frames into one of the four categories.

TABLE III. Burst frequencies �in Hz� of stop-consonants in three vowel
contexts.

Vowel
context

Stop consonant

/p/ /b/ /t/ /d/ /g/ /k/

/i/ 3575 1938 7321 6675 3252 3208
/a/ 1357 711 5103 5190 1852 1873
/U/ 797 840 4522 3811 1701 1701

FIG. 3. �Color online� Example estimation of burst spectral slopes of /p/ and
/t/. The dashed lines show the four-pole LPC spectra used for estimating the
spectral slope, and the solid lines show the original burst spectra of /p/ and
/t/. The vertical lines indicate the points �1000 and 5000 Hz� used to esti-
mate the dB differences.
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Results from recounting the number of F1 and F2 peaks
detected reliably in noise indicated an average difference of
less than 1% �across all S/N conditions� between the mea-
surements of the two experimenters.

Figure 5 shows the percentage of frames �out of a total of
539 frames� in which F1 and/or F2 were reliably identified
for vowels embedded in speech-shaped noise �top panel� and
for vowels embedded in multi-talker babble �bottom panel�
at various S/N levels. For the low S/N conditions, the first
formant �F1� was reliably identified more often compared to
the second formant �F2�. According to nonparametric tests
�Mann-Whitney test�, F1 was identified significantly �p
�0.05� more often than F2 in both types of noise.

F1 and F2 formants were identified significantly �p
=0.036� more often �according to Mann-Whitney tests� in
−5 dB S/N speech-shaped noise than in −5 dB S/N multi-
talker babble. No significant difference was found between
the number of the two formants �F1 and F2� identified in
babble and speech-shaped noise in other S/N conditions. F1
and F2 formants were reliably identified more than 50% of
the time only for S/N values of 5 dB and higher. In multi-
talker babble �5 dB S/N�, the F1 and F2 formants were iden-
tified 54.6% of the time, while in speech-shaped noise the
two formants were identified 62% of the time.

For the frames in which both formants were reliably iden-
tified, we computed the differences ��Fs as per Eq. �2�� be-
tween the true �estimated in quiet� formant frequencies and

the estimated formant frequencies in noise, averaged across
all vowels. The results are tabulated in Table IV for +5 and
+10 dB S/N. As can be seen from Table IV, the differences
in formant frequencies ��F’s� were extremely small. In fact,
the �F values were close to the difference limens �DLs� of
formant frequencies, known to be in the order of 1%–2% of
the formant frequencies �Flanagan, 1955; Hawks, 1994�.

2. Consonants

Acoustic measurements of the burst frequency and slope
are shown in Figs. 6 and 7, respectively.

a. Burst frequency measurements. Figure 6 shows the
burst frequency differences between measurements made in
noise and in quite, averaged across all stop consonants for

FIG. 4. �Color online� Mean spectral envelope differences �based on the
Euclidean distance metric� between the clean vowel spectra and noisy vowel
spectra in the low �LF� and middle �MF� frequency regions. Error bars
indicate standard errors of the mean. FIG. 5. �Color online� Percentage of vowel frames in which the F1 and/or

F2 formants were reliably detected in various noise conditions.

TABLE IV. Mean absolute differences in F1 and F2 values between formant
frequencies estimated in quite and those corrupted in +5 and +10 dB S/N.
These differences were estimated only for frames which contained reliable
F1 and F2 information.

Noise type
S/N level

�dB� �F1 �Hz� �F2 �Hz�

Multi-talker 5 19.3 27.6
Speech shaped 15.8 22.8
Multi-talker 10 12.4 20.0
Speech shaped 11.1 16.9
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different S/N levels and noise conditions. Repeated measures
ANOVA of the burst frequency deviation �difference� of each
stop consonant using noise type �multi-talker babble and
speech-shaped noise� and S/N level as factors indicated a
significant effect of noise type �F�1,5�=10.48, p=0.023�, a
significant effect of S/N level �F�3,15�=5.26, p=0.011�, and
a nonsignificant interaction between noise type and S/N
�F�3,15�=2.59, p=0.091�. Posthoc comparisons indicated a

significantly �p=0.016� larger deviation of the burst fre-
quency for multi-talker babble at 5 dB S/N. No significant
differences were found at the other S/N levels between the
deviations of the burst frequencies for the two types of noise.

b. Spectral slope measurements. Figure 7 shows the
mean spectral slopes of the labial and alveolar consonant
bursts at various S/N levels for speech-shaped noise �top
panel� and multi-talker babble �bottom panel�. The slopes
were given in terms of dB differences of the burst spectra
sampled at 5000 and 1000 Hz. The dB difference values can
be easily converted into slopes �in dB/Hz� by dividing the
difference values by 4000 �=5000–1000� Hz. A rising spec-
trum is indicated by a positive difference �positive slope�, a
falling spectrum is indicated by a negative difference �nega-
tive slope�, and a diffuse spectrum is indicated by difference
values close to zero. Repeated measures ANOVA of the burst
spectral slope of the stop consonants /b d p t/, using noise
type �multi-talker babble and speech-shaped noise� and S/N
level as factors, indicated a nonsignificant effect of noise
type �F�1,3�=0.0001, p=0.99�, a significant effect of S/N
level �F�3,9�=50.1, p�0.0005�, and a nonsignificant inter-
action between noise type and S/N �F�3,9�=0.087, p=0.96�.
The effect of noise type was nonsignificant, suggesting that
both types of noise affected the slope of the burst spectra the
same way. This can be partly explained by the fact that both
types of noise—babble and continuous speech-shaped
noise—had low-frequency dominance �Fig. 1� and conse-
quently affected the slope of the burst spectra the same way.

C. Discussion

Acoustic analysis indicated that the two types of noise
�multi-talker babble and speech-shaped noise� examined in
this study affected the vowel and stop-consonant spectra in a
similar way. The differences between babble and speech-
shaped noise were only prominent in extremely low S/N
�−5 dB� conditions. This was found to be true for nearly all
the acoustic parameters examined.

The vowel spectral difference measurements indicated a
nonuniform effect of noise in the various frequency bands, as
expected. The F2 region �1–2 kHz� was affected the most
�at least in −5 dB S/N�, suggesting that the second formant
was heavily masked by the noise. This conclusion is also
supported by the formant frequency data �Fig. 5� which in-
dicated that F2 was not detected as reliably as F1. In con-
trast, F1 was detected more reliably and a smaller spectral
difference between noisy and clean vowels was obtained for
the F1 region. This outcome is consistent with the findings of
the study by Diehl et al. �2003�, i.e., the F1 peak is more
resistant to noise than the F2 peak. These findings suggest
that in noise listeners must be identifying vowels with a good
F1 representation but a poor F2 representation. The question
of whether this will impair vowel recognition will be inves-
tigated in experiment 1.

The data from the spectral difference measurements are
not only important for understanding vowel perception in
noise, but are also important for the development of noise-
reduction algorithms. These findings point to a multi-band
approach for noise reduction in which individual frequency

FIG. 6. �Color online� Mean shift in burst frequency of noisy stops relative
to the burst frequency estimated in quiet. Error bars indicate standard de-
viations

FIG. 7. �Color online� Spectral slope measurements of the burst spectra in
terms of differences between the spectral magnitudes �in dB� at 1000 and
5000 Hz. A positive dB difference indicates a rising spectrum and a negative
dB difference indicates a falling spectrum.
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bands are treated differently by taking into account the non-
uniform effect of noise. In spectral-subtractive-type algo-
rithms �e.g., Boll, 1979�, for instance, different rules could
be applied to the low-, middle-, or high-frequency regions of
the spectrum. Such an approach was proposed in Kamath
and Loizou �2002� �see also Kamath, 2001� and could easily
be extended to multi-channel hearing aids and multi-channel
cochlear implants.

The formant frequency measurements indicated that F1
was identified reliably more often than F2. In multi-talker
babble at −5 dB S/N, F1 was identified 60% of the time
while F2 was identified only 30% of the time �these values
were obtained by summing the percentages of “F1 only” and
“F1&F2” in Fig. 5�. In speech-shaped noise at −5 dB S/N,
F1 was detected 64% of time, while F2 was detected 48% of
the time. There were substantial differences in reliable detec-
tion of F1 and F2 across vowels. In multi-talker babble
�−5 dB S/N�, for instance, the F1 of the vowel /É/ was iden-
tified most reliably �89%�, while the F1 of the vowel /Ä/ was
identified least reliably �34%�. F1 was generally identified
more reliably in vowels with low F1 values �e.g., /i/, /e/�. No
clear pattern emerged for F2 identification. The F2 of the
vowel /Ä/ was identified most reliably �47%�, while the F2 of
the vowel /u/ was identified least reliably �11%�. Significant
differences between the two types of noise in percentage of
formants identified were noted only for the extremely low
S/N level, −5 dB. These findings are also supported by the
critical-band spectral difference measurements—noise af-
fected the F2 region more than the F1 region. Since the first
two formants are known to be the primary cues to vowel
identification, one would expect to find a strong correlation
between presence of reliable F1 and F2 information and
vowel identification, and this is investigated in experiment 1.

As shown in Fig. 7, the spectral tilt was severely af-
fected. The spectral tilt of the alveolar stops �/t/, /d/�, which
is typically positive �see Fig. 3�, became negative for S/N
levels lower than 10 dB. Because of the low-pass nature of
the noise �Fig. 1�, the alveolar stops had now a falling spec-
trum. The spectral tilt of the labial stops �/b/, /p/� was not
affected; the labial spectra remained falling, but had a more
negative slope. It is questionable whether the change in spec-
tral tilt alone will affect stop-consonant identification in
noise, and this is investigated in experiment 1.

Consistent with the large changes in spectral tilt, the
burst frequencies were also greatly affected. The average
shift in burst frequency was 2500 Hz for S/N=−5, 0, and
5 dB, and 1500 Hz for S/N=10 dB. Particularly large shifts
of about 5000 Hz were observed for the alveolar stops, con-
sistent again with the reversal of the direction �sign� of the
spectral slope. Even a small amount of noise �S/N=10 dB�
produced a large shift in burst frequency, suggesting that the
burst frequency might not be a robust cue to place of articu-
lation, at least in noisy conditions.

III. EXPERIMENT 1: VOWEL AND STOP-CONSONANT
IDENTIFICATION IN NOISE

The acoustic analysis quantified the effect of noise on
the vowel and stop-consonant spectra. Several acoustic pa-

rameters such as the Euclidean distance metric between the
noisy and clean critical-band spectra, the number of formants
reliably detected, the spectral tilt, and so on, were extracted
and analyzed. But, to what degree do these parameters cor-
relate with perceptual data? This question is addressed in the
present experiment.

A. Subjects

Nine normal-hearing listeners �20 to 30 years of age�
participated in this experiment. All subjects were native
speakers of American English. The subjects were paid for
their participation. The subjects were undergraduate students
�not trained in phonetics� from the University of Texas at
Dallas.

B. Speech material

The same speech materials from acoustic analysis were
used.

C. Procedure

The experiments were performed on a PC equipped with
a Creative Labs SoundBlaster 16 soundcard. Stimuli were
played to the listeners at a comfortable level through
Sennheiser’s HD 250 Linear II circumaural headphones. A
graphical user interface was used that enabled the subjects to
indicate their response by clicking a button corresponding to
the word played.

The tests were conducted in two separate sessions, one
for the vowels and one for the consonants. Prior to each test
the subjects were presented with a practice session in which
the identity of the test syllables �vowels or consonants� was
displayed on the screen. In the practice session, the vowels
and consonants were presented in quiet. In the test session,
the vowels and consonants were completely randomized and
presented in noise �−5, 0, 5, 10 dB S/N� and in quiet with no
feedback. The order of the various S/N conditions was coun-
terbalanced among subjects. Six repetitions per speaker
group �female and male� were used for the vowel test, for a
total of 12 repetitions per vowel. Three repetitions per vowel
context and per speaker group were used for the consonant
test, for a total of 18 repetitions �=3�2 speaker groups�3
vowel contexts� per consonant.

D. Results

The mean percent scores on vowel and stop-consonant
identification are shown in Fig. 8 for different S/N levels and
in quiet. Repeated measures ANOVA of the vowel scores,
using noise type �multi-talker babble and speech-shaped
noise� and S/N level as factors, indicated a significant effect
of noise type �F�1,8�=17.51, p=0.003�, a significant effect
of S/N level �F�2,16�=62.2, p�0.0005�, and a significant
interaction between noise type and S/N level �F�2,16�
=11.04, p=0.001�. Identification scores of vowels corrupted
by multi-talker babble at −5 dB S/N were found to be sig-
nificantly �p=0.003� lower than the scores of the vowels
corrupted by speech-shaped noise. There was no statistically
significant difference in vowel identification scores for the 0
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and 5 dB conditions between the two types of noise. In quiet,
the vowels were identified with 98.5% accuracy,3 while the
stop-consonants were identified perfectly �100% correct� by
all listeners.

The individual vowel identification scores are given in
Fig. 9. Vowel identification remained high �90% correct� at 0
and 5 dB S/N levels, and dropped to 74% and 60% correct at
−5 dB S/N for speech-shaped noise and babble respectively.
At −5 dB S/N, the lowest score was obtained for the vowel
/o/ and the highest score was obtained for the vowel /i/. The
aggregate confusion matrix �compiled across all subjects� for
the −5 dB condition is given in Table V. The vowels in the
matrices are arranged in order of increasing F1. Adjacent
vowels have therefore similar F1. The vowels in Table V are
further arranged in four groups, enclosed in rectangles, ac-
cording to whether they have generally low, medium, high,
or very high F1 frequency. Most of the vowel confusions
were along the main diagonal. The confusions which fell
near the main diagonal and within the individual rectangles
�groups� were caused by vowels with similar F1 but different
F2. This suggests that listeners were using primarily F1 in-
formation to identify vowels, since the F2 region was heavily
corrupted, but not necessarily obscured, by the noise �see
Fig. 4; more on this in Sec. III E�. The most dominant con-
fusions between vowels with similar F1 included the pairs

/o/-/É/, /o/-/e/, /É/-/U/, /I/-/U/, and /�/-/#/. Confusions that
fell off the main diagonal and outside the rectangles indi-
cated that the first formant was not perceived correctly.
These included the confusions between the vowel pairs /Ä/-/
æ/, /U/-/u/, /I/-/�/, /#/-/Ä/, and /�/-/æ/. Note that the vowels in
the pairs /U/-/u/, /I/-/�/, and /#/-/Ä/ had similar F2.

ANOVA performed on the consonant scores indicated a
significant effect of noise type �F�1,8�=9.36, p=0.016�, a
significant effect of S/N level �F�2,16�=7.17, p=0.06�, and
a significant interaction between noise type and S/N level
�F�2,16�=7.09, p=0.006�. Identification scores of stop-
consonants corrupted by multi-talker babble at −5 dB S/N
were found to be significantly �p=0.002� lower than the
scores of consonants corrupted by speech-shaped noise.
There was no statistically significant difference in consonant
identification between the two types of noise for the 0 or
5 dB conditions.

The individual stop-consonant identification scores are
given in Fig. 10. Stop-consonant identification was impaired
only at −5 dB S/N. At −5 dB, the lowest scores were ob-
tained for the labial consonants /b/ and /p/. We suspect that
this is because the babble noise �and speech-shaped noise�
masks the low frequencies more than the high frequencies.
The alveolar consonants have a spectral prominence in the
mid to high frequencies and are therefore less susceptible to
masking by the type of noise used in this study �Fig. 1�. The
aggregate confusion matrix �compiled across all subjects� for
the −5 dB condition is given in Table VI. As can be seen,
most of the confusions were place errors, consistent with the
findings of Miller and Nicely �1955�.

FIG. 8. �Color online� Mean stop-consonant and vowel recognition in noise
and in quiet. Error bars indicate standard deviations.

FIG. 9. �Color line� Individual vowel identification in noise. Error bars
indicate standard deviations.
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Correlation analysis �see Table VII� was performed be-
tween the vowel identification scores and the corresponding
acoustic parameter values. For the critical-band difference
metric, separate analysis was performed for the low-
frequency �LF� band, the middle-frequency �MF� band, the
low- and middle-frequency bands �LF+MF� combined and
the whole spectrum �indicated as WF in Table VII�. In the
whole-spectrum analysis, the normalized Euclidean metric
�Eq. �1�� was computed between the clean and noisy vowel
spectra taking the whole bandwidth �0–8 kHz� into consid-
eration, i.e., all 21 critical bands were included in the sum-
mation in Eq. �1�. For the formant-frequency count data,
separate correlation analysis was performed between the per-
centage of F1 identified and vowel identification scores, be-
tween the percentage of F2 identified and vowel scores, and
between the percentage of both F1 and F2 �F1+F2� identi-
fied and vowel scores. Pearson’s correlation analysis was
used for the critical-band difference metric, and nonparamet-
ric Spearman’s correlation analysis was used for the formant-
frequency count data. Multiple-linear regression analysis was
used for the LF+MF and F1+F2 data. The correlation coef-
ficients �r� along with the corresponding p values are tabu-
lated in Table VII for both speech-shaped noise and multi-
talker babble at −5 and 0 dB S/N. No correlation was
performed for the 5 dB condition because of ceiling effects.

A modestly high correlation �r=0.724� was found be-
tween the critical-band difference metric of the low fre-
quency band �LF; Eq. �1a�� and vowel identification in multi-
talker babble at −5 dB S/N �see Table VII�. The correlation
coefficient �r=0.558� for the LF band obtained for vowels in
speech-shaped noise was not significant �p=0.07�. A signifi-
cant correlation was also found between the critical-band dif-
ference metric of the combined LF+MF bands and vowel

TABLE V. Aggregate confusion matrices obtained in identification of vowels corrupted with noise at −5 dB
S/N.

FIG. 10. �Color online� Individual stop-consonant identification in noise.
Error bars indicate standard deviations.
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identification in −5 dB S/N for both multi-talker babble and
speech-shaped noise conditions. No other significant correla-
tions were found at −5 and 0 dB S/N in either babble or
speech-shaped conditions. No significant correlations were
found between the count of formant frequencies �F1, F2,
F1+F2� and vowel identification at −5 and 0 dB S/N for
either babble or speech-shaped noise conditions.

E. Discussion

One of the main goals of this study was to understand
the cues used by listeners for vowel and stop-consonant rec-
ognition in noise. The good identification performance in
vowel and stop recognition at −5 dB S/N challenged some of
the traditional cues �e.g., formant frequencies, release burst,
etc.� known to be important for vowel and stop perception, at
least in quiet.

Vowel identification scores remained moderately high
�75% correct in speech-shaped noise and 60% correct in
babble� at −5 dB S/N despite the absence of clear and coher-
ent F1 and F2 information. We exclude the possibility that
listeners utilized exclusively formant frequency cues �F1 and
F2 frequencies� for the main reason that the F2 region was
heavily masked by the noise and F2 was not reliably identi-
fied �see Fig. 5�. Only access to F1 information was reliable
as evidenced by the formant frequency count data �Fig. 5�.
We also rule out the possibility that listeners utilized exclu-
sively whole-spectrum shape cues to identify vowels because
vowels with dissimilar spectral shapes were not identified
correctly �Table V�. This is illustrated in the example shown
in Fig. 11 which compares the excitation patterns of the vow-
els /�/ and /#/ embedded in −5 dB babble. The excitation
pattern of the vowel /�/ is distinctly different from that of the
vowel /#/ as it is characterized by two peaks in the F2 region.
In contrast, the excitation pattern of the vowel /#/ has no
peak in the F2 region, as it has a low F2 frequency. Yet, the
vowel /�/ was confused with the vowel /#/ 17% of the time in
babble noise �S/N=−5 dB�. Similarly, the confusion of /o/
with /e/ cannot be explained by a pattern matching mecha-

nism which relies on spectral shape information, since the
excitation patterns of these vowels differ greatly in the F2
region �the difference between the F2 frequencies of these
two vowels is larger than 1000 Hz�. Further evidence is pro-
vided by the absence of correlation between the whole-
spectrum difference metric �WF� and vowel identification
scores �see Table VII�.

The data from Figs. 4 and 5 taken together suggest that
noise �babble and speech-shaped� produced vowels that have
a poor �but not necessarily obscure� F2 representation, but a
reasonably good F1 representation. Listeners must therefore
be relying primarily on F1 frequency information to identify
vowels in noise. Evidence of this is provided by the pattern
of the vowel confusion errors �Table V�. The most dominant
confusions occurred along the main diagonal, i.e., between
vowels that had similar F1 but different F2 �recall that the
vowels in Table V are arranged in increasing F1, hence ad-
jacent vowels have similar F1�. Among the most dominant

TABLE VI. Aggregate confusion matrices obtained in identification of stop-
consonants corrupted with noise at −5 dB S/N.

Speech-shaped noise �S/N=−5 dB�

/b/ /d/ /g/ /k/ /p/ /t/

/b/ 80 17 1 1 1
/d/ 1 98 1
/g/ 1 87 10 1
/k/ 1 98 1
/p/ 11 88
/t/ 99

Babble �S/N=−5 dB�
/b/ 78 6 2 2 12
/d/ 90 9
/g/ 6 84 8 1
/k/ 97 1 1
/p/ 1 1 3 33 50 13
/t/ 1 99

TABLE VII. Correlation analysis between critical-band spectral differences
of noisy and clean vowels for four different frequency regions �LF
=0–1 kHz, MF=1–2.7 kHz, LF+MF=0–2.7 kHz, and WF=0–8 kHz�
and vowel identification scores �top�. Correlation analysis between presence
of F1/F2 frequency information in noisy vowels and vowel identification
scores �bottom�. Correlation coefficients �r� with the corresponding p values
are given in the two rightmost columns. Sample size for the correlation
analysis was n=11.

Noise type S/N �dB�
Independent

variable r p

Speech shaped −5 dB LF 0.558 0.075
MF −0.491 0.125
LF+MF 0.733 0.046
WF 0.358 0.280

0 dB LF 0.183 0.589
MF −0.169 0.620
LF+MF 0.251 0.770
WF 0.135 0.692

Multi-talker
babble

−5 dB LF 0.724 0.012

MF −0.468 0.146
LF+MF 0.850 0.006
WF 0.474 0.141

0 dB LF 0.006 0.985
MF −0.355 0.285
LF+MF 0.355 0.584
WF −0.090 0.791

Speech shaped −5 dB F1 −0.351 0.290
F2 0.486 0.129
F1+F2 0.369 0.264

0 dB F1 0.064 0.854
F2 0.073 0.830
F1+f2 0.021 0.950

Multi-talker
babble

−5 dB F1 −0.282 0.401

F2 0.032 0.926
F1+F2 0.100 0.770

0 dB F1 0.027 0.936
F2 0.016 0.962
F1+F2 0.279 0.406

J. Acoust. Soc. Am., Vol. 118, No. 6, December 2005 G. Parikh and P. C. Loizou: Effect of noise on perception 3885



confusions included the pairs /o/-/É/,/o/-/e/,/É/-/U/,/I/-/U/,
/�/-/#/. Hence, although listeners might not have a coherent
idea on the location of both F1 and F2 frequencies, they had
a good indication about the location of F1 and only a vague
idea about the location of F2. Previous studies �e.g., Dubno
and Dorman, 1987� have shown that that alone is sufficient
for vowel identification. In the study by Dubno and Dorman
�1987�, for instance, listeners identified with greater than
95% accuracy six �synthetic� front vowels which had a nor-
mal F1 but higher frequency formants represented by a broad
spectral plateau ranging from 1600 to 3500 Hz �i.e., F2 and
F3 were flattened�. We find it unlikely that a spectral-shape
pattern matching mechanism based on the F1-region alone is
responsible for the confusion patterns shown in Table V. We
base this assertion on prior evidence from the study by Bed-
dor and Hawkins �1990� where they showed that the per-
ceived quality of vowels with prominent F1 peak is domi-
nated primarily by the frequency of F1 rather than the
spectral envelope. Our data from the critical-band difference
metric �Fig. 4� suggest that the F1 peak remained prominent
in noise.

The critical-band difference metric and the counts of F2
detection suggest a poor F2 representation due to the rela-
tively heavy masking of the F2 region by noise. Despite that,
the F2 region seems to contain some useful information. Evi-
dence of this is given by the lack of confusion errors between
the vowels /i/ and /u/. These vowels have nearly identical F1
but markedly different F2 frequencies �as much as 1300 Hz�.
We would therefore expect a large number of confusions
between these two vowels if noise had completely obscured

all information in the F2 region. But, the vowels /i/ and /u/
were rarely confused with each other by the listeners �Table
V�. Hence, listeners must be utilizing, in addition to F1 fre-
quency information, some other form of information about
F2. One possibility is that listeners are making use of partial
spectral shape information contained in the F1-F2 region.
This observation is collaborated with the data from the cor-
relation analysis of the critical-band difference metric and
the identification scores. A significant correlation was found
between spectral envelope differences of noisy and clean
vowels in the low-to-mid frequencies �based on the compos-
ite LF+MF difference metric� and vowel identification at
−5 dB S/N. In the absence of enough formant frequency in-
formation listeners must be relying on other cues to identify
vowels in extremely low S/N conditions. Other cues prob-
ably used by listeners �but not examined in this study� in-
clude vowel duration, spectral change, and formant contours.
The salience of spectral change and formant contour cues in
extremely low S/N conditions, however, is questionable and
needs further investigation.

Stop-consonant identification remained high �80%–90%
correct� even at −5 dB S/N. This was achieved despite the
fact that both spectral tilt and burst frequency were signifi-
cantly altered by the noise. The tilt of the alveolar burst
spectra became negative after adding noise. Yet, the alveolar
stops were identified perfectly �see Fig. 10� even at −5 dB.
Previous studies �e.g., Smits et al., 1996� have shown that
the velar bursts are efficient cues to place of articulation, at
least in quiet. In our study, the velar burst spectra were se-
verely altered by noise, yet the identification of /k/ remained

FIG. 11. �Color online� Excitation patterns of the vowel /�/ �top panel� and vowel /#/ �bottom panel� estimated in quiet �dashed lines� and in −5 dB S/N babble
noise �solid lines�. These patterns were computed based on a 20-ms segment of the vowels extracted from the steady-state portion of the words “head” and
“hud” produced by a male speaker. Arrows show the locations of the F1 and F2 formants in quiet.
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at near 100%, and the identification of /g/ was only modestly
affected at −5 dB. In summary, changes to the burst spectra
did not impair stop-consonant identification. This suggests
that in the presence of noise, the burst cues become unreli-
able and listeners must be relying on other cues, perhaps
formant transitions and/or spectral change, to identify stops.

The present study assessed the perceptual and acoustic
differences between babble and continuous speech-shaped
noise. The data from acoustic analysis indicate no significant
differences in the way the two types of noise affected the
speech spectra, at least for S/N levels higher than and includ-
ing 0 dB. Consistent with the data from acoustic analysis,
listeners identified vowels and stop-consonants corrupted by
babble and speech-shaped noise with the same accuracy at 0,
5, and 10 dB S/N. Identification scores were significantly
lower only for multi-talker babble at −5 dB S/N. In brief, the
data from this study indicate that the two types of noise
examined are perceptually and acoustically equivalent, at
least for low to moderate S/N levels �0–10 dB� and for
single words presented in isolation.

IV. SUMMARY AND CONCLUSIONS

This study assessed the perceptual and acoustic effects
of multi-talker babble and continuous speech-shaped noise
on the vowel and stop-consonant spectra. Noise was added to
vowel and stop-consonant stimuli at −5 to +10 dB S/N, and
the spectra were examined by means of acoustic analysis.
Acoustic analysis indicated the following.

�i� At −5 dB S/N, the largest spectral envelope difference
between the noisy and clean vowel spectra occurred
in the mid-frequency band �1–2.7 kHz� for both types
of noise. This suggests that the second formant is
heavily masked by noise at very low S/N levels.

�ii� The first formant �F1� was reliably detected in noise
more often than F2, suggesting that listeners had ac-
cess to correct F1 information but vague information
about F2.

�iii� There was a large shift �of about 2500 Hz� of the
apparent burst frequency of the stop consonants with
the addition of noise.

�iv� The spectral slope of the consonant burst spectra was
severely affected by noise. The alveolar stops �/d t/�
which originally had a positive slope �rising spec-
trum� had now a negative slope �falling spectrum� for
all S/N levels except for +10 dB S/N. This pattern
was consistent with both types of noise.

The above acoustic parameters were subjected to correlation
analysis with vowel and stop-consonant identification scores
collected in experiment 1. The perception study and correla-
tion analysis indicated the following.

�i� Vowel identification scores remained moderately high
�75% correct in speech-shaped noise and 60% correct
in babble� at −5 dB S/N despite the absence of clear
and coherent F1 and F2 information. Based on acous-
tic analysis data �Figs. 4 and 5�, we infer that at low
S/N conditions listeners must be relying on relatively

accurate F1 frequency information along with partial
F2 information to identify vowels in noise.

�ii� Identification scores of vowels and consonants cor-
rupted by multi-talker babble at −5 dB S/N were sig-
nificantly lower than the corresponding scores ob-
tained in speech-shaped noise. No significant
differences were observed between identification
scores of vowels �and consonants� corrupted by multi-
talker babble and speech-shaped noise at S/N levels
higher than −5 dB.

�iii� Stop-consonant identification remained high �80%–
90% correct� even at −5 dB S/N, despite the fact that
both the spectral tilt and burst frequency were signifi-
cantly altered by the noise. This suggests that listeners
must be relying on other cues, perhaps formant tran-
sitions, to identify stops.
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Although many audio-visual speech experiments have focused on situations where the presence of
an incongruent visual speech signal influences the perceived utterance heard by an observer, there
are also documented examples of a related effect in which the presence of an incongruent audio
speech signal influences the perceived utterance seen by an observer. This study examined the
effects that different distracting audio signals had on performance in a color and number keyword
speechreading task. When the distracting sound was noise, time-reversed speech, or continuous
speech, it had no effect on speechreading. However, when the distracting audio signal consisted of
speech that started at the same time as the visual stimulus, speechreading performance was
substantially degraded. This degradation did not depend on the semantic similarity between the
target and masker speech, but it was substantially reduced when the onset of the audio speech was
shifted relative to that of the visual stimulus. Overall, these results suggest that visual speech
perception is impaired by the presence of a simultaneous mismatched audio speech signal, but that
other types of audio distracters have little effect on speechreading performance.
�DOI: 10.1121/1.2126932�
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I. INTRODUCTION

Although speech is often considered to be an auditory
stimulus, there are many situations where visual cues have a
strong influence on the perception of spoken utterances. The
contributions that visual cues make to speech perception are
most noticeable in environments where the audio portion of
the speech is degraded by noise, room reverberation, or hear-
ing impairment. In these adverse listening situations, the vi-
sual cues provided by the movements of the talker’s face can
improve speech intelligibility by as much as a 12-dB in-
crease in the signal-to-noise ratio �SNR� of the audible
speech signal �Sumby and Pollack, 1954; Grant and Walden,
1996; Summerfield, 1992�. Visual cues can also improve in-
telligibility in quiet listening situations when the utterances
are difficult to understand because they are spoken in a for-
eign language or by a talker with a heavy accent �Reisberg,
1978�. And, in extreme cases where the audio signal is com-
pletely absent or the listener is profoundly deaf, speechread-
ing cues alone can be used to extract a substantial amount of
information from visual-only speech stimuli �Summerfield,
1987�.

While it is clear that visual speech cues influence speech
perception when the audio signal is degraded, it is also true
that normal-hearing listeners in quiet environments can usu-
ally achieve 100% intelligibility with audio-only speech
stimuli. This makes it tempting to assume that visual speech
cues provide purely redundant phonetic information that is
used only when the audio signal is somehow corrupted.
However, experiments conducted with mismatched audio-
visual �AV� speech stimuli have shown that vision can influ-
ence speech perception even when the audio portion of the
stimulus is perfectly intelligible. The most compelling ex-

ample of AV speech integration in a quiet listening environ-
ment is the “McGurk” effect, in which observers who are
exposed to a visual representation of one word and an audi-
tory representation of another word often report that they
“hear” a third word that was not actually present in the
stimulus �McGurk and McDonald, 1976�. For example, lis-
teners who see a talker saying “aga” and listen to a talker
saying “aba” consistently report that they hear the talker say-
ing “ada.” This is an extremely robust effect which has been
shown to occur in different languages �Fuster-Duran, 1996�,
in infants �Burnham and Dodd, 1996�, and even in cases
where there is an obvious mismatch between the gender of
the visible face and the gender of the audible voice �Green,
1996� or between the spatial location of the visible face and
the audible voice �Jones and Munhall, 1997�.

The robustness of the McGurk effect across a wide
range of laboratory conditions suggests that a similar kind of
AV fusion may occur in real-word face-to-face conversa-
tions. The specific details of this fusion process are not yet
clear, but there are indications in the literature that this fusion
is, in part at least, a preattentive process that cannot be vol-
untarily controlled by the observer. Strong evidence for the
involuntary nature of AV speech integration is provided by a
series of experiments by Massaro �1987, 1998� in which sub-
jects were presented with McGurk-like AV speech signals
and instructed to pay attention only to the audio portions,
both the audio and visual portions, or only to the visual por-
tions of the stimuli. The results showed that listeners per-
formed similarly in the “attend to the audio” and “attend to
both audio and visual” conditions of the experiments, sug-
gesting that the discrepant visual portion of a McGurk stimu-
lus actually changes what the listener “hears” the talker say
and that the listener cannot voluntarily ignore the visual cues
and attend only to the auditory portion of the stimulus.1a�Electronic mail: douglas.brungart@wpafb.af.mil
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In the third condition of the Massaro experiments, in
which the subjects were instructed to attend only to the vi-
sual portions of the stimuli, the audio portion of the stimulus
had less effect than it did in the “attend to both audio and
visual” condition but still had a strong influence on the
speechreading responses of the subjects. For example, in the
1998 experiment, Massaro instructed his subjects to focus on
the visual portion of a spoken /ba/ or /da/ syllable and deter-
mine whether the visible face produced a /b/ or /d/, and he
found that performance dropped from roughly 95% correct
identifications of the visible syllable to roughly 70% correct
responses when a mismatched audio signal was added to a
visual-only speech stimulus. This indicates the existence of a
cross-modal interference effect �Dekle et al., 1992� in which
an observer’s ability to accurately speechread utterances spo-
ken by a visible talker is impaired by the presence of an
incongruent auditory stimulus.

Although Massaro’s experiments were not directly fo-
cused on the cross-modal interference that an incongruent
audio signal can cause during speechreading, at least two
other experiments have been conducted for the express pur-
pose of quantifying the magnitude of this effect. The first
was an experiment by Easton and Basala �1982� in which
subjects were asked to speechread visual speech stimuli that
were either presented without sound or dubbed with a differ-
ent audible monosyllable word than the one spoken by the
visible talker �Easton and Basala, 1982�. As in the Massaro
experiment, the subjects were instructed to ignore the audio
signal and focus on identifying the word spoken by the vis-
ible talker. The results showed that speechreading perfor-
mance was substantially worse in the mismatched audio con-
dition than in the no-sound condition, both in an open
response word identification task �5% versus 19% correct
responses� and in a multiple choice word identification task
�42% versus 90% correct responses�.

The interfering effect that incongruent audio speech has
on visual speech perception was revisited in a 1992 experi-
ment by Dekle et al. �1992�, who observed that the stimuli
used by Easton and Basala’s 1982 experiment may have sys-
tematically overestimated the effect of the cross-modal inter-
ference effect by dubbing audio words onto the visual stimuli
that were optically identical to the words spoken by the vis-
ible talker. For example, one of the mismatched AV stimuli
in the Easton and Basala experiment combined the visible
word “word” with the audible word “whirl.” Because these
two words have the same vowels and beginning and ending
consonants with the same places of articulation, it is unlikely
that they can be distinguished from one another visually
�Summerfield, 1987�. Thus, it is not surprising that a subject
presented with the visual stimulus “word” and the visually
identical audio stimulus “whirl” would respond with the
word “whirl” both in a word identification test and in a mul-
tiple choice test containing both alternatives.

In order to address this potential confound, Dekle and
her colleagues conducted an experiment with word pairs that
were specifically chosen to have discrepant optically and
acoustically signaled place-of-articulation information in an
attempt to maximize the effect of visual information on the
perception of the heard words. The subjects in this experi-

ment were again instructed to ignore the audio signal and
identify the word spoken by the visual talker from a three-
item list containing the visual word, the audio word, and the
expected McGurk fusion of the two. The result was a much
smaller decrease in speechreading performance in the mis-
dubbed condition relative to the no-audio condition �55%
versus 69% correct identifications� than the one reported in
the earlier experiment by Easton and Basala.

Although the Dekle et al. experiment found a smaller
effect than the Easton and Basala experiment, both reported
the same general result as the experiment by Massaro:
namely, that it was significantly more difficult to speechread
visual speech signals that were dubbed with mismatched au-
dio speech signals than it was to speechread visual speech
signals that were presented without an auditory stimulus.
This begs the question of whether the presence of any arbi-
trary audio stimulus might also interfere with speechreading
ability. Thus far, the results of studies examining this ques-
tion have been inconclusive. Markides �1989� examined
speechreading ability in three audio conditions �quiet,
speech-shaped Gaussian noise, and classroom noise� and
found that the addition of classroom noise resulted in a sig-
nificant decrease in speechreading performance relative to
the quiet condition, but that the addition of speech-shaped
Gaussian noise did not. Lyxell and Ronnberg �1993� also
examined speechreading performance in three audio condi-
tions �quiet, continuous white noise, and continuous speech
read from a newspaper� and found that neither of the two
audio distracters produced any significant decrease in
speechreading performance. Thus, although it is apparent
that some sounds interfere with speechreading and some do
not, the acoustic features that determine whether or not any
particular audio signal will interfere with speechreading are
not yet known. In this paper, we describe a series of experi-
ments that used a sentence-based speechreading task to fur-
ther explore the effects that interfering audio signals have on
visual speech perception.

II. EXPERIMENT 1: SPEECHREADING PERFORMANCE
WITH A DISTRACTING AUDIO SIGNAL

A. Methods

1. Subjects

Nine volunteer subjects, five males and four females,
were paid to participate in the experiment. All had normal
hearing ��15 dB HL from 500 Hz to 8 kHz�, and their ages
ranged from 21 to 55 years. All of the subjects were native
speakers of US English, and all had participated in previous
audio experiments that utilized audio speech materials simi-
lar to those used in this experiment, but none had previous
experience in AV speech experiments.

2. Stimulus materials

The speech materials used in the experiment were based
on the coordinate response measure �CRM�, a call-sign-
based measure of speech intelligibility with a limited vo-
cabulary of color and number responses �Moore, 1981�. The
CRM stimuli used in this experiment consisted of phrases of
the form “Ready �call sign� go to �color� �number� now”
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spoken with the call sign “Baron” and all possible combina-
tions of four colors �“blue,” “green,” “red,” “white,”� and
eight numbers �1–8�. Thus, a typical example of a CRM
sentence would be the phrase “Ready Baron go to blue five
now.”

AV recordings of these CRM phrases were made in the
corner of a large anechoic chamber with a digital video cam-
era �Sony Digital Handycam� located roughly 1.5 m in front
of the talker. Two native speakers of US English, one male
and one female, were recruited to serve as talkers. These
talkers stood in front of a black, acoustically transparent
background covering the wedges on the wall of the anechoic
chamber and were instructed to repeat the CRM phrases at a
monotone level while keeping their heads as still as possible.
The audio track was recorded directly onto the digital video-
tape �16 bits, 22.05 kHz sampling rate� and breaks were in-
serted between the CRM phrases to avoid any effects of
coarticulation between consecutive recordings. The resulting
videotapes were digitally downloaded onto a PC where they
were partitioned into different individual AVI files for each
of the 128 recorded phrases. Note that the AVI format was
selected because it uses a file structure that physically inter-
leaves the audio and visual components of the data stream to
minimize the possibility of any audio-visual asynchrony in
the playback of the stimulus. After the video files were
downloaded, a commercially available video editor �Virtu-
alDub� was used to crop the frames of the AVI files around
the locations of the talkers’ heads, convert them from color
to grayscale, and compress them with the Indeo 5.1 codec.2

Figure 1 shows example frames from the CRM AVIs for the
male and female talkers used in these experiments. The CRM
utterances were approximately 2000 ms long, and the AVI
files contained a short period of silence both before and after
the actual utterance. Appendix A provides more details about
the pacing of the CRM phrases, as well as an analysis of the
variability in the onset of the color and number keywords
within and across the two talkers used to collect the AV
corpus.

3. Procedure

The experiments were conducted in a quiet listening
room with the subject seated in front of the CRT of a control
computer �Pentium III PC� while wearing stereo headphones
�AKG K240DF�. Prior to each trial of the experiment, a
MATLAB script running on the control computer randomly

selected one of the 32 AVI phrases in the corpus containing
the call sign “Baron.” The audio signal associated with this
AVI file was then stripped off, processed in MATLAB, and
redubbed onto the visual signal with a scripted call to the
VirtualDub multimedia processing program. This redubbed
AVI file was presented to the subject through a call to the
Windows Multimedia Player. Finally, the listeners were
asked to identify the color and number combination con-
tained in the target phrase spoken by the visible target talker
by using the mouse to select the appropriate digit from an
array of colored numbers displayed on the CRT of the con-
trol computer.

A total of five different audio conditions were tested in
the experiment:

(i) No audio, where no audio signal was presented;
(ii) Noise, where the audio signal was a random noise

that was filtered to match the overall average spec-
trum of the phrases in the CRM corpus and rectangu-
larly gated on and off to correspond to the beginning
and end of the CRM phrase spoken by the visual tar-
get talker;

(iii) Miscued speech, where the video was redubbed with
the audio signal from a phrase in the CRM corpus
that was addressed to the call sign “Baron” but con-
tained a different color and a different number than
the visible target phrase. This miscued audio signal
was time shifted to place the onset of the word
“ready” at the same point as the onset of the word
“ready” in the target AVI file (i.e., at the same time as
the “ready” in the visual stimulus);

(iv) Irrelevant speech, in which the audio signal was a
continuous narrative of a different prerecorded talker
than the target talker reading from the children’s story
Danny the Champion of the World by Roald Dahl
(1998). This story was recorded separately onto an
audio CD that played continuously while the subject
participated in the experiment. Prior to this condition,
each subject was forced to listen to the entire prere-
corded passage three times in order to prevent them
from being distracted by the content of the irrelevant
speech signal during actual data collection;

(v) Reversed speech, which was identical to the irrelevant
speech condition except that the continuous audio
speech file was time reversed prior to being played to
the subject during the experiment.

The data were collected in blocks of 60 consecutive tri-
als with the same target talker and the same audio condition.
In the no-audio and noise conditions of the experiment, each
of the nine subjects participated in two blocks of trials with
the male target talker and two blocks with the female target
talker. In the miscued, reversed, and irrelevant speech condi-
tions of the experiment, two blocks were collected with each
of the target talkers in a same-sex condition, where the
dubbed audio signal was spoken by a talker who was the
same sex as the visible talker, and two additional blocks were
collected with each of the target talkers in a different-sex
condition, where the dubbed audio signal was spoken by a
talker who was different in sex than the visible talker.

FIG. 1. Example frames from the CRM AVIs recorded for the male and
female talkers used in the experiments.
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B. Results

Figure 2 shows the overall percentages of correct color
and number identifications in each condition tested in experi-
ment 1. The different groups of bars represent different audio
conditions, and the shaded bars show the conditions where
the audio stimulus was speech that was spoken by a talker
who was of the opposite sex of the visual target talker. The
arcsine-transformed3 percentages of correct responses were
also analyzed with a two-factor, within-subjects repeated
measures ANOVA, with target talker sex �male or female�
and audio condition �no audio, noise, same-sex miscued
speech, different-sex miscued speech, same-sex irrelevant
speech, different-sex irrelevant speech, same-sex reversed
speech, and different-sex reversed speech� as the two factors.
The results of this ANOVA indicated that there were signifi-
cant main effects of both target talker �F�1,8�=31.87, p
�0.001� and audio condition �F�7,56�=16.38, p�0.0001�,
and that there was a significant interaction between these two
factors �F�7,56�=4.05, p�0.001�.

A post-hoc test �Tukey HSD� was then conducted to
look for significant performance differences across the eight
audio conditions tested in the experiment. The results of this
test showed that performance in the two miscued speech con-
ditions was significantly worse than in the no-audio, noise,
irrelevant speech, and reversed speech conditions, but that
there were no other significant differences across any of the
audio conditions in the experiment.

C. Discussion

1. Overall speechreading performance

In the no-audio condition of the experiment, the subjects
on average correctly identified both the color and the number
in 63% of the stimulus presentations. Their ability to perform
this well in a speechreading task without any training or
feedback was probably the result of at least three contribut-
ing factors: �1� there were only four possible color and eight
possible number response alternatives in the CRM corpus;
�2� all of the color and number words contained at least one
viseme that optically distinguished it from the other response

alternatives in that response group; and �3� all of the possible
response alternatives were common words that the subjects
may have had some experience speechreading in adverse au-
dio environments.

The speechreading task was not, however, equally diffi-
cult for the color and number words. Despite the smaller set
of response alternatives, the subjects were substantially
worse at identifying the color in the visual-only stimuli �67%
correct responses� than they were at identifying the number
in the visual-only stimuli �93% correct responses�. This
might be related to the earlier position of the color word
within the CRM phrase, or it might indicate that the four
color words in the CRM corpus were more difficult to dis-
tinguish optically than the eight number words.

Overall speechreading performance was also slightly
better with the female target talker �61% correct responses�
than it was with the male target talker �51% correct re-
sponses�, which might reflect the fact that the male talker’s
face was partially obscured by facial hair. The overall pattern
of responses across the different conditions was similar for
both target talkers.

2. Miscued speech condition

The third group of bars in Fig. 2 shows performance in
the miscued audio condition, where the visual stimuli were
dubbed with an audio phrase from the CRM corpus that was
time aligned with the visible target phrase but contained dif-
ferent color and number coordinates. Overall performance in
this condition was roughly 20 percentage points lower than
in the no-audio condition of the experiment, a difference that
was statistically significant at the p�0.001 level �Tukey
HSD post-hoc test�. This result is consistent with the earlier
results by Easton and Basala �1982�, Dekle et al. �1992�, and
Massaro �1998� that showed that speechreading performance
is impaired by the presence of a temporally overlapping au-
dio word that is different from the visual stimulus. However,
our results show that this result generalizes to the case where
the visible and audible words are embedded within sentences
rather than presented as isolated words.

A more detailed analysis of the results revealed that 54%
of the incorrect color responses matched the color keyword
in the mismatched audio stimulus and that 48% of the incor-
rect number responses matched the number keyword in the
mismatched audio stimulus. The prevalent occurrence of
these kinds of “audio errors” suggests that crossmodal inter-
ference, rather than AV integration, may have been the domi-
nant factor behind the reduced speechreading performance
that occurred in the miscued speech conditions of the experi-
ment. However, there is also evidence that AV fusion effects
were responsible for some of the additional errors that oc-
curred in these conditions. A detailed analysis of the error
patterns in the experiment, and their relation to possible fu-
sion or combination effects, is presented in Sec. VII.

No difference was found between the same-sex and
different-sex versions of the miscued speech audio condition
of the experiment. Apparently a plausible consistency be-
tween the target face and interfering voice was not a neces-
sary prerequisite for the audio signal to interfere with the
speechreading process. In comparison, Easton and Basala

FIG. 2. Percentages of correct color and number identifications in each
condition of experiment 1. In the conditions with a speech masker, the
shaded bars show results with the dubbed audio voice that was spoken by a
talker who was different in sex than the visible talker. The error bars show
the 95% confidence intervals for each data point.
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�1982� found that the addition of a different-sex voice inter-
fered with speechreading performance when the audio word
was optically similar to the visual word, but that a different-
sex voice did not interfere when the audio and visual words
were optically different. This suggests that the color and
number words in this experiment were similar enough to
generate AV interference even when the audio and visual
voices clearly originated from different-sex talkers. Note that
Green �1996� and Walker et al. �1995� found that the tradi-
tional McGurk effect also occurs when the target and mask-
ing faces originate from different-sex talkers.

3. Other audio conditions

None of the other interfering audio signals tested in the
experiment had any significant effects on speechreading per-
formance �Tukey HSD post-hoc test, p�0.05�. This is con-
sistent with the results of Lyxell and Ronnberg �1993�, who
examined the effects of continuous white noise and speech
read from a newspaper on speechreading performance and
found that neither had any significant effect on visual speech
perception. Together with those results, the results of our
experiment strongly suggest that presence of an audio speech
signal alone is not enough to cause interference in the
speechreading process: the audio speech signal has to be re-
lated in some way to the visual speech for this cross-modal
interference to occur. In the miscued audio conditions of this
experiment, at least three factors may have played a role in
establishing a link between the audio and visual portions of
the stimuli that made it difficult for the listeners to ignore the
distracting audio phrase: �1� the visible and audible phrases
started and stopped at the same time; �2� the color and num-
ber keywords were embedded in a carrier phrase that was
very similar in the visual and audio portions of the stimulus;
and �3� the distracting audio phrase contained color and
number keywords that were semantically similar to the key-
words in the visual target phrase. The following sections de-
scribe a series of experiments that were conducted to explore
these possibilities in more detail.

III. EXPERIMENT 2: AV SYNCHRONIZATION

One factor that has consistently been shown to influence
AV integration in speech perception is the introduction of a
temporal offset between the audible and visible portions of a
bimodal speech stimulus. The intelligibility advantages that
visual speech cues produce when they are presented in con-
junction with distorted audio signals start to degrade when
the sound is advanced more than 40 ms relative to the visual
signal �Grant et al., 2004a� or delayed by more than
120–240 ms relative to the visual signal �Pandey et al.,
1986; Grant et al., 2004a�. These AV advantages disappear
altogether when the audio signal is advanced or delayed by
more than 400 ms �Grant et al., 2004a�. AV asynchronies
also influence the likelihood that McGurk fusions will occur
with mismatched audio and visual stimuli. Such fusions start
to become less frequent when the audio signal is advanced
by more than 60–240 ms relative to the visual signal or de-
layed by more than 240–267 ms relative to the audio signal
�Munhall et al., 1996; Massaro et al. 1996�. Experiments that

have asked observers to detect AV asynchronies in a multi-
modal speech stimuli have also found that listeners are sen-
sitive only to audio advances greater than 40–150 ms and
audio delays greater than 240–258 ms �Dixon and Spitz,
1980; Grant et al., 2004b; Conrey and Pisoni, 2003�. All of
these results indicate that AV integration is substantially less
likely to occur when an AV asynchrony is introduced into a
multimodal speech stimulus. To the extent that speechread-
ing performance in the mismatched audio conditions of ex-
periment 1 was impaired by the involuntary perceptual
grouping of the visible target signals with the temporally
overlapping audio distracters, one might expect performance
in that condition to be improved by the introduction of a
temporal offset in the audio portion of the stimulus. Experi-
ment 2 was conducted to explicitly test this hypothesis.

A. Method

The stimuli in experiment 2 were derived from the mis-
cued speech stimuli from experiment 1 that used the male
talker for both the audio and visual portions of the stimuli.
The primary difference was that the onset time of the mis-
cued audio stimulus was delayed or advanced relative to the
onset time of the video stimulus by inserting or deleting
zeros prior to the start of the audio signal before redubbing
the stimulus in VirtualDub. A total of 12 different delay val-
ues were tested in the experiment: −1500, −1000, −500,
−250, −100, 0, 100, 250, 500, 750, 875, and 1000 ms �where
negative values indicate that the onset of the word “ready” in
the audio signal was time advanced relative to the onset of
the word “ready” in the visual stimulus4�. Note that, because
of differences in the speaking rates of the different phrases in
the CRM corpus, the actual alignment of the color and num-
ber keywords in the audio and visual potions of the stimuli
varied from these nominal offset values by an average of
28 ms for the color keyword and 75 ms for the number key-
word �see Appendix A for more details of this timing analy-
sis�. In addition to these 12 delay values, a control condition
was included that duplicated the no-audio condition of ex-
periment 1. These experimental conditions were presented in
random order, with three repetitions of each condition within
each 39-trial block of the experiment. As in experiment 1,
the subjects were instructed to ignore the audio signal and
use the mouse to select the colored digit corresponding to the
color-number combination spoken by the visible talker. The
same nine subjects who participated in experiment 1 also
participated in experiment 2, with each subject participating
in 32 blocks of trials for a total of 96 trials in each of the 13
conditions of the experiment.

B. Results

Figure 3 plots the overall mean percentage of correct
color and number identifications in experiment 2 as a func-
tion of the temporal offset of the mismatched audio signal.
Negative delay values indicate that the audio signal occurred
before the video signal, and positive delay values indicate
that the audio signal occurred after the video signal. The
shaded region in the figure indicates the mean performance
level in the no-audio condition of the experiment, plus or
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minus one standard error, and the error bars indicate plus or
minus one standard error around each data point. These data
clearly show that performance in the speechreading task var-
ied systematically with the relative onset time of the audio
distracter: performance was worst when the mismatched au-
dio signal started at the same time as the visual stimulus �i.e.,
at an audio delay of 0 ms�, and it improved systematically as
the mismatched audio signal was advanced or delayed rela-
tive to the visual target. A one-factor within-subjects
ANOVA on the arcsine-transformed mean scores for each
subject in each audio condition �each of the 12 delay values
plus the no-audio condition� confirmed that the main effect
of audio condition was significant �F�12,96�=5.277, p
�0.0001�. An additional post-hoc examination of the
arcsine-transformed performance scores further indicated
that a significant decrease in performance relative to the no-
audio condition occurred for audio delay values ranging
from −250 to +500 ms �Fisher LSD, p�0.05�.

Although performance in the task was improved both by
advancing and delaying the audio signal, the performance
function was not symmetrical around the zero delay point.
Performance improved much more rapidly when the audio
signal was advanced relative to the video signal than when it
was delayed relative to the video signal.

C. Discussion

The asymmetrical change in performance that occurred
for positive and negative audio delays in this experiment is
consistent with the results of previous AV speech perception
studies that have shown that time advances in the audio sig-
nal are much more likely to interfere with AV integration
than time delays in the audio signal. Because the visual-only
speechreading task used in this experiment would be ex-
pected to be impaired by integration of the audio distracter
with the visual stimulus, it is not surprising that performance

was better when the audio signal was advanced than when it
was delayed.

The range of advance and delay values that resulted in
cross-modal interference in experiment 2 was also consistent
with the results of previous studies examining the effects of
asynchrony on AV speech perception. The range of delay
values that showed a decrease in performance relative to the
no-audio condition �−250 to +500 ms� was similar to the
range of delay values where Grant et al. �2004a� found that
listeners were able to obtain some benefit from AV integra-
tion in a speech intelligibility task with a badly distorted
audio signal. Thus, the overall results of experiment 2 seem
to be consistent with earlier experiments that have shown
that AV integration decreases when stimulus onset asynchro-
nies are introduced in the audio and visual portions of an AV
speech stimulus.

IV. EXPERIMENT 3: TEMPORAL AND SEMANTIC
SIMILARITY

The results of experiment 2 indicate that the temporal
alignment of the visible and audible phrases in the miscued-
speech conditions of experiment 1 contributed to the sub-
stantial cross-modal interference effects that occurred in
those conditions. These results do not, however, address the
question of whether the semantic similarities between the
audio and visual color words and the audio and visual num-
ber words were critical in producing this cross-modal inter-
ference. Nor do they indicate what role the common carrier
phrase might have played in making the visual portions of
the AV stimuli more susceptible to interference from the au-
dio distracter. Experiment 3 was conducted to explore these
questions in more detail.

A. Methods

1. Subjects

A total of eight normal-hearing subjects, five females
and three males ranging in age from 19 to 53, participated in
the experiment. Four of the eight subjects were also partici-
pants in experiments 1 and 2.

2. Procedure

The procedures used in experiment 3 were similar to the
ones used in experiments 1 and 2. The primary difference
was that experiment 3 examined a wider range of audio con-
ditions than the earlier experiments. Only the male target
talker face was used in experiment 3. In all, a total of nine
different audio conditions were tested, as illustrated in
Table I:

�i� No audio, where no signal was presented. This condi-
tion was identical to no-audio conditions used in the
first two experiments.

�ii� Miscued speech, which was identical to the same-sex
miscue condition of experiment 1.

�iii� Female miscued speech, where the miscued audio sig-
nal began with the “Ready Baron go to” carrier phrase
spoken by the male talker but abruptly switched to the
female talker at the onset of the color keyword and

FIG. 3. Percentage of correct color and number identifications as a function
of the offset between the audio and visual portions of the miscued stimuli in
experiment 2. Negative delays indicate that the onset of the audio signal
occurred before the onset of the video signal, and positive delays indicate
that the onset of the audio signal occurred after the onset of the video signal.
The shaded regions show the mean ±1 standard error for the no-audio con-
ditions, and the error bars show ±1 standard error around each data point.
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remained that way until the end of the sentence. This
condition was intended to determine whether a sudden
change in the voice of the distracting talker at the
onset of the keywords might either improve perfor-
mance by helping the observer segregate the audio
voice from the visual face or decrease performance by
drawing attention towards the audio distracter.

�iv� Keywords only, which was identical to the standard
miscue condition except that the carrier phrase was
eliminated and only the color and number keywords
were retained. Note that these color and number
words still occurred at the same time within the AV
stimulus, with their onset at approximately the same
time as the color word in the visual stimulus. This
condition was intended to determine whether the ap-
parently synchronized carrier phrase that preceded the
target keywords in the miscued speech conditions of
experiment 1 played a critical role in the cross-modal
interference that occurred in those conditions.

�v� Swapped keywords, where the order of the color and
number words was reversed, i.e., “red two” was re-
placed with “two red.” This condition was intended to
help determine whether any cross-modal interference
effects that might have occurred due to semantic simi-
larity between the target and distracting keywords in
the miscued speech condition of experiment 1 re-
quired perfect AV synchronization between the audio
and visual keywords or whether it merely required the
semantically similar words to be present at approxi-
mately the same position within the target sentence.

�vi� Random keywords, where the color and number key-
words in the miscued audio phrase were replaced with
an equal-length passage randomly chosen from the
recording of a male talker reading Danny the Cham-
pion of the World that was used in the irrelevant-
speech condition of experiment 1. The passage was
chosen randomly from all the possible equal-length
intervals within the entire recording of the story. No
attempt was made to exactly align the randomly se-
lected interval to begin or end at the same time as full
words in the recorded speech, but each randomly se-
lected interval was checked to ensure that it contained
significant speech energy throughout its full duration
�i.e., that it did not coincide with a long pause be-
tween words or sentences in the recorded story�.

�vii� Female random keywords, where the color and num-
ber keywords in the miscued audio phrase were re-
placed with an equal-length passage randomly chosen
from the recording of a female talker reading Danny
the Champion of the World.

�viii� Full-length random, where the entire audio masking
phrase was replaced with an equal-length passage that
was randomly chosen from the recording of a male
talker reading Danny the Champion of the World.

�ix� Carrier phrase only, which was identical to the stan-
dard miscue condition except that the color and num-
ber coordinates in the miscued audio phrase were re-
placed with silence.

Prior to data collection, each subject first participated in
a training block of 70 trials of the no-audio condition in
which they received correct-answer feedback after each re-
sponse. They then participated in 20 blocks of trials, with
each block containing 90 trials of the different audio condi-
tions in random order. Thus each subject participated in a
total of 200 trials in each of the nine audio conditions of the
experiment. As in the earlier experiments, the subjects were
instructed to ignore the audio signal and respond with the
color-number combination spoken by the visible talker. Note
that no performance feedback was provided during the data
collection portion of the experiment.

B. Results and discussion

Figure 4 shows the percentage of correct color and num-
ber identifications in each of the nine conditions tested in the
experiment. The arcsine-transformed results for the indi-
vidual subjects were analyzed with a within-subjects

TABLE I. Experimental conditions tested in experiment 3. In all cases, the
visible �target� talker was the male talker from the AV corpus. The boldface
CRM phrase represents an example of a possible visual target phrase from a
single trial in the experiment. The phrases in the center column show ex-
amples of the distracting audio signals that were used in each condition of
the experiment, with italics indicating words that were spoken by a
different-sex �female� talker and the bold text indicating the words spoken
by the visible target talker. Note that many conditions modified the masking
phrase only in the segment containing the color and number keywords: in
these cases, the boundaries of this segment were determined from the hand-
labeled reference points described in Appendix A. See text for details.

Stimulus condition

Target Phrase

Ready Baron go to blue six now.

No audio

Miscued-speech
�same-sex�

Ready Baron go to red two now.

Miscued-speech
�different-sex�

Ready Baron go to red two now.

Keywords only red two

Swapped keywords Ready Baron go to two red now.

Random keywords
�same sex�

Ready Baron go to maybe I could now.

Random keywords
�different sex�

Ready Baron go to maybe I could now.

Full-length random had a brake pedal, a steering wheel, and a
comfortable seat

Carrier phrase only Ready Baron go to now.
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ANOVA that showed that the main effect of audio condition
was significant �F�8,56�=12.911, p�0.0001�. These results
show that every audio signal produced a significant reduction
in performance relative to the baseline no-audio condition
�Fisher LSD post-hoc test, p�0.0001�. This is in direct con-
trast to the results of experiment 1, which showed that con-
tinuously running unrelated speech had no effect on
speechreading performance. The only difference between the
full-length random condition of this experiment and the con-
tinuous unrelated speech condition in experiment 1 is that the
random speech in this experiment was switched on and off at
the start and end of the visual stimulus. This seems to indi-
cate that even irrelevant speech signals can interfere with
speechreading ability when they are presented concurrently
with the visual speech signal. One possible explanation for
this result is that the ability to selectively ignore a continuous
talker is a gradual process that takes longer than the roughly
1-s delay that occurred between the onset of the audible
speech and the onset of the visual keywords in the full-length
random condition of this experiment �see Appendix A�. This
possibility is explored in more detail in experiment 4. It is
interesting to note, however, that synchronous gating of any
audio signal is not sufficient to cause interference: the dis-
tracting speech-shaped noise distracter in experiment 1 was
switched on and off at exactly the same times as the full-
length random speech signal in experiment 3, but it had no
effect on performance.

Semantic similarity between the visible target and au-
dible masking speech did not have a consistent effect on
speechreading accuracy in the experiment. Although perfor-
mance in the same-sex miscued-speech condition �horizontal
dashed line in Fig. 4� was significantly worse than in the
full-length-random and carrier-phrase-only conditions
�Fisher LSD post-hoc test, p�0.05�, it was not significantly
different than performance in the same-sex random-
keywords condition. The presence of a synchronized carrier
phrase also had only a modest impact on the amount of
cross-modal interference in the speechreading task. Perfor-
mance in the standard miscued-speech condition, where the
mismatched color-number keywords were embedded in a
synchronized carrier phrase, was essentially identical to per-

formance in the keywords-only condition, where no carrier
phrase was used. Indeed, the only conditions where the car-
rier phrase influenced performance were the same-sex
random-speech conditions, where the subjects were signifi-
cantly more susceptible to interference from semantically un-
related speech embedded in a carrier phrase �random-
keywords condition� than they were to semantically
unrelated speech that was presented without a carrier phrase
�full-length random condition� �Fisher LSD, p�0.02�. Thus,
it seems that most of the degradation in performance in the
miscued-speech conditions of experiments 1 and 2 was sim-
ply due to the presence of a temporally synchronized mask-
ing speech signal, and the fact that the audible masker con-
tained semantically similar keywords embedded in a
synchronized carrier phrase had, at best, only a second-order
effect on overall performance.

A final unexpected result from experiment 3 was the
surprisingly large and inconsistent effect that a sudden
change in the gender of the distracting audio voice had on
overall performance. In the miscued speech conditions, the
switch in gender caused a significant decrease in perfor-
mance, while in the random keywords condition it caused a
significant increase in performance. A priori, we expected
such a change in voice to improve performance by making it
easier to disassociate the interfering audio speech from the
visual target speech. However, the results in the mismatched-
speech condition suggest that the change may have made the
distracting voice more salient and perhaps may have trig-
gered some additional involuntary semantic processing of the
audio signal. This effect is examined in more detail in ex-
periment 5.

V. EXPERIMENT 4: LEADING RANDOM SPEECH

One unexpected result of experiment 3 was that the
same irrelevant speech signal that had no impact on perfor-
mance in experiment 1 caused a significant reduction in per-
formance when it was rectangularly gated to match the onset
and offset times of the visual speech signal. As stated before,
this result could be explained by an attentional mechanism
that allows listeners to gradually “tune out” an irrelevant
audio speech signal. Such a mechanism might require several
seconds to build up, which could explain why speechreading
performance is impaired by synchronously windowed irrel-
evant speech but not by continuous irrelevant speech. Ex-
periment 4 was conducted to determine whether performance
could be improved by starting the irrelevant speech masker
prior to the onset of the visual speech signal.

A. Methods

The experimental conditions tested in experiment 4 were
derived from the full-length random audio condition of ex-
periment 3. As in experiment 3, the distracting speech signals
were selected randomly from the roughly 30-min-long pas-
sage from a children’s story used in the irrelevant speech
condition of experiment 1. In this experiment, the selected
audio passage started either at the same time as the visual
target speech �the full-length random condition of experi-
ment 3� or 1, 2, 3, 4, or 5 s before the onset of the visual

FIG. 4. Percentages of correct color and number identifications in each
condition of experiment 3. The shaded bars show results with the dubbed
audio voice that was spoken by a talker who was different in sex than the
visible talker. The error bars show ±1 standard error for each data point, and
the asterisks indicate data points that were significantly different from the
baseline miscued speech condition, which is indicated by the horizontal
dashed line �Fisher LSD post-hoc test, p�0.05�.
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speech. In all cases, the random speech passage continued
playing until the end of the visual speech stimulus. An addi-
tional control condition replicating the no-audio condition of
experiments 1–3 was also tested. The same eight subjects
used in experiment 3 were used in experiment 4, with each
subject participating in ten blocks of trials for a total of 50
trials in each of the seven conditions of the experiment.

B. Results and discussion

The results of experiment 4 are shown in Fig. 5. The
arcsine-transformed data from the eight individual subjects
were also subjected to a within-subjects repeated-measure
ANOVA, which showed that the main effect of audio condi-
tion was statistically significant �F�6,42�=2.52, p�0.05�. As
in experiment 3, the addition of the synchronized full-length
random speech signal produced a significant decrease in
overall lipreading performance relative to the no-audio con-
dition �Fisher LSD post-hoc test, p�0.05�. However, this
decrease in performance disappeared in the conditions where
the onset of the random audio signal occurred before the
onset of the visual speech signal. None of the five leading-
audio conditions produced performance levels that were sig-
nificantly different from one another or from the no-audio
condition, and all but the 5-s lead condition produced sig-
nificant performance improvements relative to the synchro-
nized �0 s� condition �Fisher LSD post-hoc tests, p�0.05�.
These results seem to confirm that the deleterious effects that
irrelevant audio speech signals have on speechreading per-
formance disappear when the listener is given the opportu-
nity to listen to the irrelevant speech prior to the onset of the
visual speech stimulus.

VI. EXPERIMENT 5: AUDITORY PREVIEW OF
CHANGE IN TALKER GENDER

Another somewhat unexpected finding in experiment 3
was the large decrease in performance that occurred in the
miscued speech condition when the gender of the distracting
audio talker suddenly changed at the onset of the color key-
word. This result suggests that sudden changes in voice char-
acteristics can make speechreaders more susceptible to cross-
modal interference from a synchronously presented audio
distracter. However, it is not clear whether this increased
susceptibility occurs because sudden changes in an ignored
voice automatically trigger some kind of additional process-
ing or simply because these changes are surprising and they

encourage a momentary diversion of attention away from the
primary speechreading task. In order to distinguish between
these two possibilities, an experiment was conducted in
which the subjects were given a preview of the distracting
audio signal prior to their attempt to speechread the visual
talker.

A. Methods

Experiment 5 was essentially a replication of three of the
conditions from experiment 3: the no-audio condition, the
same-sex miscued speech condition, and the different-sex
miscued speech condition. The primary difference was that,
in some of the miscued speech trials, the subjects heard a
preview of the distracting audio signal prior to the start of the
AV speechreading trial. In trials where this preview occurred,
the subjects first listened to the entire audio portion of the
trial, and then, after a break of approximately 1 s, they ob-
served the combined AV stimulus. A second difference was
that the subjects were provided with correct answer feedback
after each trial in the experiment. Each of the 8 subjects from
experiment 3 participated in five blocks of experiment 4,
with each block containing ten no-audio trials and ten trials
in each mismatched-speech condition with and without the
audio preview. Thus, each subject participated in a total of 50
trials in each condition of the experiment.

B. Results and discussion

The results of experiment 4 are shown in Fig. 6. A
within-subjects ANOVA on the arcsine transformed data
from each subject indicated that the main effect of audio
condition was significant �F�4,28�=7.83, p�0.0005�, and a
post-hoc test �Fisher LSD� indicated that performance in all
of the miscued audio conditions was significantly worse than
in the no-audio condition. The post-hoc test also indicated
that the availability of the audio preview in the different-sex
mismatched speech condition significantly improved perfor-
mance to a level that was not different than either of the
same-sex miscued speech conditions. This indicates that the
effect of the gender switch on performance in the different-
sex mismatched speech condition of experiment 3 occurred
primarily because the subjects were surprised by the sudden
change in voice. When the subjects were given advance no-
tice that such a change in voice would occur, performance
was no worse than in the standard miscued speech condition.

FIG. 5. Percentages of correct color and number identifications in each
condition of experiment 4. The error bars show ±1 standard error for each
data point.

FIG. 6. Percentages of correct color and number identifications in each
condition of experiment 5. The white bars show results in the conditions
without an audio preview, and the shaded bars show results in conditions
with an audio preview. The error bars show ±1 standard error for each data
point, and the asterisks indicate where the audio preview produced a signifi-
cant increase in performance �Fisher LSD post-hoc test, p�0.05�.
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VII. ERROR ANALYSIS

In the analysis of AV speech perception, valuable in-
sights can often be obtained by looking beyond the overall
error rates and carefully examining distribution of subject
responses that occurred for each possible combination of au-
dio and visual content used in the experiment. Analyses of
this type require a great deal of data to obtain meaningful
results, and none of the individual experiments presented in
this paper included enough trials to support such a detailed
analysis. However, four of these five experiments included
some form of the miscued speech condition, and by compil-
ing the results across all these conditions, it is possible to
obtain a very detailed picture of how the specific audio and
visual keywords in each stimulus influenced the subject re-
sponses in the CRM speechreading task.

In order to perform the error analysis, the data were
pooled across the following four conditions:

�1� the same- and different-sex miscued speech conditions
of experiment 1;

�2� the miscued speech conditions of experiment 2 with au-
dio delays between −250 and +250 ms;

�3� the same- and different-sex full-sentence miscued speech
conditions of experiment 3; and

�4� the four miscued speech conditions of experiment 4.

This pooling resulted in a total of 12 890 trials, distrib-
uted across the 16 possible AV color combinations and 64
possible AV number combinations tested in the experiment.
These pooled trials were first used to determine the overall
impact that each individual color or number word had on
keyword identification performance in the speechreading
task. The results of this analysis are shown in Fig. 7. The top
left panel of the figure shows overall color identification per-
formance as a function of the color keyword in the visual
stimulus. The results show a large impact of individual key-
word, with very good performance ��90% � for the keyword
“blue,” very poor performance ��20% � for the keyword
“red,” and intermediate performance in the other two condi-
tions.

The top right panel shows overall number identification
performance as a function of the number keyword in the
visual stimulus. The results show less variation across num-
ber keywords than occurred for the color keywords, but still
a fairly substantial difference between the worst two key-
words �“one” and “six”� and the other six keywords tested in
the experiment.

The bottom two panels show the impact that the audio
keywords in the miscued speech conditions had on
speechreading performance in the CRM task. These results
indicate that there were only relatively small differences in
performance across the individual audio keywords tested in
the experiment.

Many previous AV speech perception experiments have
used an even finer-grain analysis to classify each individual
response into one of three different categories: visual re-
sponses that exactly matched the visual portion of the stimu-
lus �i.e., correct responses in our paradigm where the sub-
jects were instructed to attend only to the visual stimulus�;

audio responses that exactly matched the audio portion of the
stimulus; and “fusion” responses that consistently occurred
in trials with the same AV stimuli but did not match either
the auditory or visual portions of the stimulus. Fusion re-
sponses tend to be especially prevalent in studies examining
the McGurk effect, because these studies typically incorpo-
rate small numbers of stimuli that have been specifically se-
lected for their propensity to generate audiovisual fusions in
human speech perception �for example, the visual /ga/ and
auditory /ba/ that are known to create the fusion perception
/da/�.

However, the stimuli used in this experiment were se-
lected on the basis of their semantic properties rather than
their phonetic properties, and a priori there was no expecta-
tion that any particular combination of audio and visual key-
words would consistently generate the perception of a differ-
ent keyword within the CRM vocabulary. Rather, it was
considered likely that any AV fusions that might occur would
result in the perception of an ambiguous word not contained
in the CRM response set, and that this would prompt the
subjects to make a random selection from the four color
words and/or eight number words available in the CRM vo-
cabulary.

In order to determine if any unexpected fusion responses
might have occurred in these experiments, the results for
each combination of visual keyword and auditory keyword
were examined to look for stimuli that elicited a consistent
subject response that did not match either the auditory or
visual portion of the stimulus. This analysis was conducted
by using a conservative one-tailed t test �p�0.0001� to de-
termine if there were any cases where one particular re-

FIG. 7. Overall effect that each specific audio and visual keyword had on
speechreading performance in the CRM task. The top left panel shows the
percentage of correct color identifications for each possible color keyword
in the visual target phrase. The top right panel shows the percentage of
correct number identifications for each possible number keyword in the
visual stimulus. The bottom left panel shows the influence that the audio
color keyword had on color identification performance, and the bottom right
panel shows the influence that the audio number keyword had on number
identification performance. The error bars show the 95% confidence interval
around each data point.
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sponse accounted for a disproportionately high percentage of
all of the nonaudio and nonvisual responses that occurred for
a particular AV stimulus combination.

In the color identification task, this analysis uncovered
three possible AV fusion effects. The strongest of these ef-
fects occurred when the visual keyword was “red” and the
auditory keyword was “blue.” This stimulus combination,
which occurred 1108 times, produced only 23% visual �cor-
rect� responses and only 12% audio responses. Fully 46% of
the responses in this case were “white” responses, while the
remaining 18% were “green” responses. Thus, it seems that
the addition of the auditory keyword “blue” to the visual
keyword “red” made the subjects substantially more likely to
make a “white” response than when they were exposed to the
visual keyword “red” in the visual-only condition of the ex-
periment �where 47% of their responses were correct “red”
responses, 35% were “white” responses, 18% were “green”
responses and less than 1% were “blue” responses�. This
result seems to indicate that the combination of a visual
“red” and an auditory “blue” produces the illusion of a word
that is substantially more similar to the word “white” than to
either of its two unimodal components.

The two other fusion effects that occurred with the color
keywords were much less dramatic. The combination of a
visual “green” and auditory “white” produced substantially
more “red” responses �9.5%� than “blue” responses �4.0%�,
while the combination of a visual “white” and an auditory
“red” produces significantly more “green” responses �9.6%�
than “blue” responses �1.0%�.

None of the combinations of auditory and visual number
keywords presented in the experiment were found to produce
reliable fusion effects. All produced responses either
matched the audio portion of the keyword, matched the vi-
sual portion of the keyword, or were randomly distributed
across the other possibilities in the response set.

Although these results suggest that a handful of stimulus
combinations produced reliable fusion effects, these effects
only accounted for a very small proportion of the overall
responses in the experiment. In the color identification task,
56% of the responses correctly matched the visual keyword,
31% matched the audio keyword, 7% produced one of the
three identifiable “fusion” responses described above, and
the remaining 6% were distributed in a manner consistent
with random guessing. In the number identification task,
89% of the trials correctly matched the visual keyword, 4%
matched the audio keyword, and the remaining 7% were dis-
tributed in a manner consistent with random guessing.

VIII. SUMMARY AND CONCLUSIONS

Speechreading is primarily a visual task, but the results
of these experiments, along with those of previous studies
that have examined similar cross-modal interference effects,
provide compelling evidence that certain types of audio dis-
tracters can substantially degrade speechreading perfor-
mance. In experiment 1, we showed that speechreading per-
formance in the CRM task was impaired by the presentation
of a distracting audio phrase with the same onset time as the
visual speech stimulus. In experiment 2, we showed that this

audio distraction effect was highly dependent on the relative
onset times of the audio and visual speech phrases, and in
experiment 3 we showed that it could occur even with a
random audio speech stimulus that started at the same time
as the target speech. Finally, in experiment 4, we showed that
the cross-modal interference effect of random distracting
speech was reduced when its onset occurred one or more
seconds prior to the onset of the visible target speech. Al-
though these experiments reflect only a small number of the
almost infinite number of possible audio distracting signals
that could be tested, the results so far suggest that at least
two conditions must be fulfilled in order for a sound to gen-
erate a significant amount of cross-modal interference during
speechreading: �1� the audio distracter must be speech or a
speechlike signal and �2� the audio distracter must be tem-
porally synchronized with the visual speech stimulus. Appar-
ently neither condition alone is sufficient to cause interfer-
ence: continuous speech that is initiated even a few seconds
before the visual keywords has very little impact on
speechreading performance, while speech-shaped noise that
starts and stops at the same time as the visual stimulus has no
effect on speechreading.

At this point, it is helpful to place these results into the
context of previous research that has examined AV integra-
tion effects in AV speech perception and in other kinds of
multisensory integration tasks. In general, our finding that
visual speech perception is impaired by the presence of a
mismatched audio cue is consistent with most currently ex-
isting models of AV speech perception �see Schwartz et al.
�1998� for a recent review of these models� and more general
models of multisensory integration �see Ernst and Bülthoff
�2004� or Gelder and Bertelson �2003� for recent reviews�.
Most of these currently existing models would predict the
existence of cross-modal interference effects that cannot be
overcome by conscious direction of attention onto a single
modality within a multimodal stimulus. The many studies
that have been conducted to examine different aspects of the
McGurk effect provide ample evidence that involuntary AV
fusions can occur when certain combinations of phonemes
and visemes are presented synchronously in an AV speech
stimulus. Most models of AV speech perception would also
predict the finding from experiment 2 that the introduction of
a temporal asynchrony between the audio and visual portions
of the mismatched AV stimulus decreased the amount of
cross-modal interference in the speechreading task. How-
ever, we are unaware of any current AV perception models
that could explain why an unrelated audio speech distracter
that was switched on at the start of the carrier phrase in
experiment 3 produced just as much cross-modal interfer-
ence as random speech that started almost 1 s later at ap-
proximately the same time as the onset of the visible color
keyword, or why the same random audio speech distracter
produced little or no interference when it was turned on 1 s
prior to the onset of the carrier phrase �in experiment 4� or
when it was left running continuously over the course of the
experiment �in experiment 1�.

This decrease in cross-modal interference that occurred
when the lead time of the random-speech masker was in-
creased may be more closely related to the attentional adap-
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tation effects that allow listeners to segregate disparate
streams of sensory information after several seconds of ex-
posure to a combined stimulus than to the short-term fusion
effects typically associated with AV speech perception. One
example of such an adaptation effect occurs in audio stream
segregation, where listeners who are presented with a signal
consisting of two logical streams of audio information ini-
tially hear a jumbled mess of random sound but after a few
moments begin to hear two distinct sound sources. For ex-
ample, McAdams and Bregman �1979� conducted an experi-
ment where listeners heard a repeated six-tone pattern con-
sisting of alternating high and low tones at a tempo of
10 tones per second. Initially, this stimulus sounded like a
repeated six-tone pattern, but after a few 600 ms cycles of
exposure, two distinct audio streams �one with three repeated
high tones and one with three repeated low tones� seemed to
emerge from the stimulus.

Under the right circumstances, this kind of adaptive
stream segregation can greatly improve a listener’s ability to
extract information from an auditory stimulus. For example,
Oxenham and Dau �2001� performed an experiment that ex-
amined how well listeners could extract amplitude modula-
tion information from a target signal presented at one carrier
frequency when a modulated masker was simultaneously
presented at a different carrier frequency. Performance in this
task was very poor when the target and masking signals had
synchronized onsets and offsets, but it improved dramatically
when the stimulus was preceded by four 250-ms long “pre-
cursor tones” at the same frequency as the masker. Again, the
authors attributed this effect to stream segregation: the pre-
cursor tones caused the target and masker to be perceptually
grouped into different streams, and this allowed the listeners
to focus attention on the modulation properties of the target
while ignoring the modulation properties of the masker.

McAdams and Bregman interpreted the results of their
stream segregation experiment by hypothesizing that the au-
ditory system “assumes things are coming from one source
until it acquires enough information to suggest an alternate
interpretation.” Similarly, it might be the case that the AV
speech perception mechanism assumes that concurrent audio
and visual speech signals originate from the same source,
and thus should be grouped together perceptually, until suf-
ficient evidence is collected to indicate that the two speech
signals are not originating from the same talker. Further re-
search will be needed to more fully explore how the effects
of cross-modal interference change over time when a listener
is presented with an extended stimulus containing disjoint
audio and visual information.

APPENDIX A: TEMPORAL ASPECTS OF THE AV
SPEECH STIMULI

Figure 8 shows a timing analysis of the AV stimuli used
in the experiments. The top and bottom panels of the figure
show the waveforms of the male and female talkers speaking
the typical phrase “Ready Baron go to Red Three Now.”
Within each panel, vertical lines have been used to mark five
reference points in the utterance: �1� the start of the phrase
�onset of the word “Ready”�, �2� the start of the color word,
�3� the end of the color word/start of the number word, �4�

the end of the number word, and �5� the end of the phrase.
The five reference points were hand-labeled with a MAT-
LAB script that allowed the user to visually inspect the
speech waveform, temporarily mark a reference point with
the mouse, listen to the auditory stimulus before and after the
reference point, and choose either to accept the break point
or move it to a new location it and listen to it again. These
five reference points were labeled in this manner for each of
the 64 phrases in the corpus with the call sign “Baron,” and
numbers shown at each point on the figure represent the
mean time t± one standard deviation across all the 32 utter-
ances spoken by that particular talker. These results show
that the mean onset times of the color and number words
were very consistent across the two talkers �within 100 ms�
and that there was relatively little variation in onset of the
two words within each talker �the largest standard deviation
was 114 ms for the female talker�. The male talker was par-
ticularly consistent, with a standard deviation in the onset
time of the color word �24 ms� that was much smaller than
the smallest desynchronization evaluated in experiment 2. In
the same-sex miscued speech condition with the male talker,
the time difference between the audio and visual onsets of
the color keyword ranged from −120 to +120 ms, with
mean absolute value of 28.7 ms. The time difference be-
tween the audio and visual onsets of the number keyword
ranged from −220 to +220 ms, with a mean absolute value
of 75.0 ms. In the different-sex miscued speech condition
with the visible male talker, the AV onset asynchrony of the
color keyword ranged from −433 to +433 ms, with a mean
absolute value of 63 ms, and the AV onset asynchrony of the
number keyword ranged from −508 to +508 ms, with a
mean absolute value of 98.90 ms. Thus, although variations
in the speaking rates of the different CRM phrases generally

FIG. 8. Analysis of the timing of four key reference points within the AV
CRM utterances used in the experiments. These reference points were hand
labeled for each of the 32 phrases containing the call sign “Baron” spoken
by each of the two talkers. The two panels show actual waveforms for the
typical phrase “Ready Baron go to Red Three Now” and the vertical lines
show the four reference points within that phrase for each talker. The num-
bers for t at each reference point show the mean ±1 standard deviation of
that reference point across all the utterances spoken by that talker �note that
the mean values do not necessarily correspond to the timing of these refer-
ence points for the example phrase shown in the figure�.
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prevented the onsets of the color and number words from
being truly synchronous in the same tightly controlled way
as the single-word or single syllable stimuli that have been
used is most previous studies of AV speech perception, the
CRM phrases were synchronized well enough to ensure that
the key color and number words in the visible and audible
CRM phrases generally overlapped in the miscued audio
conditions of the experiment.

APPENDIX B: INDIVIDUAL DIFFERENCES

In the main body of the paper, all the data were dis-
cussed only in terms of the mean performance levels across
all the subjects used in the experiments. However, it is also
worth taking a moment to discuss how the different subjects
varied in terms of their susceptibility to interference from an
audio distracter. Although there were some individual differ-
ences, the overall patterns of performance across the differ-
ent experimental conditions were similar for most of the par-
ticipants. Figure 9 compares performance in the no-audio
and miscued-speech conditions of experiments 1 and 3 for
the 13 unique subjects who participated in at least one of
those two experiments. The subjects have been sorted in as-
cending order according to their overall speechreading per-
formance in the no-audio condition. Although there were
some variations in susceptibility to cross-modal interference
from the distracting speech signals, every subject tested
showed some reduction in performance in the miscued-
speech conditions of the experiment. Also note that there was
a weak negative correlation �r=−0.63, p�0.05� between the
percentage point reduction in performance that occurred in
the mismatched speech conditions of the experiment and the
overall percentage of correct identifications in the no-audio
speechreading conditions of the experiment. This suggests
that there is some tendency for poor speechreaders to be
more susceptible to audio interference than proficient
speechreaders.

1It is perhaps worth noting that, while it makes little difference whether
observers direct their attention to the audio only or audio and visual por-
tions of the stimulus, the frequency of McGurk fusions can be influenced
by the extent to which they are focusing their visual attention directly on
the talker’s face. Tiipana et al. �2001� conducted an experiment where
observers were asked to respond to McGurk stimuli while focusing their
attention either directly at the talker or on a translucent visual distracter
presented at the same location as the talker and found that the visual cues
had a significantly greater impact on responses when attention was focused
directly on the talker’s face.

2The primary purpose of this processing was to compress the AVI files into
a size that was more manageable for the real-time stimulus modifications
that were implemented throughout the course of these experiments.

3The arcsine transformation was performed to normalize the percent correct
scores prior to application of the ANOVA.

4Note that additional copies of the first and last frames were added to the
beginning and end of each AVI file in order to ensure that the video signals
were on long enough to accommodate the time-shifted audio signals.
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Four volunteer members of the chorus of Opera Australia, representing four different voice
categories, wore binaural pairs of wireless microphones during a penultimate dress rehearsal on the
Opera Theater stage of the Sydney Opera House. From the recordings, data were obtained on sound
levels and on the self-to-other ratios �SORs�. The sound levels were comparable to those found in
loud music in chamber choir performance. The average SOR ranged from +10 to +15 dB.
Compared to chamber choirs in other types of room, the SOR values were high. On a separate
occasion, the stage support parameters ST1 �early reflections� and ST2 �late reflections� were
measured over the whole stage area. ST1 was about −16 dB, which is typical for opera stages,
and −20 dB for ST2, which is unusually low. It is concluded that the SOR in the opera chorus
depends mostly on choir formation, which is highly variable, and that an opera chorus artist
generally can hear his or her own voice very well, but little of the others and of the orchestra.
This was confirmed by informal listening to the recordings. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2109212�

PACS number�s�: 43.75.Rs, 43.55.Gx �NHF� Pages: 3903–3911

I. INTRODUCTION

For a choir singer it is important to be able to hear both
one’s own voice, called “Self,” and the rest of the choir,
“Other.” The Self-to-Other ratio �SOR� is the level difference
in decibels between Self and Other, with a stronger self sig-
nal represented by a positive SOR value. The SOR will in-
crease with increased spacing between singers, because the
direct sound from immediate neighbors becomes weaker
with distance. The amount of reverberation in the room gov-
erns the intensity of the diffuse field, which is dominated by
the other sound; hence, the SOR decreases with increasing
reverberation. Earlier measurements on chamber choirs
�Ternström, 1994, 1995� gave average SOR values of +4 dB
for a 25-person choir standing in a single row in a congre-
gational hall and +3 dB for a 30-person choir standing in two
rows on the podium in a large broadcasting studio. There was
a tendency for the SOR to be small at the center of the choir
and larger at the ends, which may be expected, since singers
at the center have more neighbors standing near. A produc-
tion experiment was also carried out to determine the SOR
that is preferred by choir singers if they are given control of
this parameter �Ternström, 1999�. The average preferred
SOR was +6 dB, but the range of preferences across the 23
subjects was very large, ranging from about 0 dB to almost
+15 dB. The subjects were, however, very consistent, and
reproduced their own preferences to about ±2 dB over three
replications.

The acoustical conditions on the opera stage can be ex-
pected to be very different from those in a rehearsal hall, a
church, or a concert auditorium. In particular, there is little
reflection from the sides, the opera chorus is often choreo-

graphed to spread out, and the orchestra may be tucked away
in a pit. Furthermore, opera chorus artists, unlike most other
choir singers, are often professionals employed on a full-time
basis, so their working conditions are a more important issue
than for choir singers who sing part time as amateurs. There-
fore, it is of interest to try to assess the acoustics of the opera
stage from the chorus artists’ point of view.

In performance, the opera chorus formation can be close
or spread out and can be changed frequently, even while
singing. Also, the acoustics of the stage will be different
depending on the given decor. The SOR in the opera chorus
must therefore be very variable, and there would be little
point in trying to account for it in great detail. The aim of
this investigation was to obtain a set of representative SOR
values for an opera chorus on the stage of the Opera Theatre
at the Sydney Opera House, and at the same time to acquire
a glimpse of the acoustic perspectives experienced by the
chorus artists. The sound heard by four chorus artists was
recorded binaurally in a dress rehearsal with orchestra, which
is acoustically equivalent to the actual performance. The re-
cordings were used to estimate the SOR and its range for
each singer and serve also to document the work conditions
of the chorus.

Although room acoustic data are available for the Syd-
ney Opera Theatre �e.g., Jordan, 1980; Farina and Tronchin,
2004�, we have not been able to find measurements of its
typical podium acoustics when prepared for an opera perfor-
mance. The podium sits at the boundary between two large-
volume rooms, and its acoustics could vary greatly with the
construction of the decor on the set. In order to examine the
influence of reverberation on the stage area, some aspects of
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the acoustics of the stage were measured, but on a separate
occasion. The opera was recorded in July of 2002, and the
stage measurements were made in February of 2005.

II. METHOD

A. Subjects

Four singers, a soprano, mezzosoprano, tenor, and bari-
tone, aged 38 to 56, volunteered to wear the microphones
and transmitter packs throughout a penultimate dress re-
hearsal with orchestra. This was a significant undertaking, in
view of the possible stress of having one’s own voice moni-
tored, and also because of the close-fitting period costumes
and wigs, which at one point were to be changed quickly
between scenes.

Permission to record was obtained from the conductor,
all members of the orchestra, most of the assembled soloists,
and all the opera chorus. Where permission had not been
granted, and as it was not possible to stop and start the re-
cordings with sufficient precision, the recordings containing
samples without permission were discarded electronically.
Ethical approval was obtained from the institutional commit-
tee.

B. SOR estimation

The Self signal is the sum of the airborne sound �not
counting room reflections� and the bone-conducted sound
that the singer perceives of his or her own voice, while the
Other signal is the sum of all external sounds perceived by
the singer. A simple method for estimating the level ratio of
Self-to-Other has been described earlier �Ternström, 1999,
1994�. This method accounts only for the airborne sound.
The implications of neglecting the bone-conducted compo-
nent will be considered in Sec. IV. For the reader’s conve-
nience, the method is briefly recapitulated here.

The symbols M �middle� and S �sides� are convention-
ally used in sound recording to denote the sum and differ-
ence signals from a coincident pair of microphones. Here we
use them for the same operation applied to binaural signals.
The level of Self is estimated by adding the left and right
channels from the binaural microphones to form a M signal.
Because the singer’s own voice will propagate equally and in
phase to the left and right ears, this will give a 6-dB boost to
Self �and to all other sounds incident in the vertical plane of
symmetry�. The Other signal, generally having low correla-
tion or a level difference between the left and right channels,
will gain only about 3 dB. Provided that Self already domi-
nates the SPL, which is true in most situations, the level of
M less 6 dB provides a good approximation of the level of
Self.

The level of Other can be estimated by subtracting the
right channel from the left channel to form a S signal. If Self
is truly identical in left and right, it will be cancelled out
entirely in S, while most Other sounds will add with low
correlation, and their level will again increase by 3 dB.
Hence, the level of Other can be approximated by the level
of S, less 3 dB, and the Self-to-Other ratio can be estimated
as

SOR = LM − LS − 3 �dB� .

The dominant spectrum peak in the long time average
spectrum �LTAS� of the recordings was at about 700 Hz,
which is relevant to the SOR estimation. On the opera stage
there is little reverberation �see below�, and so the direct
sounds from a nearby singer are still binaurally correlated;
however, with many nearby singers in different directions,
this correlation too would decrease. On occasion there may
be chorus neighbors standing in one’s plane of symmetry,
and for those sources, no Self-Other separation will be ob-
tained. However, it is typical for neighbors to be standing to
the sides. The interaural level difference �ILD� for lateral
incidence at 700 Hz is on the order of 3–4 dB, due to the
shading of the head �Feddersen et al., 1957�, while the inter-
aural time difference �ITD� is on the order of 0.7 ms. The
ITD corresponds to half a wavelength at about 700 Hz.
Hence there is a tendency for the left-right correlation in
Other to be negative. For lateral incidence, these fortunate
phase and amplitude relationships will reduce the component
of Other in the M signal by some 15 dB, as compared to the
case of symmetrical incidence. The LTAS level at
1400 Hz—a whole interaural wavelength—was typically
about 10 dB lower than the main spectrum peak, and con-
structive interference at 0.7 ms delay may therefore be ne-
glected.

If, in addition, the left-to-right cross-correlation of the
Other signal can be estimated, which may be possible in
laboratory conditions, then the SOR can be corrected to give
useful values even when Self is weaker than Other, down to
about −4 dB �Ternström, 1999�. This was not possible in the
present investigation, because the Self and Other signals
were uncontrolled. Given that Self was always considerably
stronger than Other, such correction would have made very
little difference. Granqvist �2003� has elaborated on the fre-
quency dependencies of the cancellation that are due to in-
teraural delays and the shading of the head.

C. Recording equipment

Each singer wore two miniature omni-directional con-
denser microphones �Shure model DPA 4061, without reso-
nator, see Fig. 1�. The pocket-sized transmitters �Shure U1-
MA� were worn on the back, attached with velcro hip belts.
The signals from the radio receiver channels were connected
to the eight inputs of a multichannel hard disk recorder
�Yamaha AW2816 audio workstation�. The eight channels
were recorded in synchrony, at a sampling rate of 44.1 kHz
and a word length of 16 bits per sample. After acquisition,
the eight channels were copied out in stereo pairs onto stereo
audio compact discs, one for each singer, using a CD re-
corder �Marantz CDR-631� connected to the S/P-DIF digital
output of the hard disk recorder.

D. Calibration and accuracy issues

1. Sound pressure level

Calibrating all the microphones for sound pressure level
�SPL� was a particular concern. The singers can be very loud
�Cabrera et al., 2002� and the microphone distance was
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small, about 14 cm, so the risk for clipping was high. The
microphone transmitters had a gain switch and a gain trim
potentiometer; both were set to the minimum position. As an
additional precaution prior to the experiment, an opera so-
prano with a powerful voice was recorded on all eight mi-
crophone channels at a voice effort level that was judged to
be at least as loud as the maximum to be expected in the
chorus on stage. The hard disk recorder had one input trim
potentiometer only per channel, which was set to the physi-
cal minimum. All other gains in the recorder were under
software control and could be stored and recalled. Gain set-
tings that avoided clipping were established and then frozen
until all recordings had been completed. Care was taken al-
ways to pair each microphone capsule with the same trans-
mitter and receiver.

2. Channel matching

The M/S method for estimating the SOR will work well
only if the left and right microphones and audio channels are
accurately matched. Even small discrepancies in gain will
reduce the effectiveness of the cancellation of the Self signal.
In our earlier studies, the conditions were stationary and well
controlled, and it was possible to use factory-matched micro-
phones for the binaural pairs. For the present study, however,
the equipment had to be rented off-the-shelf for a short time,
and there was very little time for preparation, calibration, and
placing the microphones on the singers. Precise matching of
the left and right signal paths could not be achieved.

The noise level inherent in an analog wireless FM radio
link is typically much higher than that of a cabled link. Most
wireless microphone systems for stage use therefore incorpo-
rate a compander system that compresses the dynamic range
of the audio prior to transmission and then expands it after
reception. The accuracy in level of such companders does

not necessarily meet laboratory standards. A 20-s white noise
signal for level calibration was presented to the microphones
from a loudspeaker at three different SPLs: 80, 90, and
100 dB�A�. The microphones of each pair were placed less
than 2 cm apart for this calibration �Fig. 2�. The noise signals
were recorded through the wireless links and onto the hard-
disk recorder of the audio workstation. On later analysis, we
found that the SPL of the recorded signals did not always
increase by exactly 10 dB from one noise to the next. The
differences between left and right in reproduced level were
small, in the order of 1 dB, but this could still be a concern.

The main consequence of channel mismatches in fre-
quency response, phase, and compander linearity would be
to reduce the effectiveness of the cancellation of the Self
signal, which would lead to SOR values being underesti-
mated. Therefore, the recordings of the SPL calibration noise
were reexamined post hoc to try to estimate the maximum
SOR that could have been obtained with each pair of micro-
phones. Because the left and right microphones were physi-
cally very close �2 cm� for the SPL calibration, the left and
right signals should be very similar, like a Self signal, at low
frequencies. The white noise that had been recorded via the
radio link for the SPL calibrations was digitally filtered so as
to be more similar to a vocal music spectrum: high pass at
700 Hz and low pass at 2000 Hz, 12 dB/oct. This gave the
noise a spectral envelope with a peak in the vicinity of the
first formant, and which was roughly similar to long-time
average spectra of the actual recordings. The gain of the left
channel relative to that of the right channel was ramped from
−5 to +5 dB while the SOR was measured. An example of
the results is shown in Fig. 3, for the pair of microphones
that was used by the mezzo-soprano. The figure shows one
noisy bell-shaped curve for each of the 80-, 90-, and
100-dB calibration noises. The maximum SOR in this ex-

FIG. 1. Microphone placement, right-hand side.
FIG. 2. Calibration setup. Only one of the four channel pairs is shown. The
filters were used for channel matching, but not for the SPL calibration.

J. Acoust. Soc. Am., Vol. 118, No. 6, December 2005 Ternström, Cabrera, and Davis: Opera chorus acoustics 3905



ample is 18–19 dB and it was obtained with the 90-dB
noise. Somewhat disappointingly, the maximum SOR for the
80-dB noise is only about 15 dB, and for the 100-dB noise,
only about 13 dB. The results for the three other microphone
pairs were very similar, with the 90-dB noise always giving
the highest SOR. This could be due to differences arising
between the two compander channels.

It may be noted that white noise, while adequate for SPL
calibration, was not an ideal signal for assessing the match-
ing of the companders. The inevitable amplitude differences
between the two separate microphone capsules will be larger
for white noise than for musical signals, in which greater
wavelengths dominate. Because the compander circuitry is
sensitive to waveform transients, the left and right com-
panders are more likely to regulate the dynamics differently
for white noise than for vocal signals. With hindsight, it
would have been better to use a pink or low-pass filtered
noise in the speaker for the SPL calibration. As will be seen
in Sec. III, higher SOR values than the maximum values
estimated here were sometimes obtained from the singer re-
cordings.

The smooth curve in Fig. 3 shows the SOR that is ob-
tained when the two channels are identical and the relative
gain of the left channel is changed. This curve was obtained
by copying an identical noise signal to both channels. The
smooth curve shows clearly the effect of channel gain mis-
match: for example, a mismatch of 1 dB will limit the maxi-
mum SOR to 22 dB. It can be seen that for this microphone
pair, in the calibration rig, the SOR peaked at a gain correc-
tion of about −0.8 dB.

For the purposes of this investigation, small nonlin-
earites in the compander dynamics would not be a problem if
they were the exactly the same in the left and right channels.
To check if this might be the case, correlation scatter plots
were made of the left SPL versus right SPL in the live re-
cordings, to assess the balance in channel gain. These
showed that in some cases the compander nonlinearities
were visible: the level was not consistently restored in pre-
cisely the same way in the left and right channels. These
errors were in the order of 1 or 2 dB.

The spectral matching of the microphones in a free field
was assessed by taking the long-time average spectrum
�LTAS� of the calibration noise. The LTAS was computed as
the average power spectrum based on overlapping 512-point
Hamming-windowed FFTs at 22 050-Hz sampling rate. This
showed that the agreement in frequency response for all mi-
crophone pairs was within ±1 dB over the voice frequency
range 100–8000 Hz at matched gains. When taking the
LTAS of the actual sung performances, there were discrep-
ancies of up to 8 dB between channels in varying parts of the
spectrum. These will have been caused partly by lateral
Other sounds, and partly by channel mismatch in frequency
response due to slight asymmetries in the mounting of the
microphones.

In summary, differences in gain and phase between the
left and right signal paths can be expected, especially from
the two independent dynamic companding processes in ei-
ther channel. This will reduce the effectiveness of the Self
cancellation, and the SOR may therefore be underestimated
with the setup that we used. The magnitude of this error will
vary with the temporal and dynamic characteristics of the
signal as it passes through the companders.

3. Noise level

The background noise in the recordings was dominated
by the noise of the signal path, but included also the back-
ground noise in the auditorium. The background noise, mea-
sured on stage during a brief silence in the rehearsal, corre-
sponded to 51 dB SPL linear weighting. This noise level was
−73 dB relative to the maximum signal level of the 16-bit
recordings �0 dB being a full scale sine wave�, and more
than 20 dB lower than Self in the softest portions for which
the SOR was measured.

E. Acquisition setup

A recording desk was arranged in one of the theater’s
stall rows, where the experimenters had good overview of
the stage, and the wireless microphones had unhindered line-
of-sight conditions. Off-stage, most of the microphones were
out of radio range, but this was of no concern. The radio
channel frequencies were allocated so as not to interfere with
the house system. Our recording equipment was completely
independent of the house audio system and mixing desk.
There was no audience present, except for a handful of per-
sons directly involved in the dress rehearsal.

On each singer, the two microphones were taped down
just in front of each ear, each about 14 cm circumferentially
from the center of the mouth �Fig. 1�. With the costume and
wig in place, the arrangement was inconspicuous. The mi-
crophone placement was not ideal for making accurate bin-
aural recordings, since the microphone membranes were not
seated within the pinnae. This was not possible because of
time constraints in the dressing rooms. For measuring the
Self-to-Other ratio, however, the placement was adequate.

We had no control over what was being sung �The
Masked Ball, Acts 1, 2, and 3, with some passages repeated�.
As it turned out, the male voices had a lot more singing time
than did the female voices. The original recordings were ed-

FIG. 3. Effect of channel gain mismatch on maximum SOR, obtained with
white noise at the microphones and filtered noise at the M/S matrix, for one
of the four pairs of microphones.
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ited so that only portions where the chorus was actually sing-
ing were retained. This resulted in a total of 200 s each of the
two female voices and 800 s each of the two male voices.

During an unexpected mid-morning fire drill, when the
entire ensemble had to assemble outdoors, the microphones
were inspected and found to be still in place, except for the
mezzo soprano’s right-ear microphone, which was reat-
tached.

F. SOR analysis

There were four sets of binaural recordings, one for each
singer. The recordings were manually edited to obtain ex-
cerpts that covered only those bars in the score where the
chorus had notes to sing. Each excerpt represented a particu-
lar musical passage in a particular chorus formation on stage.
The formations were generally not regular as for ordinary
choirs and because of the many changes in formation, there
seemed to be little point in trying to track the positions of the
four recorded singers in the ensemble. Each excerpt was la-
beled with a reference to its page number�s� in the vocal
score �Verdi, 1859�. For each singer, one file with all ex-
cerpts concatenated together was built. This was repeated for
the three acts of the opera that had been recorded �two for the
female parts�.

To achieve matching of the channel gains, the equivalent
level Leq over each entire file was computed per channel. The
gain of the right channel was normalized against that of the
left channel, on the assumption that the Leq over such a long
interval should be the same at the two ears. The gain correc-
tions thus obtained differed by no more than 0.8 dB from the
results of the SPL calibration procedure, suggesting that the
placements of the microphones on the singer heads had been
practically symmetrical.

The M and S signals were computed as �L+R� /2 and
�L−R� /2, respectively, and written to new two-channel
M /S-files, with the labels copied from the stereo files. The
M /S files were then submitted to a program that automati-
cally sought out the labeled segments and computed the Leq

of M and S for each excerpt �the Extract utility in the Sound-
swell Signal Workstation 4.0, Hitech Development AB,
Täby, Sweden�. Finally, the SOR estimates were computed in
a spreadsheet as

LeqM − LeqS − 3 �dB� .

Using the Leq is particularly convenient here, since this
measure will be highly influenced by the portions when the
signal level is high �i.e., when the singer carrying the micro-
phones is singing�, while weaker portions, when there is only
background and no Self signal, will have little influence. We
tried also using a threshold level for the voiced portions only,
but this was fraught with difficulty.

A similar procedure was applied also to the original ste-
reo files, yielding Leq measures of the left and right channel
signals for each excerpt. Level calibration was maintained
throughout.

G. Measurements of the stage acoustics

The stage acoustics will of course be affected to some
degree by the set of theatrical decor. During our recordings
of The Masked Ball dress rehearsal, the set was changed
between acts a couple of times, but was in all cases sparse,
with little in the way of reflecting side walls. For one set, the
floor was slightly elevated by sections toward the rear, so as
to produce a wide staircase, the chorus mostly standing on its
steps. For logistical reasons, the stage acoustics could not be
measured with any of these sets. The stage measurements
were made with a sparse set and flat floor with canvas
“walls” along the sides. The stage was acoustically unob-
structed in both cases.

Of the many room acoustic parameters available, the
Early Stage Support �ST1� and Late Stage Support �ST2�
were considered to be the most relevant for this investiga-
tion. These were developed by Gade �1989, 1992� for the
measurement of acoustic support on orchestra platforms in
auditoria. ST1 is the ratio in dB of the early reflected energy
�within the 20–100-ms period� relative to the direct sound
�taken as the first 10 ms of the impulse response�. It relates
to the ease of hearing other members of an ensemble. ST2 is
the ratio of the reflected energy after the first 100 ms relative
to the direct sound. Both are to be measured at a distance of
1 m from the acoustic center of an omni-directional sound
source.

Stage support measurements were made using a Brüel &
Kjær type 4296 dodecahedral loudspeaker and a Brüel &
Kjær type 4190 microphone, both at a height of 1.5 m, de-
riving impulse responses from a 21st-order maximum length
sequence signal with a 48-kHz sampling rate. The mean
value for the octave bands from 250 Hz to 2 kHz inclusive
was taken as the single number stage support rating.

Both the ST measures were obtained for 15 positions
across the stage, as shown schematically in Fig. 4. For each
position, four measurements were made in the four directions
N, E, S, and W as shown in the figure, and the average of the
four was computed.

The mid-frequency reverberation times �average of
500-Hz and 1-kHz octave band T30 values� were computed
from impulse responses measured from positions A1 and B1
�Fig. 4� to seat number M19 in the 15th row in the middle of
the stalls. This was done to check against more thorough
measurements done previously. The same mid-frequency re-
verberation time was also measured on the stage, from the
A-to-C impulse responses in each of the five rows in Fig. 4.
This was done to obtain a measure of the “room” reverbera-
tion time in the stage area.

III. RESULTS

A. Self-to-other ratio

The SOR results are shown in Fig. 5. Each marker point
represents the SOR as measured over one musical excerpt.
The duration of the excerpts varied between 2 and 20 s. The
average SOR was about +15 dB for the soprano, +10 dB for
the mezzosoprano and tenor, and +14 dB for the baritone. It
is possible that these SOR values are somewhat underesti-
mated due to L-R channel mismatches in the rented equip-
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ment, as discussed earlier. Nevertheless, the SOR values
found here are considerably higher than the 0 to +8 dB that
was found for chamber choirs in more reverberant rooms and
with accurate channel matching �Ternström, 1994, 1995�.

Figure 5 also shows the range of sound pressure levels
encountered by the singers, as measured by the microphone
at the left ear. Most of this sound would be that of their own
voice at close range �about 14 cm� to the microphones. The
level of Self, estimated as M-6 dB, was typically 0–2 dB
below the level of either channel. The level of Other ranged
from 60 to 97 dB. The level of Other can also be estimated
from Fig. 5, simply by subtracting the SOR from the corre-
sponding SPL. The musical dynamic indicated in the score
corresponded to the SPL as shown in Table I. A long fortis-
simo passage was rehearsed several times, which accounts
for the large number of points above 100 dB SPL.

B. Acoustics of the stage

The results of the ST1 and ST2 measurements over the
stage area are given in Table II. The mean ST1 is −16.2 dB
under the proscenium arch �2 m from the front edge of the
stage�. By way of comparison, this value is within the low
range encountered for orchestra platforms in concert halls.
For example, Gade �1989� found a median ST1 of −10.9 dB
in a survey of nine Danish, eight British, and six other Eu-
ropean concert halls, with values ranging between −18.3 and
−14.5 dB. In Beranek’s �2004� survey of concert auditoria,
the median ST1 for 24 halls is −14.8 dB, with values ranging
between −18.1 and −12.2 dB. Chamber music halls tend to
have greater early stage support: in a survey of 17 chamber

music halls, Hidaka and Nishihara �2004� found a median
ST1 of −9.7 dB, with values ranging between −12.8 and
−4.4 dB.

Studies by Gade �1989� and Jeon and Barron �2005�
show that stage support can be varied in a given auditorium
by changing the position of reflective surfaces above and
around the stage. Since the stage support in opera theaters is
likely to vary with the set, survey data for opera theaters are

FIG. 4. Plan of positions in which the stage support parameters were mea-
sured on stage.

FIG. 5. Self-to-Other ratios �SORs� measured on stage for �top to bottom�
the soprano, the mezzosoprano, the tenor, and the baritone singer. The hori-
zontal axis represents the Leq at the singer’s left ear, and the vertical axis
shows the SOR. The boxed inset shows the mean SOR. Each point corre-
sponds to a musical phrase or passage of 2 to 20 s duration. Most points
above 100 dB are from several repeats of a few loud tutti passages. The two
leftmost points for the soprano and mezzo-soprano are from a soft passage
with very little accompaniment and no male voices.
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not currently published. However, the ST1 result of
−16.2 dB under the proscenium arch appears to be typical
for that encountered on opera theater stages, being equal to
the median of measurements made for 20 opera theaters of
the world �not including the Sydney Opera House� by Be-
ranek and Hidaka �1999; personal communication�. The op-
era houses surveyed by Beranek and Hidaka had ST1 values
ranging between −21.4 and −11.9 dB.

The ST2 values in this theater are distinctive in that they
are less than the ST1 values. Concert auditorium data from
Gade �1989� and opera theater data from Beranek and
Hidaka �1999; personal communication� both show ST2 to
be typically 1.4 dB greater than ST1, with no cases of ST2
less than ST1. The median ST2 for Gade’s concert halls is
−12.6 dB �ranging between −16.8 and −10.1 dB�, while that
for Beranek and Hidaka’s opera theaters is −15.0 dB �rang-
ing between −19.3 and −11.0 dB�. Hence, the measurements
indicate that relatively little reverberation would be audible
to a singer in this theater because of its distinctively high
sound absorption. Beranek and Hidaka find similarly low
levels of late stage support in much larger opera theaters. As
shown in Table II, early stage support increases a little to-
wards the back of the stage, while late stage support declines.

The mid-frequency reverberation time, measured from
the front of the stage to the seat 15 rows back and near the
middle �seat M19�, was 1.15 s. This is consistent with mea-
surements made on a previous occasion by the researchers in
the unoccupied auditorium, showing an average mid-

frequency reverberation time of 1.15 s �standard deviation of
0.05 s, 34 measurement positions throughout the audience
area with the source on stage�. It is also consistent with re-
cent results of Farina and Tronchin �2004�, but substantially
less than early measurements by Jordan �1980� made when
the seats had leather upholstery instead of the current porous
upholstery �unoccupied auditorium mid-frequency reverbera-
tion time of about 2 s�. Hence, the acoustical conditions dur-
ing the stage support measurements appear to be consistent
with those normally encountered for this unoccupied audito-
rium, which was the situation for the dress rehearsal during
which the SOR measurements were obtained.

On the stage, the mid-frequency reverberation time was
very close to 1.0 s in four of the five positions, and some-
what longer at the very front of the stage, where the audito-
rium’s longer reverberation would have some influence
�Table II�.

IV. DISCUSSION

A. Comparison to chamber choirs

The two earlier studies on chamber choirs were done in
a congregational hall and on the podium of a large broadcast-
ing studio with 200 audience seats. Both rooms were of a
rectangular “shoe-box” shape. It is not straightforward to
compare those rooms to the opera house theater, because
while the opera stage area reverberation time T is now
known, the acoustically effective volume of the “room” in
the opera stage area is not known. The volume V of the
auditorium alone is given by Jordan �1980� as 8200 m3.
Some basic acoustic data for the three venues and choirs are
given in Table III, where V for the opera stage area has
simply been guessed to be 7000 m3. The asterisks in Table
III indicate the values affected by that guess. The equivalent
absorption area A has been derived from T and V using Sab-
ine’s formula, T=0.163V /A, which should be valid for the
studio and hall, but may be inappropriate for the guessed
volume. Since the intensity of the diffuse field with a given
source is inversely proportional to A, we can also estimate
the relative intensities of the diffuse field for a given source
in the three venues. With the opera stage as a reference, the

TABLE I. Approximate relationship between the SPL �in the left channel�
and the musical dynamic as indicated in the score. Values in dB �linear
weighting�. These SPL ranges cover the levels measured on all four singers.

Dynamic SPL

f f 99–113
f 97–105

mf 93–100
p 85–95

pp 76–87

TABLE II. Results of the stage support and reverberation time measure-
ments. All ST values are in dB. Positions A1–C5 are those given in Fig. 4.

ST1 �early� A B C Average RTmid �s�

1 −16,8 −15,3 −16,3 −16,2 Front 1.04
2 −16,3 −14,7 −14,5 −15,1 0.99
3 −16,9 −14,9 −15,0 −15,6 1.00
4 −14,5 −13,9 −15,4 −14,6 0.98
5 −15,6 −13,4 −15,9 −15,0 Back 0.98

Side Centre Side

ST2 �late� A B C Average

1 −19,6 −19,2 −19,3 −19,4 Front
2 −19,5 −19,1 −19,0 −19,2
3 −19,6 −19,3 −19,0 −19,3
4 −19,3 −20,1 −21,0 −20,2
5 −21,5 −20,1 −21,4 −21,0 Back

Side Centre Side

TABLE III. Room and choir data for this study �opera stage� and the ones in
Ternström �1995� �studio, hall�. Values marked with asterisks follow from
the assumed effective volume of the opera stage area.

Room data Unit
Opera
stage Studio Hall

Room volume V m3 7000* 3100 480
Reverberation time T at 500 Hz s 1.0 1.3 1.2
Equivalent absorption area A m2 1140* 390 65
Reverberation radius rr m 4.7* 2.7 1.1
Relative intensity level of
the diffuse field

dB 0 +4.7* +12.4*

Choir data
No. of singers ¯ up to 30 32 25
Singer rows ¯ variable 2 1
Singer spacing m variable 0.7 0.7
Average SOR overall dB 12.1 2.5 3.9
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level of the diffuse field would have been about 5 dB higher
in the studio and 12 dB higher in the hall �again, these values
will depend on the set and on the effective room volume of
the stage�. With a strong diffuse field, the SOR will generally
be low and dependent on the total number of singers. With a
weak diffuse field, which is the case for the opera stage, the
SOR will depend more on the number of singer neighbors
that are closer than the reverberation radius. Here, the cho-
reography on stage made the spacing between the four re-
corded singers and their neighbors highly variable, and no
record was kept of their positions or of the directions they
were facing. In Table III, the reverberation radius rr has been
computed as 0.056�V /T�0.5.

The sound levels of Other found here are similar to
those found earlier in choral music performed by chamber
choirs �good amateur or semi-professional� in reverberant
rooms, when the person wearing the binaural microphones
remained silent inside the choirs �Ternström and Sundberg,
1988�. This suggests that, on the opera stage, the greater
room absorption and often wider spacing was offset by the
more powerful and operatic voices of the vocally skilled cho-
rus artists, which also would be consistent with the higher
SOR values. Note that while a louder voice for a particular
singer will increase that singer’s SOR, the SOR will remain
constant if all singers sing louder by the same number of
decibels.

While the SOR differences between the four singers in
this investigation appear to be systematic, we cannot gener-
alize these differences to apply to the voice categories that
the singers represent �i.e., soprano, mezzo-soprano, tenor,
baritone�, since there was only one individual in each cat-
egory. In the chamber choirs, the individual SOR averages
tended to be larger for sopranos and smaller for basses, with
altos and tenors in between. Except for the baritone, the op-
era chorus data are similar in this regard.

B. Subjective impressions

It was clear from listening to the recordings that the
opera chorus artists at times can hear the orchestra only in-
cidentally, and that the soloists and the rest of the ensemble
often sound distant. This is to be expected on any large stage
and is not to be construed as a problem specific to the given
opera house.

The recordings were played to two other opera chorus
singers, unconnected with this investigation, who com-
mented anecdotally that the recordings felt quite realistic,
and that the sensations of being rather alone on the stage and
singing as a soloist rather than inside a choir were familiar.
For time-keeping, they said, one must rely on visual contact
with the conductor, or, failing that, simply on “dead reckon-
ing.” Timing cues from other ensemble members were said
to be often absent or unreliable.

With regard to the issue of channel matching, it was
noted on listening to the singer recordings that the Self signal
always appeared to be stable in the center of the stereo im-
age. It was noted also that a correct playback level was im-
portant to realism. A good quality headphone amplifier �Ny-
valla DSP Audio Interface Box, Hitech Development� was

required in order to achieve the correct sound pressure lev-
els; a consumer sound card output would not suffice. When
heard out of context �that is, in the laboratory rather than on
the opera stage�, the recordings were perceived as very loud.
Readers who are interested in the possible hearing hazards of
opera chorus singing may wish to refer to Steurer et al.
�1998�.

C. Bone conduction

The level of the bone-conducted component of Self is
complicated to account for �Howell, 1985�. The pronounced
low-pass characteristic of bone transmission relative to air
conduction means that the ratio of airborne to bone-
conducted sound will vary with the vowel and with the mode
of voice production, such as breathy-pressed. The reader can
easily test this by occluding the ears and singing “aah-ooh:”
the “ooh” will sound louder by bone conduction. Pör-
schmann �2000� found through masking experiments that the
perceived level of the bone-conducted sound in speech can
be up to 4 dB higher than the level of the airborne sound, for
frequencies in the octave 700–1400 Hz. This is an important
octave, since it may contain the dominant first formant peak
of the voice spectrum. On average, both the first formant
frequency and the relative level of the high end of the spec-
trum are higher in singing than in speech �the mouth is more
open�, so it is likely that the airborne-to-bone-conduction
ratio would be higher in singing, although this has not been
shown. Neglecting the bone conduction, as we have done
here, means that the effective SOR may be underestimated
by a few decibels, but the error may depend on both the
vowel and the mode of phonation. This should apply equally
to chamber choirs �Ternström, 1994� and opera choruses.
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I. INTRODUCTION

There has been considerable interest in the measurement
and modeling of ultrasonic propagation and scattering prop-
erties of trabecular bone in an effort to better understand the
mechanisms and effects of the skeletal disorder
osteoporosis.1–11 These efforts have assisted the development
of clinical bone sonometers for evaluation of osteoporosis
based on measurements related to the speed of sound and the
slope of attenuation with respect to frequency.4 The slope of
attenuation is a parameter that is widely used to characterize
biological materials and is appropriate for cases where at-
tenuation is approximately proportional to frequency. Re-
searchers who study the ultrasonic properties of bone often
refer to this parameter as normalized broadband ultrasonic
attenuation �nBUA�. Speed of sound is also often reported
for biological materials and can be related to some mechani-
cal property such as Young’s modulus.12

The velocity at which ultrasound propagates in soft tis-
sues is largely independent of the frequency. That is, soft
tissues are only weakly dispersive. Because dispersion is
negligible and attenuation is relatively small in soft tissues,
there is little waveform distortion due to dispersion of a �lin-
ear� ultrasonic signal as it propagates over distances on the
order of centimeters. Consequently, estimates of speed of
sound that are based on times of flight can be determined
easily. Furthermore, estimation of time of flight is not par-
ticularly sensitive to the estimation technique �e.g., envelope

peak or percentage of envelope peak�. In contrast, the phase
velocity of ultrasound in trabecular �cancellous� bone can
depend strongly on the frequency. Specifically, trabecular
bone can exhibit both relatively high attenuation and strong
dispersion. These two features lead to strong distortion of an
ultrasonic signal as it propagates, which can make estimation
of the speed of sound difficult. Furthermore, the variety of
techniques that has been used to estimate times of flight has
led to biases in estimates of speed of sound.13

Although dispersion has been experimentally
observed,5,14,15 it is generally ignored as a potential param-
eter for evaluation of structural properties of trabecular bone
and changes due to osteoporosis. When dispersion has been
studied, it is sometimes discussed in the context of apparent
inconsistencies between experimental measurements and a
form of Kramers-Kronig �K-K� analysis.5 This paper exam-
ines the dispersive properties of trabecular bone and dis-
cusses an appropriate framework for the K-K analysis of
attenuation and dispersion. In Sec. II, we briefly review the
so-called nearly local approximation to the K-K dispersion
relations as applied to measurements of biological materials.
We then discuss an alternative approach to the K-K analysis
that avoids some of the restrictive conditions of the nearly
local approximation. This technique is based on a restricted-
bandwidth integral approach and the method of subtractions.
Methods for experimental measurement and analysis of the
attenuation coefficient and phase velocity in bovine trabecu-
lar bone are reported in Sec. III. In Sec. IV, we compare
measurements of phase velocity with reconstructions based
on the K-K analysis of the attenuation coefficient. We close
with a discussion of the potential role that K-K analysis can
play in regard to experimental measurements and analytical
models of ultrasonic propagation in trabecular bone.

a�Portions of this work were presented in “Application of the Kramers-
Kronig relations to measurements of attenuation and dispersion in cancel-
lous bone,” in Proceedings of IEEE International Ultrasonics, Ferroelec-
trics, and Frequency Control 50th Anniversary Joint Conference, Montréal,
Canada, August, 2004.

b�Current affiliation is Volcano Corp., Advanced Technology Laboratory,
Cleveland, Ohio, 44195.
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II. KRAMERS-KRONIG ANALYSIS OF
MEASUREMENTS OF BIOLOGICAL MATERIALS

A. Historical perspective

The ultrasonic K-K relations are generally used to relate
the phase velocity to the attenuation coefficient. Our present
interest is application of the K-K relations to evaluate the
consistency of experimental measurements of the propaga-
tion properties of trabecular bone. A standard form of the
K-K relations as applied to ultrasonic measurements of bio-
logical materials is the nearly local approximation that re-
lates the attenuation coefficient to a derivative of the phase
velocity16,17

���� − ��0� � −
�

2
�2 d

d�
� 1

c���
� . �1�

This contrasts with the conventional K-K relations that in-
volve infinite integrals.18 The nearly local approximation to
the K-K relations has been shown to be consistent with ex-
perimental measurements of materials whose attenuation is
approximately proportional to frequency, including soft tis-
sues. Some limitations of the original approximation were
identified,19 but have subsequently been addressed such that
differential forms of the K-K relations are available for me-
dia with attenuation exhibiting an arbitrary frequency power
law.20 An unspoken assumption in the use of the nearly local
approximation is that the form of the attenuation is implicitly
extrapolated over the entire spectrum �or over a very broad
frequency range, at the very least�.20 This assumption seems
to be reasonable for soft tissue, but may not be valid for
trabecular bone. The linear-with-frequency form of attenua-
tion is sometimes attributed to a distribution of viscous and
relaxation losses due to the liquid- and polymer-like nature
of soft tissue.21 These losses are weighted such that the re-
sultant attenuation has the empirically observed linear-with-
frequency form. In contrast, trabecular bone is known to be
composed of a hard tissue structure �i.e., trabeculae� filled
with soft tissue �i.e., bone marrow�. Although the trabecular
structure is not composed of regular-shaped objects, some
success has been demonstrated by modeling the trabecular
bone as a network of cylindrical objects.22 The propagation
and scattering properties �e.g., resonances� of cylindrical ob-
jects are known to depend on the ratio of the ultrasonic
wavelength to scatterer size.23 Trabeculae have diameters
ranging typically from 400 �m down to 100 �m,24 and can
be smaller depending on age25 as well as disease state. For
clinically used ultrasonic frequencies ��2 MHz� and
higher frequencies under investigation in laboratories �up
to 5 MHz�, the ultrasonic wavelength begins to approach
the size of the trabecular diameter. In Sec. V we discuss in
additional detail the validity of extrapolating ultrasonic
properties beyond the experimentally measured band-
width.

For cases when the attenuation increases linearly with
frequency, the nearly local approximation to the K-K rela-
tions indicates that the phase velocity should increase loga-
rithmically with frequency. In the case of trabecular bone, a
linear-with-frequency attenuation has been observed for a
range of bone mineral densities, but the form of the phase

velocity is found to decrease with frequency for many cases.
Based on experience with soft tissue �and linear-with-
frequency attenuation�, it is this behavior of the propagation
properties of trabecular bone that appears to be inconsistent
with the K-K analysis based on the nearly local approxima-
tion. To illustrate this apparent inconsistency, Fig. 1 com-
pares experimentally measured phase velocity of trabecular
bone from bovine tibia with the phase velocity reconstructed
from measurements of the corresponding attenuation coeffi-
cient using the nearly local approximation. Experimental de-
tails are provided in Sec. III, and improved reconstruction
results are shown in Sec. IV.

We propose to use a restricted-bandwidth integral form
of the K-K relations with a subtracted form of the ultrasonic
quantities26,27 in an effort to avoid the implicit extrapolation
of the nearly local approximation technique. We first state
the method of subtractions and its role in this approach. We
then describe the restricted-bandwidth integral form of the
K-K relations and how artifacts caused by truncation of the
integrals can be suppressed.

B. Method of subtractions

The method of subtractions is a standard technique used
in K-K analysis to improve the convergence of the
integrals.28 We start with a finite Taylor series expansion of
the complex wave number ����

���� = ���0� + �� − �0�����0� +
1

2!
�� − �0�2����0�

+ ¯ + �� − �0�nDn��,�0� , �2�

where Dn�� ,�0� is a remainder function that can depend on
the frequency of evaluation � and the frequency of expan-
sion �0, and we assume that the complex wave number is
sufficiently well behaved at �0. The frequency of expansion
�0 is often referred to as the subtraction frequency. If the
high-frequency behavior of the complex wave number is
such that it is not square integrable, the method of subtrac-

FIG. 1. Illustration of the apparent inconsistency between experimentally
measured phase velocity �mean±2�� and Kramers-Kronig reconstructed
phase velocity using the nearly local approximation for a trabecular bone
specimen from the bovine tibia having a low mass density �180 kg/m3� and
oriented along the medial-lateral direction. The Kramers-Kronig recon-
structed phase velocity was determined from the corresponding experimen-
tally measured attenuation coefficient shown in Fig. 3.
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tions can be used to construct a subtracted form of the com-
plex wave number that is indeed square integrable. For ex-
ample, if the complex wave number grows proportional to
frequency for high frequencies �i.e., ����=O��� as ���→��,
then the complex wave number with two subtractions
D2�� ,�0�

D2��,�0� =
���� − ���0� − �� − �0�����0�

�� − �0�2 , �3�

is square integrable and would consequently improve the
convergence of the K-K relations. Here, ���0� and ����0�
are referred to as subtraction constants. A disadvantage to
using a subtracted form of the complex wave number is that
the value of the complex wave number �and its derivatives�
must be known at a particular frequency, namely the subtrac-
tion frequency �0. In addition, calculation of derivatives can
sometimes be problematic with experimental data that in-
clude the inherent noise of any experimental system. We
note that the use of ���� indicates that we treat the water-
filled bone structure of our experiment as an effective me-
dium. Such an approach for other composite media, includ-
ing suspensions of solid polymer microspheres26,27 and
encapsulated microbubbles,29 has demonstrated consistency
between experimental measurement and K-K analysis.

C. Restricted-bandwidth form of the Kramers-Kronig
dispersion relations

A standard form of the K-K relations in terms of the
phase velocity c��� and attenuation coefficient ���� can be
written as Hilbert transforms

�

c���
=

1

�
	

−�

� ����� − ����
�� − �

d�� �4�

and

���� = −
1

�
	

−�

� ��/c���� − �/c���
�� − �

d��. �5�

The second term in the numerator of the integrands ����� or
� /c���� is constant with respect to the variable of integration
and is the subtraction constant. The motivation and justifica-
tion to subtract a constant in the integrand of the Hilbert
transform has been discussed in detail elsewhere.26,27 As is
standard in K-K analysis, it is necessary to know the absorp-
tive part ���� over all frequencies in order to reconstruct the
dispersive part c��� at a single frequency, and vice versa.

Ultrasonic properties are typically measured over only a
limited bandwidth. One approach for handling this situation
is to extrapolate the properties over the known bandwidth to
the unknown bandwidth. However, it may not be evident
how to best handle the extrapolation problem. The alterna-
tive approach that we consider here truncates the infinite in-
tegrals to only the known bandwidth. For example, the Hil-
bert transform of the attenuation coefficient can be written as
five terms �three unknown and two known�

�6�

where the experimental bandwidth is restricted to those fre-
quencies between �low and �high �0	�low	�high�. Consid-
ering the symmetry properties of ���� �i.e., ��−��=�����,
we can rewrite Eq. �6� over non-negative frequencies

�7�

By truncating the Hilbert transform to be over only the
known bandwidth

�

c���
=

1

�
	

�low

�high 
����� − ����
�� − �

−
����� − ����

�� + �
�d��

+ A�→c
�0� ��,�low,�high� , �8�

we introduce a term A�→c
�0� �� ,�low,�high� to represent the

unknown integrals in Eq. �7�. For present purposes, we
shall consider this term as an artifact due to the integral
truncation that can depend on the frequency of evaluation �
and the limits of the experimental bandwidth �low and �high.
The superscript �0� of A�→c

�0� indicates that the artifact term
is for the complex wave number with zero subtractions,
and the subscript �→c indicates that the attenuation co-
efficient ���� is integrated to reconstruct the phase veloc-
ity c���. Because there are no parameters in this form of
the restricted-bandwidth K-K dispersion relation to adjust,
there is no means to compensate for the effects of this
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artifact. This leads us to consider the method of subtrac-
tions to reduce the impact of the artifact.

The ultrasonic complex wave number with two subtrac-
tions �D2�� ,�0�� appears to be sufficient for establishing the
Hilbert transforms.30 One form of the exact �so-called unre-
stricted bandwidth� Hilbert transform for the complex wave
number with two subtractions can be written as

Re D2��,�0� =
1

�
	

−�

� Im D2���,�0� − Im D2��,�0�
�� − �

d��,

�9�

or substituting the phase velocity c��� and attenuation coef-
ficient ���� into the real and imaginary parts of D2�� ,�0�,
we find

�

c���
=

�0

c��0�
� + �� − �0�

d

d�

�

c���
�

�=�0
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1

�
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��� − �0�2

−
���� − ���0� − �� − �0�����0�

�� − �0�2 � d��

�� − �
. �10�

We next consider a restricted-bandwidth form of the Hilbert
transform of the complex wave number with two subtrac-
tions written over non-negative frequencies

�

c���
=

�0

c��0�
+ ��� − �0�

d

d�

�

c���
�

�=�0

+
�� − �0�2

�


 	
�low

�high 
����� − ���0� − ��� − �0�����0�
��� − �0�2

−
���� − ���0� − �� − �0�����0�

�� − �0�2 � d��

�� − �

−
�� − �0�2

�


 	
�low

�high 
����� − ���0� + ��� + �0�����0�
��� + �0�2

−
���� − ���0� − �� − �0�����0�

�� − �0�2 � d��

�� + �

+ A�→c
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where our artifact term A�→c
�2� may now depend on the sub-

traction frequency �0 in addition to the limits of our experi-
mental bandwidth ��low and �high� and the frequency of
evaluation �.

Following some algebraic manipulation, we can rewrite
this in a so-called expansion form of the K-K relations26,27 as

�

c���
=

�0

c��0�
+ ��� − �0�

d

d�

�

c���
�

�=�0
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+ A�→c
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where

I���,�low,�high� =
1

�
	

�low

�high 
����� − ����
�� − �

−
����� − ����

�� + �
�d��. �13�

The subtracted nature of this approach is apparent in the
expansion form of the K-K relations. We remark that the
local variations in � /c��� are determined in large part by the
first integral on the right-hand side of Eq. �12�
�I��� ,�low,�high��. The remaining integral terms
I���0 ,�low,�high� and ���−�0��d /d��I��� ,�low,�high���=�0
define a linear contribution �with respect to �� whose
slope and intercept is a function of the subtraction fre-
quency �0.

The present strategy is to compensate for the unknown
term A�→c

�2� through a judicious choice of the subtraction fre-
quency �0. The degree to which the unknown parts of the
Hilbert transform are compensated will be evaluated based
on statistical comparisons of the experimentally measured
phase velocity with the reconstructed phase velocity. We re-
mark that a similar development is available for reconstruct-
ing the attenuation coefficient in terms of the phase
velocity.26,27

III. EXPERIMENTAL METHODS

A. Specimen preparation

Trabecular bone specimens �n=10� were obtained from
the proximal end of four bovine tibia, cut into cubes �ap-
proximately 15-mm sides�, and then prepared with the axis
of measurement along the medial-lateral �nML=5� and
superior-inferior �nSI=5� directions. Although measurements
in the medial-lateral direction are more clinically relevant
than those in the superior-inferior direction, we include mea-
surements in the superior-inferior direction because they pro-
vide a wider range of cases for which to examine the K-K
analysis. Marrow was removed prior to measurement. Appar-
ent densities were �96 to 534� kg/m3. Further details of
specimen preparation are available elsewhere.31 For purposes
of the present study, densities of approximately 250 kg/m3

and lower are considered low density, between 250 and
500 kg/m3 are considered medium density, and above
500 kg/m3 are considered high density. These categories
were selected based on common features of the time-domain
and corresponding frequency-domain characteristics of the
ultrasonic signals. Briefly, seven low-density specimens with
medial-lateral and superior-inferior orientations exhibited
little dispersion �or spreading� in the time-domain signal.
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Two medium-density specimens with medial-lateral orienta-
tion exhibited a modest degree of dispersion and were more
attenuating than the low-density specimens. One high-
density specimen with superior-inferior orientation exhibited
both a fast and slow wave in the time-domain signal.

B. Experimental setup and data acquisition

Measurements were performed in a water bath �T
�23 °C� using a pair of planar transducers �2.25 MHz,
12.7-mm diameter� aligned coaxially. A broadband pulser/
receiver was used to generate and detect electrical signals.
Received signals were digitized at a sampling rate of
100 MHz with 8-bit resolution, temporally averaged 256
times, and then transferred to a personal computer for off-
line analysis. Measurements were performed with both sides
of a given specimen orientation toward the transmitting
transducer �e.g., medial side and lateral side�. Additional de-
tails of the experimental setup are available elsewhere.8

C. Frequency-domain analysis

The attenuation coefficient and phase velocity of the
bone specimens were determined by spectral analysis32 of
the ultrasonic signals, as given by

���� = 20 log10��Fref����/�Fbone�����/L , �14�

and

c��� = vw/�1 − vw�����/�L� , �15�

where Fref��� is the Fourier transform of the reference path
signal, Fbone��� is the Fourier transform of the signal
through bone, L is the thickness of the bone specimen, vw

is the speed of sound in water,33 ����� is the change in
phase between the reference and bone measurements, and
� is angular frequency. The ultrasonic signals were tem-
porally gated. In the case where a fast wave and a slow
wave exist, we first applied a gate that included only the
fast wave and then applied a gate that included only the

slow wave. In cases where the fast and slow waves are
suspected to exist but overlap in time �e.g., medium-
density specimens�, the time-domain signal was treated as
a single wave.

D. Kramers-Kronig analysis

The reconstruction of phase velocity from measurements
of the attenuation coefficient was performed using the expan-
sion form of the restricted-bandwidth form of the K-K rela-
tions, Eqs. �12� and �13�. The lower and upper limits of the
experimental bandwidth ��low and �high� corresponded to the
−20-dB level of the water-path reference and bone measure-
ments. The subtraction frequency �0 was determined empiri-
cally by sweeping through the bandwidth and selecting the
�0 that minimized the discrepancy �least-square error� be-
tween the experimentally measured phase velocity and K-K
reconstructed phase velocity.

IV. RESULTS

Quantitative results of the time-domain, frequency-
domain, and K-K analyses for all bone specimens are sum-
marized in Table I. The bone specimens are listed in order of
increasing density. The results for each specimen include
density, anatomical orientation �medial-lateral or superior-
inferior�, wave type �fast or slow�, speed of sound �peak and
threshold techniques�, bandwidth, normalized broadband ul-
trasonic attenuation �nBUA�, measured dispersion, K-K re-
constructed dispersion, and subtraction frequency. All re-
ported ultrasonic parameters are mean values. We discuss
these results in more detail below.

A. Time-domain analysis

Representative time-domain waveforms of the ultrasonic
signals that have propagated through trabecular bone speci-
mens are shown in Fig. 2. The ultrasound propagates with
modest loss and dispersion in the low-density �medial-

TABLE I. Summary of bone specimen details and experimental results �mean values only�. The bone specimens are listed in order of increasing density.
Specimens 1–7 correspond to the low-density category, specimens 8 and 9 correspond to the medium-density category, and specimen 10 corresponds to the
high-density category. For each specimen, we report the density, the anatomical orientation �medial-lateral �ML� or superior-inferior �SI��, the type of wave
�fast �F� or slow �S��, the peak-detected speed of sound �cpk�, the threshold-detected speed of sound �cth�, the −20-dB bandwidth, the normalized broadband
ultrasonic attenuation �nBUA�, the measured dispersion ��c�, the Kramers-Kronig �K-K� reconstructed dispersion ��cKK�, and the subtraction frequency �f0�.

Specimen
Density
�kg/m3� Orientation

Wave
type

Time-domain analysis Frequency-domain analysis K-K analysis

cpk

�m/s�
cth

�m/s�
Bandwidth

�MHz�
nBUA

�dB/cm/MHz�
�c

�m/s�
�cKK

�m/s�
f0

�MHz�

1 96 ML S 1491.5 1488.6 0.50–3.30 3.6 −11.7 −12.3 0.65
2 160 SI S 1489.0 1486.1 0.50–3.30 2.6 6.3 8.1 1.85
3 180 ML S 1476.9 1473.9 0.50–3.15 6.8 −31.7 −37.4 2.05
4 187 SI S 1478.5 1472.1 0.50–3.20 4.9 −55.9 −55.9 1.20
5 193 SI S 1478.1 1487.3 0.50–3.30 2.8 23.5 20.8 1.65
6 211 ML S 1481.4 1481.4 0.50–3.15 5.4 −40.1 −43.9 0.65
7 251 SI S 1475.0 1481.0 0.50–3.20 2.8 18.8 20.3 2.20
8 290 ML S 1469.2 1685.4 0.50–3.00 14.1 −92.5 −110.8 1.25
9 300 ML S 1469.7 1902.3 0.50–2.50 20.5 −115.7 −163.5 2.20
10 534 SI F 1455.2 2830.5 0.50–2.50 20.3 247.4 226.1 1.25

S 0.50–3.10 7.8 35.7 46.7 1.85
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lateral� specimen �Fig. 2�a�� and with moderate loss and dis-
persion in the medium-density �medial-lateral� specimen
�Fig. 2�b��. The high-density �superior-inferior� specimen
�Fig. 2�c�� exhibits both a fast and slow wave. We list in
Table I the corresponding speeds of sound as estimated by a
peak-detected and threshold-detected �10% of peak� time of
flight. Although the speeds of sound are not of primary in-
terest for the present investigation, they do illustrate the dis-
crepancy between the two techniques for specimens that are
more lossy and dispersive. The implications of these discrep-
ancies for bone characterization have been discussed in detail
by Wear.13

B. Frequency-domain analysis

The phase velocities and attenuation coefficients corre-
sponding to the waveforms in Figs. 2�a�, 2�b�, and 2�c� are
shown in Figs. 3–5 respectively. Values reported are the
mean of the measurements performed in both directions of a
given orientation. The error bars represent 2 standard devia-
tions. As expected from the time-domain waveforms, the
medium-density �medial-lateral� specimen �Fig. 4� exhibits
attenuation larger than that of the low-density �medial-
lateral� specimen �Fig. 3�. The fast wave of the high-density
�superior-inferior� specimen is, however, the most lossy and
dispersive �Fig. 5�. Negative dispersion is observed for the
low- and medium-density specimens, whereas positive dis-

persion is observed for the high-density �superior-inferior�
specimen. Only the medium-density �medial-lateral� speci-
men exhibits attenuation that might not be considered linear
with frequency. We discuss these results in the context of a
poroelastic model in Sec. V. Quantitative values are listed in
Table I for nBUA �in units of dB/cm/MHz� and dispersion
across the −20-dB bandwidth for each specimen.

C. Kramers-Kronig analysis

The measured and K-K reconstructed phase velocities
for each representative specimen are shown in Fig. 6. We
observe good agreement in all cases. We remark that the
reconstructed phase velocity of the low-density specimen us-
ing the restricted-bandwidth forms of the K-K relations �Fig.
6�a�� contrasts markedly with the reconstructed phase veloc-
ity using the nearly local approximation to the K-K relations
�Fig. 1�. The empirically determined subtraction frequencies
for the low-, medium-, and �fast wave and slow wave� high-
density specimens are, respectively, 2.05, 1.25, 1.25, and
1.85 MHz. The subtraction frequency and the K-K recon-
structed dispersion for all specimens are listed in Table I.

The measured and K-K reconstructed dispersions across
the experimental bandwidth for all specimens are compared
in Fig. 7. We observe good agreement, which indicates that
the measured attenuation coefficient and phase velocity are
consistent with one another within the limits of the K-K

FIG. 2. Representative time-domain ultrasonic signals
after having propagated through trabecular bone speci-
mens from the bovine tibia having the following ana-
tomical orientation and mass densities: �a� medial-
lateral orientation, low mass density �180 kg/m3�; �b�
medial-lateral orientation, medium mass density
�290 kg/m3�; �c� superior-inferior orientation, high
mass density �534 kg/m3�. These time-domain signals
are indicative of the variation in attenuation and disper-
sion found in trabecular bone. The vertical scale for
amplitude �in arbitrary units �a.u.�� is identical in each
plot. A time scale bar of 2 �s is included.

FIG. 3. Phase velocity and attenuation coefficient �mean±2�� for a trabe-
cular bone specimen from the bovine tibia having a low mass density
�180 kg/m3� and oriented along the medial-lateral direction. The frequency
dependence of both the phase velocity and attenuation is modest. This speci-
men exhibits a dispersion of approximately −30 m/s.

FIG. 4. Phase velocity and attenuation coefficient �mean±2�� for a trabe-
cular bone specimen from the bovine tibia having a medium mass density
�290 kg/m3� and oriented along the medial-lateral direction. The frequency
dependence of both the phase velocity and attenuation is appreciable. This
specimen exhibits a dispersion of approximately −90 m/s.
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analysis. The weighted least-squares regression linear fit has
a correlation coefficient of R2=0.61. It can be observed that
absolute discrepancies are larger for the larger magnitudes of
dispersion. Because we have a small population of speci-
mens, it is difficult to say whether the modest correlation is
indicative of a limitation of this technique for larger magni-
tudes of dispersion. However, there is no a priori reason
based on the development of the K-K relations to expect
such a limitation.

V. DISCUSSION

The K-K relations provide a useful tool for evaluating
the consistency of measurements of attenuation and disper-
sion in trabecular bone. Furthermore, accurate reconstruc-
tions of the phase velocity are achieved without use of un-
measured or extrapolated parameters. In particular, this
approach appears to be capable of reconstructing a phase
velocity having either positive or negative dispersion. By use
of a restricted-bandwidth form of the K-K relations, we have
avoided extrapolation of the ultrasonic properties beyond the
measured bandwidth. In contrast, the nearly local approxima-
tion to the K-K relations involves an implicit assumption that
the same behavior exists outside the measured bandwidth.
The reconstructed phase velocity using the nearly local ap-

proximation to the K-K relation exhibits a logarithmic in-
crease with frequency, as shown in Fig. 1. This contrasts
with the modest negative decrease of the measured phase
velocity and reconstructed phase velocity using the
restricted-bandwidth K-K relations as shown in Fig. 6�a�. As
mentioned in Sec. II, we expect that the forms of the propa-
gation properties �attenuation and dispersion� of trabecular
bone are sensitive to the ratio of the scatterer size to ultra-
sonic wavelength, particularly over ultrasound frequencies
where the wavelength and size of trabeculae are of the same
order. That is, we do not expect the same propagating and
scattering behavior under the so-called Rayleigh regime
when the ultrasonic wavelength is much greater than that of
the mean scatterer size �e.g., 3-mm wavelength near 500 kHz
for trabecular diameters less than 100 �m� compared to
cases when the wavelength is the same order of scatterer
size. Consequently, extrapolation of the propagation proper-
ties beyond the measured bandwidth is suspect. In addition,
this type of erroneous extrapolation when using forms of the
K-K relations that require unrestricted bandwidths could lead
to artifacts in the reconstruction of the propagation proper-
ties, as we observed in Fig. 1. In future studies, it would be
useful to have accompanying morphological information
available from high-resolution imaging techniques such as
microcomputed tomography that can achieve resolutions on
the order of tens of microns.

FIG. 5. Phase velocity and attenuation coefficient �mean±2�� for both the
fast and slow propagation modes in a trabecular bone specimen from the
bovine tibia having a high mass density �534 kg/m3� and oriented along the
superior-inferior direction. The frequency dependence of the phase velocity
and attenuation for the fast mode is strong, exhibiting a dispersion of ap-
proximately +250 m/s. The frequency dependence of the phase velocity and
attenuation for the slow mode is modest, exhibiting a dispersion of approxi-
mately +35 m/s.

FIG. 6. Comparison of experimentally measured and
Kramers-Kronig reconstructed phase velocities of tra-
becular bone specimens from the bovine tibia having
the following anatomical orientation and mass densi-
ties: �a� medial-lateral orientation, low mass density
�180 kg/m3�; �b� medial-lateral orientation, medium
mass density �290 kg/m3�; �c� superior-inferior orienta-
tion, high mass density �534 kg/m3�. The Kramers-
Kronig analysis was performed using a restricted-
bandwidth form and the complex wave number with
two subtractions. The subtraction frequencies for each
measurement are: �a� 2.05 MHz; �b� 1.25 MHz; and �c�
1.25 and 1.85 MHz for the fast and slow modes, respec-
tively.

FIG. 7. Comparison of experimentally measured and Kramers-Kronig re-
constructed dispersions �mean±2�� of trabecular bone specimens from the
bovine tibia. A weighted least-squares regression linear fit has a slope of 1.0.
The correlation coefficient is R2=0.61.
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Although we find good agreement between the measured
and K-K reconstructed dispersions for trabecular bone speci-
mens having a range of densities, the sensitivity of our
present approach to the choice of subtraction frequency is
somewhat unsatisfactory. In essence, the subtraction fre-
quency is free to slide across our experimental bandwidth
and is selected only on a statistical basis that minimized
discrepancies between the K-K reconstruction and experi-
mental measurement. Approximately 20% of frequencies
within the experimental bandwidth result in K-K reconstruc-
tions that agree with experimental measurement. This sensi-
tivity has previously been explored in some detail26,27 for the
case of resonant media. Subtraction frequencies that led to
reconstructions that were inconsistent with experimental
measurement generally introduced an artifact that grew lin-
early with frequency, as described in Sec. II C. It is a topic of
continuing research to determine if some physical insight can
be inferred from the choice of subtraction frequency. One
could speculate that such an approach would be similar in
spirit to techniques employed in high-energy physics that
relate subtraction constants to coupling constants that char-
acterize the physical system �e.g., the so-called scattering
length�.34

One can alternatively consider techniques that reduce or
eliminate the impact of subtraction constants. Recent
progress29 indicates that a stricter test of the consistency be-
tween measured and K-K reconstructed ultrasonic properties
can be found by examining the first derivative of the com-
plex wave number, namely the group velocity and the first
derivative of the attenuation coefficient �or slope of attenua-
tion�. For this approach, the subtraction frequency leads to
only a constant offset in the reconstruction of the phase ve-
locity, rather than a linear trend as discussed in Sec. II C. We
have also shown that a generalized form of the K-K relations
can be formulated without subtraction constants,35 for which
physical quantities such as the complex wave number are
treated as generalized functions or distributions rather than
point functions. The attraction of such an approach is that the
sometimes cumbersome nature of the K-K relations with
subtractions is avoided.

The restricted-bandwidth form of the K-K relations may
also help improve analytical models of how ultrasound inter-
acts with the trabecular bone structure. We emphasize that
the K-K relations do not indicate whether a physical model is
correct, only that consistency of a model or measurement
indicates consistency with the assumptions of the K-K rela-
tions, namely causality and linearity. A promising theory is
the Biot model as applied to poroelastic media36,37 in which
both fast and slow compressional waves are predicted to
exist,27 similar to the case shown in Fig. 2�c�. The fast wave
develops when the particle velocity in the fluid �water� is in
phase with the particle velocity in the solid �trabecular bone
structure�. The slow wave develops when these two particle
velocities are out of phase with one another. For our experi-
mental setup, it is not yet clear how efficiently these modes
are generated, and this issue of coupling is a topic of con-
tinuing study. Although the Biot model does account for the
dispersive effects of a medium, these are often ignored in
models applied to the interaction of ultrasound with trabecu-

lar bone.38 The K-K relations could play a role in developing
a form of the Biot model for trabecular bone similar to its
role39 in the use of the time-causal wave equation40 for
propagation in media with attenuation obeying a frequency
power law. In the case of the time-causal wave equation, the
form of the time-domain convolution loss operator depends
on the relationship of the attenuation coefficient and phase
velocity as determined by the time-domain representation of
the Hilbert transform �or K-K relations�.

VI. CONCLUDING REMARKS

We have applied a restricted-bandwidth form of the
Kramers-Kronig dispersion relations with subtractions to in
vitro measurements of trabecular bone from bovine tibial
specimens in order to evaluate the causal consistency be-
tween the attenuation coefficient and phase velocity. The
restricted-bandwidth form uses the subtraction frequency as
a fitting parameter. The role of the subtraction frequency is,
however, not yet completely understood. We found good
agreement between the measured phase velocities and phase
velocities reconstructed via Kramers-Kronig analysis of the
measured attenuation coefficient. The restricted-bandwidth
form improves upon previous applications of a nearly local
approximation to the Kramers-Kronig dispersion relations
without need for unmeasured or extrapolated properties. The
application of these relations may provide further insight into
how ultrasound interacts with trabecular bone and can lead to
improved analytical models.
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In this study, minimum audible angles �MAAs� of aerial pure tones were measured in and compared
between a northern elephant seal �Mirounga angustirostris�, a harbor seal �Phoca vitulina�, and a
California sea lion �Zalophus californianus�. Testing was conducted between 0.8 and 16 kHz in the
elephant seal and 0.8 and 20 kHz in the harbor seal and sea lion in a hemi-anechoic chamber using
a left/right psychophysical procedure. Performance for the same frequencies was also quantified for
discrete speaker separation of 5° from the mid-line. For all subjects, MAAs ranged from
approximately 3° to 15° and were generally equal to or larger than those previously measured in the
same subjects with a broadband signal. Performance at 5° ranged from chance to 97% correct,
depending on frequency and subject. Poorest performance in the sea lion and harbor seal occurred
at intermediate frequencies, which is consistent with the duplex theory of sound localization. In
contrast, the elephant seal’s poorest performance occurred at higher frequencies. The elephant seal’s
result suggests an inferior ability to utilize interaural level differences and is perhaps related to best
hearing sensitivity shifted toward lower frequencies in this species relative to other pinnipeds.
© 2005 Acoustical Society of America. �DOI: 10.1121/1.2126931�

PACS number�s�: 43.80.Lb, 43.66.Qp �WWA� Pages: 3921–3926

I. INTRODUCTION

Many pinnipeds produce loud, stereotyped, repetitive
calls in air. In land breeding species, including elephant
seals, sea lions, and fur seals, aerial vocalizations are pro-
duced regularly during the breeding season by all age
classes. For example, mothers and pups exchange calls to
facilitate contact and/or reunions during the lactation period
�Insley et al., 2003� while males produce threat vocalizations
during male-male competitive behaviors �Bartholomew and
Collias, 1962; Peterson and Bartholomew, 1969; Fernandez-
Juricic et al., 2001�. Thus, detection and localization of con-
specific aerial vocalizations in pinnipeds apparently have di-
rect implications for reproductive success. Furthermore,
these auditory processes are also likely important in detect-
ing land predators �Stirling and Archibald, 1977� and may
contribute to fitness by enhancing survival. Thus, the need to
localize a variety of airborne acoustic signals has likely been
a significant source of selective pressure in these marine
mammals.

Most mammals rely on both monaural and binaural in-
put for localizing sounds in a three-dimensional space. The
auditory mechanisms involved in azimuth �horizontal plane�
localization are best described by the duplex theory of sound
localization �Strutt, 1907� which states that low frequencies
are localized by interaural time differences �ITDs� while high
frequencies are localized by interaural level differences
�ILDs�. The duplex theory has been supported by studies
conducted with human subjects �Stevens and Newman,

1936; Mills, 1958; Wightman and Kistler, 1992; Macpherson
and Middlebrooks, 2002� and several other terrestrial mam-
mals �see Heffner and Heffner, 1992, for review�. However,
not all mammals have demonstrated the ability to utilize both
of these binaural cues. For example, hedgehogs �Paraechi-
nus hypomelas� have a limited ability to utilize ITDs �Mas-
terton et al., 1975� while horses �Equus caballus� have a
limited ability to utilize ILDs �Heffner and Heffner, 1986�. In
pinnipeds, pure tones at intermediate frequencies �between 2
and 4 kHz� of the audible range were poorly localized by
both a harbor seal �Phoca vitulina� listening in air �Terhune,
1974� and a California sea lion �Zalophus californianus� lis-
tening under water �Gentry, 1967; Moore and Au, 1975�. The
general interpretation of these results is that, according to the
duplex theory, there are significantly reduced ITDs and ILDs
for the intermediate frequencies, resulting in poorer localiza-
tion ability.

Accordingly, there have been several attempts to predict
the intermediate frequencies at which the auditory system of
a given species might shift between the utilization of time-
based to level-based interaural cues for localization in the
horizontal plane. One consideration is phase ambiguity that
occurs when a particular phase cycle of a sound does not
reach the far ear before the next phase cycle reaches the near
ear �Brown et al., 1978�. Assuming a simplified spherical
head, the frequency of phase ambiguity for a given interaural
distance, azimuth, and medium may be estimated by the fol-
lowing equation:

J. Acoust. Soc. Am. 118 �6�, December 2005 © 2005 Acoustical Society of America 39210001-4966/2005/118�6�/3921/6/$22.50



F = 1/�6�r/c�sin �� , �1�

where r is the head radius, c is sound speed, and � is azimuth
in degrees �Kuhn, 1977; Brown et al., 1978�. This relation-
ship predicts the upper frequency limit at which ITD cues are
physically available for azimuth sound localization. The fre-
quency of phase ambiguity will occur at higher frequencies
as head size decreases. Neurophysiologically, ITD cues are
also dictated by the limits of phase locking. Phase locking
has typically not been found to be robust in the auditory
nerve fibers of mammals at frequencies higher than 2500 Hz
�Kuwada et al., 1997; Taberner and Liberman, 2005�.

Investigators have commonly measured sound localiza-
tion ability using the minimum audible angle �MAA�. The
MAA is most often defined as half the angle between two
sound sources bisected by an observer’s midline that are
acoustically discriminated as separate in space �Mills, 1958�.
By this definition, smaller MAAs indicate better sound local-
ization performance. In mammals, horizontal plane MAAs
for broadband signals range from a few degrees in humans
�Mills, 1958�, elephants �Elephas maximus; Heffner and Hef-
fner, 1992�, and dolphins �Tursiops truncatus; Renaud and
Popper, 1975� to over 30° in cows �Bos taurus; Heffner and
Heffner, 1992� and gophers �Geomus bursarius; Heffner and
Heffner, 1990a�.

MAAs are typically estimated by varying the angle of
projection. However, according to Eq. �1�, the frequency of
phase ambiguity is not only dependent on the speed of sound
and head size, but also on the azimuth relative to a listener.
Thus, attempts to determine the frequencies in which neither
ITDs nor ILDs are salient for sound localization using MAA
estimates will vary depending on the test angles employed.
This may lead to inconsistency in the data and nonmonotonic
performance functions �e.g., see Brown et al., 1978�. To ad-
dress this potential limitation, some investigators have opted
to fix the angle of sound projection and measure performance
across a number of frequencies of the audible range to deter-
mine at which frequencies performance declines. These fre-
quencies are interpreted as the region in which the auditory
system shifts from using ITDs at low frequencies to ILDs at
high frequencies at the given test angle �e.g., Heffner et al.,
2001�.

For this study, two experiments were conducted to mea-
sure and compare the abilities of three pinnipeds, a northern
elephant seal �Mirounga angustirostris�, a harbor seal, and a
California sea lion, to localize a range of aerial pure tones.
These species have anatomical, behavioral, and phylogenetic
differences that are potentially relevant to sound localization.
For example, the elephant seal and harbor seal are phocids
�true seals� and lack external ears while the sea lion is an
otariid and has vestigial external ears. Furthermore, the el-
ephant seal and sea lion are land breeders and primarily call
in air �Bartholomew and Collias, 1962; Peterson and Bartho-
lomew, 1969� while the harbor seal is an aquatic breeder and
adult males primarily call under water �Hanggi and Schus-
terman, 1994�, although pups vocalize in air and water dur-
ing their dependence period to maintain contact with their
mothers �Renouf, 1984�. These pinniped species have been
shown to resolve the spatial location of aerial broadband sig-

nals within 5° from the midline �Terhune, 1974; Holt et al.,
2004�. Previous studies on localization of airborne pure tones
have been conducted on harbor seals between 0.5 and 8 kHz
�Møhl, 1964; Terhune, 1974�. MAAs measured in these stud-
ies ranged from approximately 5° at the lowest and highest
frequencies to an undefined MAA estimate at the intermedi-
ate frequencies due to very poor performance �Møhl, 1964;
Terhune, 1974�.

In the first experiment of this study, MAAs were mea-
sured in the horizontal plane at frequencies ranging from
0.8 to 16 kHz in the elephant seal and from 0.8 to 20 kHz in
the sea lion and harbor seal. MAAs across these frequencies
were then compared within and between subjects and be-
tween previous pinniped results including MAAs measured
with a broadband signal in the same subjects using the same
methods �Holt et al., 2004�. It was expected that pure tone
MAAs would be equal to or larger �i.e., performance would
be worse� than MAAs for broadband signals because local-
ization performance is typically better with a wider signal
bandwidth that contains both ITD and ILD cues �Brown et
al., 1980�. It was also expected that MAAs at the intermedi-
ate frequencies tested would be larger than those at the ex-
treme frequencies. This is based on the observation that pin-
nipeds tested thus far have demonstrated evidence of
utilizing both ITDs and ILDs and ambiguity of these two
cues is expected to occur at intermediate frequencies �Ter-
hune, 1974; Moore and Au, 1975�.

In the second experiment, performance at a fixed angle
of 5° at the same test frequencies and subjects as in experi-
ment 1 was assessed to determine at which frequencies per-
formance was reduced to chance and how this correlated
with the predicted frequency of phase ambiguity given by
Eq. �1� for each subject. Preliminary results from experiment
1 indicated that a relatively small test angle would be neces-
sary to obtain chance performance at least at some of the test
frequencies and thus a fixed angle of 5° was used. Equation
�1� predicts that the highest frequency available for ITD cues
will be lower for a larger head. Hence, the elephant seal was
expected to show a shift between the two binaural cues at a
lower frequency relative to both the sea lion and the harbor
seal subjects.

This study extends the previous pure tone localization
work on pinnipeds in the left/right plane �Møhl, 1964; Gen-
try, 1967; Terhune, 1974; Moore and Au, 1975�. The results
of this comparative investigation provide further information
regarding the use of binaural cues for sound localization in
air while considering physical and species-related factors
that may influence this auditory ability in pinnipeds.

II. METHODS

A. Subjects

The subjects were an 11-years-old female Northern el-
ephant seal �Burnyce�, a 14-years-old male harbor seal
�Sprouts�, and a 17-years-old female California sea lion
�Rio�. All subjects were resident animals at Long Marine
Laboratory in Santa Cruz, CA, and had experience perform-
ing sound localization tasks of a broadband signal in air
�Holt et al., 2004�. For the current study, subjects received up
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to 50% of their daily food totals �3–15 kg of mixed herring
and capelin� during experimental sessions. This study fol-
lowed the protocols approved by the University of California
Chancellor’s Animal Research Committee �CARC�.

B. Experimental apparatus

Testing occurred in a custom-built 4.0�2.8�2.4 m3

double-walled hemi-anechoic chamber �Eckel Industries� as
described in Holt et al. �2004�. All surfaces of the test cham-
ber were lined with acoustic foam wedges except the con-
crete floor and stainless steel door, which were covered with
2.6-cm neoprene mats. A stationing chin cup made of PVC
was mounted to the floor and placed 1 m from the sound
sources mounted to the wall in front of the chin cup. Two
rectangular PVC response targets �11.4�8.9 cm� were also
mounted to the floor and spaced equidistant �11.7 cm� from
either side of the chin cup. All subjects were tested with
stimuli projected at ear level. A small light, placed 1 m in
front of the subjects, was used to ensure that the subject was
attentive to the auditory signal during the trial interval.

All equipment was controlled by the experimenter in a
1.3�2.8�2.4-m3 control room adjacent to the test chamber.
The signals were pure tones at 0.8, 1, 2, 4, 8, 16, and 20 kHz
that were generated and triggered by the experimenter using
custom-designed LabVIEW software and a National Instru-
ments PXI-6070E multifunction I/O board. Due to limita-
tions of the equipment and a lower sensitivity at higher fre-
quencies, the elephant seal could not be tested above 16 kHz.
The signal duration was 100 ms, which was short enough to
minimize any performance improvement due to head motion
during its presentation �Heffner et al., 2001�. Additionally,
the signal was shaped with a linear rise and fall time of
10 ms and, when necessary, the signal was low-pass filtered
�Krohn-Hite 3550 filter� to remove or reduce harmonics be-
low the sensation level of the subject. The signal was routed
to a speaker selector �Acoustic Research 1108� that allowed
one of six connected speakers �Morel MDT37 horn tweeters�
to be manually selected by the experimenter. In the case of
testing the elephant seal at 16 kHz, an amplifier was con-
nected from the output of the filter to the input of a 20-W
amplifier �Radio Shack MPA 40�. The output of the amplifier
was fed to the input of the speaker selector. Background
noise emitted from a selected speaker was maintained below
the absolute detection threshold of all subjects. Each speaker
was housed in a PVC cup and mounted on a 2.4-m linear
track that was placed 1 m away from and at 0° elevation
relative to the subject’s ears. This allowed the speakers to be
placed anywhere between 45° to the left and 45° to the right
of the subject’s midline �with ±0.5° of accuracy�.

For experiment 1, three speakers were always placed to
the right and the left of the subject’s midline. The speaker
positions were manually changed in azimuth relative to the
subject’s midline between experimental sessions using a
modified method of constant stimuli to determine horizontal
plane MAAs for each subject. In experiment 2, test speakers
were placed at 5° to the left and the right of the subjects’
midline, along with another pair of speakers placed at wider
angles for “warm-up” and “cool-down” trials.

The average sound pressure level of the stimuli
�dBRMS re :20 �Pa� was determined at a position corre-
sponding to the center of the subject’s head �with the subject
removed� using a calibrated free-field microphone �C550H,
Josephson Engineering, Santa Cruz, CA� and a spectrum
analyzer �using LabVIEW software and National Instruments
PXI-6070E multifunction I/O board� for each of the test
angles at the beginning of each experimental session. Acous-
tic mapping was performed in which received signal levels
were measured at every 2° within 10° of azimuth and at
every 5° between 10° and 45° of azimuth. For each azimuth
location, received levels were measured at ten separate posi-
tions within a 10�10�10-cm3 area surrounding the chin
cup of the test apparatus. Differences of up to 10 dB in
sound pressure levels were observed between stimuli pro-
jected from different speaker locations during acoustic map-
ping. Therefore, the stimulus level was randomly varied from
trial to trial over a 10-dB range surrounding the average level
so that the subjects could not use intensity discrimination
between speakers or speaker positions to improve perfor-
mance. Sound detection thresholds for the 100-ms signal at
each frequency were determined prior to localization testing
for each subject using methods described in Kastak and
Schusterman �1998�. The average signal level was 25–30 dB
above threshold depending on the test frequency. Based on
the results of studies involving terrestrial mammals, it has
been shown that these differences in sensation levels have
only marginal effects �within the average range of error� on
the ability of some terrestrial mammals to localize the signal
�Heffner et al., 2001; Inoue, 2001; Su and Recanzone, 2001�.

C. Procedure

For both experiments, the procedure was similar to those
reported in Holt et al. �2004�. Only one frequency was pre-
sented within an experimental session. Subject responses
were monitored by the experimenter in the control room via
a surveillance camera. A trial began when the animal sta-
tioned properly in the chin cup and the trial light was manu-
ally illuminated. A correct response was defined as pressing
the left target when a left speaker was activated and pressing
the right target when a right speaker was activated. If a cor-
rect response was made, a digitized “whistle” was played
through a separate speaker �0° azimuth�, the trial light was
turned off, and an assistant in the control room delivered a
fish reward via a PVC conduit to the subject. Both types of
correct responses were given an equal proportion of fish.
Additionally, one or two no-go trials in which the animal was
reinforced for not responding to “blank” trials were ran-
domly incorporated within each experimental session. Re-
sponses made before the stimulus presentation or to an in-
correct target were not reinforced. The overall and first-order
conditional probabilities of left and right trial presentations
were 0.5 within a testing session �Holt and Schusterman,
2002�. Approximately six warm-up and cool-down trials
were given at the beginning and end of each experimental
session in which the stimulus was projected at angles �25°.
These trials were incorporated to ensure good stimulus con-
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trol over the subject’s behavior but were not used for data
analysis. An experimental session typically contained ap-
proximately 60 trials.

1. MAA estimates

For experiment 1, 30 trials for each left and right test
angle were pooled across approximately 12 experimental
sessions for each frequency tested. Performance for left and
right angles were plotted separately rather than pooling per-
formance across angles of symmetry �Mills, 1958�. Based on
previous work �Holt et al., 2004�, it was expected that data
from the resulting plots would follow a sigmoidal psycho-
metric function. Probit analysis �Finney, 1971� was used to
transform the data linearly and interpolate MAAs from a
linear regression analysis as the azimuth value corresponding
to 75% correct performance averaged from both left and
right angles �see Holt et al., 2004�.

2. Fixed angle performance

For experiment 2, the results of 50 trials collected at
both 5° to the left and the right were pooled and used to
quantify performance relative to chance. Based on prelimi-
nary results of experiment 1 and a previous investigation
�Holt et al., 2004�, subjects may develop a bias toward one
response within an experimental session, particularly as dis-
crimination becomes more difficult. To address this potential
bias and to justify pooling the data, only data from sessions
in which there was no significant difference in performance
�as determined using a Fisher’s exact test and an alpha level
of 0.05� across the two angles of symmetry were used in the
analysis.

III. RESULTS

Localization data collected during experiment 1 for all
subjects were best described as sigmoidal psychometric
functions similar to those obtained with broadband signals
for the same subjects �Holt et al., 2004�. MAAs, standard
errors of the estimate, performance at 5°, and testing order
for all three subjects at each frequency are given in Table I.
MAAs were generally smaller and performance was better at
the two lowest frequencies tested for all subjects and at 16
and 20 kHz for the harbor seal and sea lion �see Fig. 1�.

In the elephant seal subject, MAAs ranged from 3.3° to
15.0° and were smallest below 4 kHz. In the harbor seal
subject, MAAs ranged from 3.8° to 12.7° and increased with
increasing frequency up to 8 kHz, beyond which perfor-

TABLE I. Minimum audible angles �MAAs�, standard errors, performance at 5° relative to the midline, and
testing order for each subject at each test frequency.

Subject
Test frequency

�kHz�
MAA
�deg�

Standard
error

Performance
at 5°

Testing
order

Harbor seal 0.8 4.3 0.25 97% 6
�Phoca� 1 4.1 0.23 84% 1

2 5.4 0.19 92% 3
4 7.9 0.18 67% 2
8 12.7 0.23 52% 4

16 3.8 0.20 83% 5
20 6.9 0.18 74% 7

Sea lion 0.8 4.7 0.20 91% 6
�Zalophus� 1 6.0 0.19 84% 1

2 11.9 0.21 92% 3
4 8.0 0.19 58% 2
8 11.1 0.20 63% 4

16 3.9 0.17 75% 5
20 8.7 0.23 70% 7

Elephant seal 0.8 3.3 0.19 83% 1
�Mirounga� 1 4.8 0.19 77% 2

2 3.7 0.19 87% 4
4 3.9 0.18 80% 3
8 15.0 0.23 49% 5

16 14.2 0.23 66% 6

FIG. 1. Minimum audible angles for each subject at each test frequency of
this study.
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mance improved at the two highest frequencies tested and
resulted in smaller MAAs. In the sea lion subject, MAAs
ranged from 3.9° to 11.9° and increased with increasing fre-
quency up to 2 kHz. At 4 kHz, performance improved rela-
tive to the 2-kHz data point, declined at 8 kHz, and then
improved at the two highest frequencies tested. The smallest
MAAs measured for each subject of this study were within a
degree of those previously measured for a broadband signal
in the same subject �Holt et al., 2004�.

Head radius �m� for each subject and the predicted fre-
quency of phase ambiguity for 5° angular separation are
shown in Table II. Figure 2 shows performance at 5° for each
subject along with the predicted frequency of phase ambigu-
ity given by Eq. �1� and indicated by the coded legend. The
shaded section of Fig. 2 indicates chance performance. For
the elephant seal and harbor seal, performance was signifi-
cantly above chance for all frequencies except 8 kHz. For the
sea lion, performance was significantly above chance for all
frequencies except 4 kHz, although performance at 8 kHz
was only marginally above chance.

IV. DISCUSSION

As expected, pure tone MAAs were generally equal to
or larger �i.e., performance was worse� than broadband
MAAs within a subject �Holt et al., 2004�. MAAs for both
the harbor seal and sea lion were largest at the intermediate
frequencies tested, supporting the duplex theory of sound

localization in these animals while the elephant seal MAAs
were smallest at only the lowest frequencies tested.

The MAA of a harbor seal measured in air at 1 kHz by
Terhune �1974� agreed closely with the MAA estimate at the
same frequency for the harbor seal of this study. The worst
performance of the harbor seal of this study was found at
8 kHz. The worst performance in the Terhune �1974� study
was found between 2 and 4 kHz. It is likely that differences
in testing environment, signal design, angles tested, and pro-
cedure contributed to the differences found between the two
studies as well as the small sample sizes �n=1 for both stud-
ies�.

Performance at a fixed angle �5°� for the harbor seal
agreed well with the predictions based on Eq. �1�. The high-
est frequency that phase cues should be available for this
angle was 7.9 kHz and performance was at chance for only
the 8-kHz data point. The MAAs for this subject measured in
the first experiment agreed closely with these results. In the
sea lion, the predicted frequency of phase ambiguity was at
8.2 kHz. In experiment 2, performance of the sea lion was at
chance at 4 kHz and slightly above chance at 8 kHz. While
these results are somewhat consistent with the prediction, it
is possible that using a model that assumes a spherical head
is not as accurate for a sea lion. Furthermore, in experiment
1, the worst performances �largest MAAs� of this subject
occurred at 2 and 8 kHz �see Table II for a comparison of
MAAs estimates and performance at 5°�. Although the ITD
cue by itself should be physically unambiguous at 4 kHz, the
relatively poor performances of both the harbor seal and sea
lion at this frequency is likely explained by the limits of
phase locking. For experiment 2, the predicted frequency of
phase ambiguity for the elephant seal was 4.3 kHz and this
subject performed above chance at all frequencies except
8 kHz. Although this subject had a larger head size and in-
teraural distance relative to the two other subjects, the fre-
quency of chance performance did not occur at a lower fre-
quency. The fixed angle performances of both true seals were
in closer agreement to each other compared to those of the
sea lion.

Results from this study demonstrate that these pinnipeds
can localize both low- and high-frequency pure tone signals
in air proficiently, although the elephant seal had more diffi-
culty at higher frequencies. Neither the presence of external
ears nor the medium in which acoustic displays occur corre-
lated with this ability. Other large mammals such as the
horse, elephant, pig �Sus scrofa�, goat �Capra hircus�, and
cow have also shown relative difficulty localizing high-
frequency pure tones �Heffner and Heffner, 1992�. The el-
ephant seal’s range of best hearing sensitivity is shifted to-
ward the lower frequencies relative to the other two pinniped
subjects tested in this study, although, as in the other pin-
niped subjects of this study, the upper frequency cutoff of
aerial hearing sensitivity �defined at 60 dB re :20 �Pa� ex-
tends beyond 16 kHz �Kastak and Schusterman, 1999;
Schusterman, unpublished data�. Performance suggests that
the elephant seal has a reduced ability to utilize ILDs for
sound localization in the horizontal plane; the first and larg-
est pinniped tested thus far that has not demonstrated an
equal proficiency to localize both low- and high-frequency

TABLE II. Head size and predicted frequency of phase ambiguity for each
subject of this study at a test angle of 5° from the midline using the equation
from Kuhn �1977�.

Subject Head radius �m�
Frequency of ambiguity

�kHz�

Harbor seal 0.083 7.9
Sea lion 0.080 8.2
Elephant seal 0.154 4.3

FIG. 2. Performance for each subject at 5° from the midline. Shaded section
of the graph indicates chance performance using a binomial test and an
alpha level of 0.05. Arrows indicate predicted frequency of phase ambiguity
using the equation from Kuhn �1977� for each subject as indicated by the
legend.
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tones, at least at the frequencies tested in this study. Heffner
and Heffner �1990b� discuss the possibilities of why some
large mammals have limited or absent abilities to localize
high frequencies even though these mammals do possess
high-frequency hearing abilities. They suggest that sensitiv-
ity to high frequencies is probably not a vestigial ability but
necessary rather to utilize monaural cues for vertical plane
and front/back sound localization �Heffner and Heffner,
1990b�. These monaural cues are primarily created by the
diffraction of sound around the pinna �Musicant and Butler,
1984; Heffner et al., 1996� and hoofed mammals typically
possess large, mobile pinnae. As with all true seals, northern
elephant seals lack pinnae, and this does not adequately ex-
plain the retention of some high-frequency hearing in el-
ephant seals. Other selective pressures placed on elephant
seals such as the reception of communicative signals, specifi-
cally of pups and juveniles, may better explain the need to
detect higher-frequency signals, although these animals most
likely rely on the lower-frequency components of conspecific
calls for localization.
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Biosonar behavior was examined in Taiwanese leaf-nosed bats �Hipposideros terasensis; CF-FM
bats� during flight. Echolocation sounds were recorded using a telemetry microphone mounted on
the bat’s head. Flight speed and three-dimensional trajectory of the bat were reconstructed from
images taken with a dual high-speed video camera system. Bats were observed to change the
intensity and emission rate of pulses depending on the distance from the landing site. Frequencies
of the dominant second harmonic constant frequency component �CF2� of calls estimated from the
bats’ flight speed agreed strongly with observed values. Taiwanese leaf-nosed bats changed CF2

frequencies depending on flight speed, which caused the CF2 frequencies of the Doppler-shifted
echoes to remain constant. Pulse frequencies were also estimated using echoes returning directly
ahead of the bat and from its sides for two different flight conditions: landing and U-turn. Bats in
flight may periodically alter their attended angles from the front to the side when emitting
echolocation pulses. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2130940�

PACS number�s�: 43.80.Ka, 43.80.Lb, 43.66.Gf �JAS� Pages: 3927–3933

I. INTRODUCTION

Echolocating bats have a highly developed biosonar sys-
tem. By comparing emitted pulses with returning echoes,
bats are capable of instantaneously recognizing the physical
attributes of their environment. This enables them to catch
insects or to avoid obstacles. Bats have evolved efficient
echolocation techniques and are capable of adjusting the
acoustical parameters of their calls to different echolocation
requirements such as different target-background relation-
ships �Novick and Vaisnys, 1964; Henson et al., 1987; Lan-
caster et al., 1992; Tian and Schnitzler, 1997; Moss and Sur-
lykke, 2001; Ghose and Moss, 2003�. Only the more recent
studies have begun to quantify the acoustic parameters of bat
calls and the corresponding echo signals while relating them
to the spatio-temporal conditions under which the call-echo
pairs were produced. Understanding these different echolo-
cation strategies and their acoustical basis is particularly im-
portant for bat biosonar systems to serve as model systems
for technological applications.

Hipposiderid �Rhinolophus spp.� and mustache bats

�Pteronotus parnellii� produce echolocation calls in a very
narrow frequency band �constant-frequency component, CF�.
During flight, the frequency of the CF component shifts due
to Doppler effects. Horseshoe and mustache bats compensate
for these Doppler shifts by adjusting their call frequency ac-
cordingly, thus maintaining the echo frequency within the
narrow frequency range that the bats can hear best �Doppler-
shift compensation, DSC� �Schnitzler, 1968; Schuller et al.,
1974; Simmons, 1974; Trappe and Schnitzler, 1982; Henson
et al., 1987; Gaioni et al., 1990; Lancaster et al., 1992; Keat-
ing et al., 1994�. In Hipposiderids, Gustafson and Schnitzler
�1979� have first demonstrated that the bats in flight compen-
sated for Doppler shifts caused by their own flight move-
ment.

We examined changes in the dominant second harmonic
CF component �CF2� of echolocation calls emitted by Tai-
wanese leaf-nosed bats �Hipposideros terasensis� during dif-
ferent flight maneuvers in the laboratory �Riquimaroux and
Watanabe, 2002�. The echolocation sounds were recorded
using a telemetry microphone �Telemike� mounted on the
bat’s head using previously reported radio telemetry tech-
niques �Henson et al., 1987; Lancaster et al., 1992�. Analysis
of call frequency in response to the echo information the bat
did hear enabled us to determine which target the bat paid
attention to �e.g., target wall versus side walls�. We estimated
the position of the target listened to by the bat during flight
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by evaluating call parameters such as their CF2 frequency
and the interemission interval �IEI�. By comparing these data
with the three-dimensional coordinates of the flight path, we
also checked whether bats altered the direction of attention
during direct approaches to the target wall. The attended
angle was the angle of this direction of attention relative to
the flight path. This parameter provided important insights
into the bat biosonar behavior, especially the direction to-
wards which the bat directed its sonar beam. This then al-
lowed us to study how the bat scanned the spatial character-
istics of surrounding multiple targets while approaching its
destination.

II. MATERIALS AND METHODS

A. Subjects

Three adult Taiwanese leaf-nosed bats �Hipposideros
terasensis� were used in this study. The animals were cap-
tured in Taiwan and housed in a temperature- and humidity-
controlled facility at Doshisha University, Japan. Body mass
of the bats ranged from 50 to 60 g. Figure 1 shows the en-
velope �a� and sonagram �b� of a typical echolocation call.
Taiwanese leaf-nosed bats use a compound signal consisting
of an approximately 5-ms CF component followed by a
short, 1-ms, downward frequency-modulated �FM� compo-
nent. The frequency of the dominant second harmonic CF
component of calls emitted at rest �resting frequency� is

about 70 kHz. This frequency is emitted when the bat is not
flying and experiencing flight-induced Doppler shifts.

B. Recording procedures

The experiments were conducted in a flight chamber
8 m�L��3 m�W��2 m�H�. The chamber was made of steel
plates painted black to avoid optical effects and minimize
interference from external electromagnetic waves. The bats
were released at one end of the chamber and allowed to fly
freely to the opposite end of the flight chamber where a
landing mesh �1 m�W��0.7 m�H�� was attached to the wall
1.8 m above the floor. This wall is referred to as the target
wall. Flight behaviors were recorded as the flying bat ap-
proached the target wall and either landed on the net or re-
turned to the starting point without landing. Echolocation
sounds were recorded by a custom-made telemetry micro-
phone �Telemike; Dia-medical, Tokyo, Japan� mounted on
the head of the bat �Figs. 1�c� and 1�d��. The Telemike was a
1
4-in. electrets condenser microphone �RION, SCM-204E,
Tokyo, Japan�, a small custom-designed FM transmitter unit,
a battery, and a transmitting antenna. The plastic surface of
the FM transmitter unit was glued to the scalp of the bat.
Since the Telemike weighed less than 3 g, it was light
enough to be carried by the animals, and the bats did not
exhibit any fatigue during the experiments. Experiment ses-
sions were less than an hour. The Telemike was easily re-
moved from the bat’s head after each experiment using a
parting agent without irritating the scalp. The Telemike trans-
mitted signals with a carrier frequency between 90 and
100 MHz to a wire antenna attached to the ceiling of the
flight chamber. Received signals were demodulated using a
custom-made FM receiver, high-pass filtered �NF Corpora-
tion, model 3625, Yokohama, Japan�, and then digitally re-
corded on a 16-bit, 384-kHz DAT recorder �SONY, SIR-
1000W, Tokyo, Japan�. The acoustical parameters of the
echolocation pulses, such as frequency and interemission in-
terval �IEI�, were analyzed from the sonagram using a cus-
tom program of Matlab on a personal computer. Each pulse
was extracted on the displayed sonagram, and then a fast
Fourier transform �FFT� was performed over 4096 points
from the onset of the pulse so that the frequency of the CF2

component was determined with the resolution of ±46.9 Hz.
Prior to the recording session, CF2 frequency for each bat at
rest was measured with the Telemike mounted on the bat’s
head for at least 20 s. A mean of the 30 pulses that were
randomly selected was determined as the resting frequency.
The resting frequency showed no particular change over the
observation during the experiment limited less than several
flights for each bat per day. In this study, IEI was defined as
the time from the beginning of one call to the beginning of
the subsequent call. Since echolocation sounds were re-
corded directly by the microphone on the head of the flying
bat, the acoustic parameters could be precisely measured
without interference from the movement of the bat’s head or
Doppler-induced errors.

Flight behaviors of the bats were recorded using a dual
digital high-speed video camera system �NIPPON ROPER
Co., Ltd., CR Imager model 2000s, Chiba, Japan�. Cameras

FIG. 1. Typical echolocation pulse in the Taiwanese leaf-nosed bat �Hippo-
sideros terasensis� recorded from a Telemike mounted on the bat’s head: �a�
envelope and �b� sonagram. Calls usually contained four harmonics, with
the second being dominant. Each call consisted of a long constant-frequency
�CF� component followed by a short downward frequency-modulated �FM�
component. Photographs of the Telemike: �c� stationary Hipposideros tera-
sensis with the Telemike mounted on its head and �d� frontal view of the
Telemike. Telemike consisted of a 1

4 -in. condenser microphone, transmitter,
battery, and transmitting wire antenna.
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were positioned along the edge of the flight chamber and did
not interfere with the bat flight path. Video cameras recorded
at 125 frames per second. Three-dimensional coordinates of
the flying bats were reconstructed from these video images
using commercial motion analysis software �DITECT, Dipp-
Motion 2D version 2.1�. Prior to recording, a reference frame
with known coordinates was positioned in the center of the
flight chamber, and then filmed by two cameras. The analysis
software calibrated the reconstruction system from the coor-
dinate data of the reference frame. Based on direct linear
transformation technique, the positions of the flying bat or
other objects were reconstructed from 2-D coordinate data in
the video images. The signal triggering the video cameras
was digitally recorded using a DAT recorder so that flight
coordinates could be synchronized with sound data. Using
coordinate data, the flight trajectory, flight speed, and dis-
tance from the target wall �target distance� were calculated.
The flight speed was determined along the flight path of the
bat using three-dimensional coordinate data.

We confirmed that echo frequencies directly measured
by the Telemike are usually about several tens of Hertz
higher than the resting frequency. This suggests that the ref-
erence frequency of H. terasensis is estimated to be approxi-
mately several tens of Hertz higher than the resting fre-
quency. For calculation presented here, we used the resting
frequency instead of the reference frequency since the refer-
ence frequency of H. terasensis was not physiologically de-
termined and, in addition, it was still difficult to observe
echoes with enough amplitude by Telemike.

III. RESULTS

A. Echolocation pulses of bats during flight

The echolocation behavior of bats was examined for two
different flight tasks. The first was a direct approach to the
target wall followed by landing on the mesh of the target
wall. The second scenario consisted of an initial approach of
the target wall followed by a U-turn. Figure 2 shows repre-
sentative echolocation pulses recorded with the Telemike and
the flight trajectory in two scenarios for indicating spatio-
temporal aspects of the echolocation behavior. When the bats
flew in the middle of the flight chamber in the landing sce-
nario, the maximum call intensity was as much as 120 dB
SPL peak-to-peak. The bats started to gradually decrease
pulse intensity at 3–4 m from the target wall. At the same
time, the pulse emission rate increased from 20–30 pulses/ s
to 70–80 pulses/ s. This suggested that the emission pattern
for H. terasensis intending to land showed three flight
phases, search, approach and terminal, as in other Hipposid-
erids �Gustafson and Schnitzler, 1979�. After landing, the
bats suddenly increased call intensity and decreased pulse
emission rate as they appeared to familiarize themselves with
their immediate surroundings.

In the U-turn scenario, pulse emission rate remained al-
most constant at 20–30 pulses/ s. The animals seemed to fly
using only the surveillance phase to assess their surroundings
while making U-turns. The differences in pulse trains ob-
served during these two different flight scenarios indicated

that the bats used different echolocation strategies for differ-
ent echolocation tasks as reported in earlier publications.

B. Doppler-shift compensation

When analyzing the CF2 frequency of the calls, we
found that in the landing scenario, H. terasensis systemati-

FIG. 2. Three-dimensional spatio-temporal reconstruction and changes in
the call frequencies of Hipposideros terasensis echolocation behavior for
two different flight scenarios: �a� landing and �b� U-turn. Upper graphs:
Coordinate grids �1 m2� show the dimensions of the flight chamber �8�3
�2 m3�. Echolocation pulses recorded by a Telemike are placed alongside
the flight trajectory. Lower graphs: Solid circles indicate call frequencies.
Solid and dashed lines indicate estimated call frequencies calculated with
Eqs. �1� and �2� �described in text�, respectively.
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cally changed call frequencies as a function of distance to the
target wall �solid circles in Fig. 2�a��. In the center of the
flight chamber, where the target distance was about 4 m, the
CF2 frequencies of the bat calls were almost 2 kHz below
resting frequency. Such frequency changes were likely due to
Doppler-shift compensation and dependent on flight speed.
Therefore, we determined the relationship between amount
of call frequency changes and flight speed using the 3D co-
ordinate data taken from the high-speed video cameras.
Equation �1� was used to estimate the compensated frequen-
cies of the pulse CF2.

fpulse =
c − V

c + V
f rest �1�

where V is bat flight speed, c is sound velocity in air
�344 m/s�, and f rest is resting frequency. The fpulse indi-
cates the compensated frequency of the call CF2. This
keeps the frequency of the returning echo constant at rest-
ing frequency. The reference frequency is thought of as
slightly above resting frequency �Schuller et al., 1974;
Henson, et al., 1982; Riquimaroux et al., 1992; Keating et
al., 1994�. However, we used values for the resting fre-
quency instead of the reference frequency for calculations
presented here because the reference frequency of H. tera-
sensis was not determined. The compensated pulse fre-
quency estimated by Eq. �1� is indicated by the solid line in
Fig. 2�a�. We found that frequency of call CF2 agreed well
with the estimated values. This strongly suggested that the
bats did indeed perform DSC in the landing scenario.
When we estimated the call frequencies in the U-turn sce-
nario with Eq. �1�, we found that they agreed well with the
call frequencies measured by the Telemike �Fig. 2�b��.
These results are similar to these from other CF-FM bats
such as Asellia tridens �Gustafson and Schnitzler, 1979�,
Pteronotus parnellii �Gaioni et al., 1990; Lancaster et al.,
1992�, and Rhinolophus ferrumequinum �Schnitzler, 1968;
Simmons, 1974; Schuller et al., 1974�. Hipposideros terasen-
sis compensated for flight-induced frequency shifts in the
returning echo signal by exhibiting DSC behavior.

C. Changes in call frequency and interemission
interval „IEI…

A closer examination of the call frequencies emitted in
both scenarios �Fig. 2� revealed that the bats, in addition to
performing DSC, typically switched between slightly higher
and lower call frequencies. Although the difference was
small and measured only a few hundred Hz, this pattern of
frequency alterations prompted us to examine temporal call
parameters in more detail. Figure 3 depicts the typical rela-
tionship between the call frequency and interemission inter-
vals �IEI� for the three bats in the landing scenario. We found
that the alternating pattern seen in the call frequencies was
also reflected in IEIs. Hipposideros terasensis calls clearly
switched between long and short IEIs. Lower call frequen-
cies �see arrows in Fig. 3�a�� were usually emitted after
longer IEIs �asterisks in Fig. 3�a��. These vocalization pat-
terns were most often observed in the search and approach
phases in the landing scenario.

FIG. 3. Relationship between interemission intervals and call frequencies as
a function of target distance for calls emitted by landing for three bats.
Interemission interval is the time interval between the beginning of the pulse
preceding the interval and the beginning of the current pulse. The dashed
line in �a� indicates the echo delay from the target wall. Lower call frequen-
cies �arrows� were usually emitted after long interemission interval �aster-
isks�. Solid and dashed lines in �b�–�d� indicate estimated call frequencies
calculated with Eqs. �1� and �2� �described in text�, respectively. � is esti-
mated attended angle. �a� and �b� indicate the results of one individual for
different flight sessions.
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IV. DISCUSSIONS

A. Estimation of the attended angle from the call
frequency

When comparing call frequencies estimated from Eq. �1�
with those the bats actually emitted �Fig. 2�, it becomes ap-
parent that the call frequencies were somewhat underesti-
mated; many calls were produced at frequencies above the
estimated values. The values differed by as much as 500 Hz
with a certain periodicity. The difference was three times
larger than the standard deviation of the resting frequency. It
also changed with the target distance, being greater for
longer distances. In the U-turn scenario �Fig. 2�b��, the dif-
ference between estimated and measured call frequencies ap-
peared to increase as the bats made the U-turn. Because these
differences were larger than the standard deviations of the
measured frequencies, the variations may have been inten-
tional.

The frequencies estimated by Eq. �1� were assumed to
be echoes from a target directly ahead of the bat. The bats
flying in our flight chamber, however, were also likely to
receive echoes from surrounding walls. If a bat emitted its
call frequency based upon the echo reflected from an angle
other than straight ahead, the different frequency of this echo
might explain the periodic alterations observed in the call
frequencies. This assumes that the bats switched their atten-
tion between the target wall and sidewalls. As a result, the
angles at which the side wall echoes reached the bats’ ears
�attended angle� changed between call emissions. This would
affect the amount of Doppler shift in the attended echo. Bats
always adjusted their call frequency’s response to previously
heard echoes. Here we defined the angle between the direc-
tion of the attended echo and bat flight direction as attended
angle. This angle can be estimated using the deviation ob-
served in the call frequency. This deviation carried informa-
tion about the direction of the previously attended echo.
Equation �2� is based on Eq. �1� and includes the attended
angle. The call frequency for a bat compensating for a
Doppler-shifted sideways echo returning at an attended angle
� is

fpulse =
c − V cos �

c + V cos �
f rest. �2�

The maximum attended angle is the angle where the
upper values of the observed pulse frequency correspond to
fpulse estimated by Eq. �2�. We used several values for the
attended angles to estimate the maximum of the attended
angle for the scenarios shown in Fig. 2. We found that fpulse

for an attended angle of 45° best fit the upper values of
actually measured call frequencies for both landing and
U-turn scenarios of this bat. Because the lower values of the
measured call frequencies best matched the estimated call
frequencies emitted in response to echoes returning at 0°
�equivalent to Eq. �1��, we concluded that this bat switched
between an attended angle of 0° and one of 45° based on
periodic variations in call frequencies. Maximum attended
angle for the three bats ranged from 40° to 50° �Fig. 3�.

The alterations in attended angles were particularly ob-
vious in the U-turn scenario �Fig. 2�b��. The periodic fre-

quency changes began at a target distance of about 2 m. This
corresponded to where the U-turn began. The frequency
changes continued throughout flight, presumably to avoid
colliding with surrounding walls. Our data suggest that bats
in flight were capable of perceiving the spatio-temporal
structure of their surroundings by periodically adjusting the
attended angle. In this study, the adjustments were between
forward and sideways directions. We suggest that degree and
rate of alterations in call frequency reflected the complexity
of the echolocation task. Estimates for attended angles from
measured pulse trains could indicate the way bats scan their
surroundings.

When compensating for the highest occurring Doppler
shift from straight ahead of the bat, echo frequencies from
the side wall may occasionally fall into the tuning region
below the resting frequency. This suggests that the bat may
compensate for the negative frequency shift. Although fur-
ther discussion should take into account the auditory abilities
of this bat’s species, DSC for negative shift has been dem-
onstrated in other species �Metzner et al., 2002�. In addition,
if a small negative shift never leads to compensation, echo
frequencies even from slightly to the side will be out of the
best auditory tuning of the bat during flight. We suppose that
DSC for a small negative shift may be considered for a flying
bat.

B. Relation between alterations in call frequency and
IEI

How do alterations in call frequency, which presumably
reflect changes in the attended angle, relate to the alterations
in IEIs �see Fig. 3�? Figure 4 �left� schematically illustrates
the conditions under which echo signals return to the bat at
attended angles of 0° �Efront from the target wall� and 45°
�Eside from the side walls�. The echoes from the side walls,
which we found to elicit higher call frequencies �Fig. 2�, had
shorter travel distances than the echoes returning from the
target wall, which elicited lower call frequencies. This was
especially clear during the early phases of DSC when the bat
was still far from the target wall. Long travel distances of
attended echoes would require the bat to wait longer before
emitting the next call to avoid call-echo mismatches. Con-
versely, the bat called earlier if the echo returned sooner to
maximize information gathered by call-echo pairs. Because
bats always adjust call frequencies in response to echoes that
corresponds to the previously emitted calls, lower calls fre-
quencies are produced after longer IEIs �in response to Efront�
and higher call frequencies after shorter IEIs �in response to
Eside�. This would explain the alterations of IEIs and call
frequencies depicted in Fig. 3.

This interpretation of our results is schematically sum-
marized in Fig. 4 �right�. This figure shows how a bat would
switch from short IEIs and less DSC �i.e., call frequencies
higher than estimated by Eq. �1�� to longer IEIs and more
DSC �corresponding to the frequencies estimated by Eq. �1��.
Based upon the spatial dimensions of our flight chamber, we
suggest that the delays for Efront are longer than those for
Eside, especially during early phases of DSC. Based on Eq.
�2�, the Doppler-shift experienced by the bat was larger for
Efront than for Eside. Both echoes, Efront and Eside, were always
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present. Since the bat switched its attention between the two
echoes, it used different Doppler-shift information to adjust
the frequency of the subsequent call. When the bat attended
to echoes from the side walls �area “1” in Fig. 4�, it lowered
its call frequencies enough to make the Eside echo return at
the reference frequency. The echo from the target wall had a
longer delay and carried a larger Doppler shift. So, when the
bat switched its attention to this echo �see Efront labeled by
asterisk in gray area “2”�, it emitted its next call after a
longer IEI and a much lower frequency �see call marked
“Down”� to ensure the next echo returned at the reference
frequency �see echo marked “Compensated”�. This echolo-
cation strategy might allow flying bats to perceive the spatial
structure of their surroundings without constantly changing
the direction of their flight path. In a detailed preliminary
analysis of our video recordings, we found that H. terasensis
exhibited intricate pinna movements closely timed to pulse
emission. This phenomenon is common to hipposiderid and
rhinolophoid bats. We did not, however, observe head turns.
Pinna movements may be important for changing attended
angle.

The long IEIs observed here and in other studies are
thought to be related to bat respiratory rates and wing beat
cycles �Suthers et al., 1972; Schnitzler et al., 1987; Lancaster
et al., 1992, 1995�. For H. terasensis, our video analysis
confirmed that wing beat cycle and changes in IEI are syn-
chronized �unpublished observations�. In the present study,
therefore, we propose that bats may alternate between long
and short IEIs when changing the attended angle from flight
path target to targets on the side, synchronizing with wing
beat cycles. This would be thought of as an effective maneu-
ver for both flight and echolocation. Further investigation is
be needed to confirm our hypothesis.

C. Call-echo overlap during DSC

In Rhinolophus ferrumequinum, the echo signal over-
lapped its outgoing pulse due to the long pulse duration �Tian

and Schnitzler, 1997�. Such call-echo overlap is considered a
prerequisite for DSC �Schuller, 1974, 1977�. When compar-
ing IEI and echo travel time, however, we found that H.
terasensis did not experience call-echo overlaps during flight
because its call duration is so much shorter than in Rhinolo-
phus. Nevertheless, H. terasensis compensated for flight-
induced frequency shifts in the echo, suggesting that call-
echo overlap was not a prerequisite to DSC. It also assumed
a difference in signal processing mechanism for DSC be-
tween these two CF-FM bats. This difference probably de-
pended on the acoustical characteristics of each species dis-
tinct calls.

In conclusion, the alterations in IEIs and amount of DSC
observed in our flight scenarios suggested that the bats might
use a series of short IEIs to investigate their immediate sur-
roundings �presumably to avoid collisions with the side
walls� and checked for distant targets ahead of the bat using
longer IEIs. These alterations were caused by a change in the
attended angle. By periodically focusing on different echoes
�times sharing information�, the bats were able to simulta-
neously perceive several targets. Such systematic variations
in the attended angle may have important applications in the
examination of other biosonar systems.
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The signals of dolphins and porpoises often exhibit a multi-pulse structure. Here, echolocation
signal recordings were made from four geometrically distinct positions of seven Yangtze finless
porpoises temporarily housed in a relatively small, enclosed area. Some clicks demonstrated
double-pulse, and others multi-pulse, structure. The interpulse intervals between the first and second
pulse of the double- and multi-pulse clicks were significantly different among data from the four
different positions �p�0.01, one-way ANOVA�. These results indicate that the interpulse interval
and structure of the double- and multi-pulse echolocation signals depend on the hydrophone
geometry of the animal, and that the double- and multi-pulse structure of echolocation signals in
Yangtze finless porpoise is not caused by the phonating porpoise itself, but by the multipath
propagation of the signal. Time delays in the 180° phase-shifted surface reflection pulse and the
nonphase-shifted bottom reflection pulse of the multi-pulse structures, relative to the direct signal,
can be used to calculate the distance to a phonating animal. © 2005 Acoustical Society of
America. �DOI: 10.1121/1.2126919�

PACS number�s�: 43.80.Ka, 43.80.Lb, 43.64.Tk, 43.30.Vh �WWA� Pages: 3934–3940

I. INTRODUCTION

Odontocetes possess highly developed echolocation
sound production capabilities. Many theories exist on how,
and where anatomically, odontocetes produce echolocation
sounds �see reviews in Norris et al., 1961; Norris, 1964,
1968, 1975; Mead, 1975; Popper, 1980; Amundin, 1991;
Cranford, 2000; Cranford and Amundin, 2004�. However,
any tenable theory must account for the acoustical character-
istics of the signals themselves in order to understand the
sound-generation mechanism.

The phenomenon of the double- and multi-pulse struc-
ture of echolocation signals has been demonstrated in Tursi-
ops truncatus �Norris et al., 1966�, Inia geoffrensis and So-
talia fluviatilis �Norris et al., 1972�, Phocoena phocoena and
Cephalorhynchus mersonii �Kamminga and Wiersma, 1981�,
and Cephalorhynchus hectori �Dawson, 1988�. However, be-
cause of the uncertainty of the animal’s hydrophone geom-
etry, it is difficult to discern whether double- and multi-pulse
structures are emitted by the animals themselves, or if they
are the result of multipath propagation or some other artifact
�Au, 1993�.

Vocalizations of the finless porpoise Neophocaena pho-
caenoides, a representative of the Phocoenidae family and a
species that includes both marine and riverine populations
inhabiting different environments, have been investigated
over the past 40 years �Mizue et al., 1968; Pilleri et al.,
1980; Kamminga et al., 1986, 1996; Wang, 1996; Nakahara
et al., 1997; Akamatsu et al., 1998; Goold and Jefferson,
2002; Li et al., 2005�. Li et al. �2005� illustrated the phe-
nomenon of the double- and multi-pulse structure of echolo-
cation signals in free-ranging Yangtze finless porpoise �N. p.
asiaeorientialis�. Again, however, because of the uncertainty
of the hydrophone geometry of the animal, they could not
determine the origin of the double- and multi-pulse structure.

In this study, we measured the interpulse intervals and
analyzed the structures of double- and multi-pulse echoloca-
tion signals of relatively immobile porpoises from four geo-
metrically distinct positions to determine whether the inter-
pulse intervals and structures of the double- and multi-pulse
clicks depend on changes in the animal’s hydrophone geom-
etry.

II. MATERIALS AND METHODS

A. Study site and animals

The experiment was conducted in an enclosure �approxi-
mately 30�60 m, with a maximum depth of 3.3 m�, which

a�Author to whom correspondence should be addressed. Electronic mail:
wangd@ihb.ac.cn
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was established using a purse net in a small inlet of the
Tian-e-zhou Oxbow �Fig. 1� to temporarily house porpoise.
The oxbow �21-km length, 1–2-km width, 20-m maximum
depth� is an old course of the Yangtze River in Shishou,
Hubei, China, and was established as a reserve for baiji �Li-
potes vexillifer� and Yangtze finless porpoise in 1992. In
2004, there were over 20 individuals of Yangtze finless por-
poise living in this oxbow, including those introduced from
the Yangtze River and those born in the oxbow. Wei et al.
�2002� showed that the behavior and ecology of porpoises in
the oxbow were similar and comparable to those of porpoises
in the Yangtze River.

For this experiment, seven animals were caught in the
oxbow on 13 October 2004 under a special permit from the
Department of Fisheries Management, Hubei Province. No
porpoise was injured during capture. After a basic medical
examination �including measurements of weight and body
length, an electrocardiogram, and collection of a blood
sample�, all animals were temporarily housed in the enclo-
sure �Fig. 1�. They were maintained undisturbed for several
hours to allow acclimation before acoustic recordings were
performed. During this phase, surface behaviors and respira-
tion frequency were observed and recorded. The animals ap-
peared frequently in an approximately oval area �the dotted
area in Fig. 1�. Depth measurements showed that this oval
area was the deepest area of the enclosure �ca. 3.3 m; see
Fig. 2�.

B. Experimental setup and acoustic measurements

A hydrophone was presented in positions A, B, C, and
D, directly in front of the oval area �Figs. 1 and 2� to record
acoustic data from the porpoises on 13 and 14 October 2004
�Table I�. Positions A and B were at a horizontal distance of
26 m to the center of the oval area and were at depths of 0.7

and 1.4 m, respectively. Positions C and D were at a hori-
zontal distance of 51 m to the center of the oval area and
were at depths of 0.7 and 1.4 m, respectively �Figs. 1 and 2�.
Distance was measured using a flexible measuring tape, and
depth was measured using a handheld depth measure �PS-7
LCD Digital Sounder, Hondex, Japan�.

The hydrophone was an OKI ST1020 �sensitivity,
−180 dB re: 1 V �Pa−1+3/−12 dB, up to 150 kHz; the sen-
sitivity declines with an increase in frequency from
100 to 150 kHz; when the frequency is 125 kHz, the sensi-
tivity is approximately −185 dB re: 1 V �Pa−1�. Recordings
were made using a Sony PCHB244 digital data recorder,
with a flat frequency response from dc to 147 kHz within
3 dB �Akamatsu et al., 1998�.

The analysis of echolocation signals was performed us-
ing PC-based SIGNAL/RTS™ software �Version 3.0, July
1996; American Engineering Design, USA�. The recorded
signals were replayed from the data recorder at half-speed
and were digitized using a 12-bit Data Translation-2821G
A/D board with a sampling frequency of 200 kHz �i.e., an
equivalent real time sample rate of 400 kHz�. Raw click
trains were first reviewed to assess the signal-to-noise ratio,
and then the individual clicks manually acquired using the
built-in cursor option in high signal-to-noise ratio click trains
were examined �see Li et al., 2005 for details�. Only click
trains that had clicks with distinct double- or multi-pulse

FIG. 1. Map of the study site, an enclosed area located at the top of the
Tian-e-Zhou Oxbow. The oval dotted area indicates the range of frequently
observed surface behaviors of the temporarily housed porpoise. A, B, C, and
D indicate the underwater positions of the four recording hydrophones.

FIG. 2. Cross-sectional view of the experimental setup and multipath propa-
gation of signals corresponding to the different positions A, B, C, and D.
RAs, RBs, RCs, and RDs correspond to the propagation lengths for surface
reflections to positions A, B, C, and D, respectively; RA, RB, RC, and RD

correspond to the propagation lengths for direct signals to positions A, B, C,
and D, respectively; RAb is the propagation length for bottom reflections to
position A.

TABLE I. Details of acoustic recordings.

Position Date
Acoustic

recording time Details

A 13 October 19:41–20:42 7 animals
recordings of 61 min

B 13 October 20:50–21:51 7 animals
recordings of 61 min

C 14 October 7:50–8:34 7 animals
recordings of 44 min

D 14 October 8:37–8:54, 9:02–9:43 7 animals
recordings of 58 min
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structure were selected for subsequent interpulse interval
�time between instantaneous peak pressure points within the
pulses� and phase analysis. The waveform of each individual
click in one train tends to be very repetitive and stereotyped
�Li et al., 2005�. Thus, to maintain independent samples,
only one click was chosen from each selected click train for
acoustic measurement. For each click that exhibited a dis-
tinct double- or multi-pulse structure, the waveform, inter-
pulse interval, and phase relation among pulses were docu-
mented. One-way analysis of variance �ANOVA� was used
to examine the difference in interpulse interval between the
first and second pulses of double- and multi-pulse echoloca-
tion signals among the four geometrically distinct positions.
A p value of 0.05 was considered significant.

III. RESULTS

Recordings of 61, 61, 44, and 58 min were acquired
from positions A, B, C, and D, respectively �Table I�.
Double- and multi-pulse structures in echolocation signals
were detected from all four positions. In many cases, the
second or third pulse had equal amplitude, and even higher
amplitude than the first pulse. Among the data from all four
positions, a total of 177 clicks from 177 different click trains
with distinct double- or triple-pulse signal structure were
measured acoustically. The waveform, interpulse interval,
and phase relation among pulses were documented. The
magnifications of click 4 in Fig. 3�a� and click 8 in Fig. 3�b�
demonstrate the properties of interest for most of the mea-
sured clicks.

Recordings from position A included 49 click trains with
distinct double-pulse echolocation clicks and 16 click trains
with distinct triple-pulse echolocation clicks. Among the
double- and triple-pulse clicks, 42 of 49 measured double-
pulse clicks had a 180° phase shift between the first and
second pulse �Fig. 3�a��, and all 16 triple-pulse clicks had a
180° phase shift between the first and second pulse, with no
phase shift between the first and third pulse �Fig. 3�b��. The
interpulse interval between the first and second pulse of all

measured double- and triple-pulse echolocation clicks ranged
from 39 to 96 �s, with an average of 67±13 �s �Table II�.

Recordings from position B included 60 click trains with
distinct double-pulse clicks and only 6 click trains with dis-
tinct triple-pulse clicks. Among the 66 measured clicks from
66 different click trains, 46 of 60 double-pulse clicks had a
180° phase shift between the first and second pulse, while all
6 triple-pulse clicks had a 180° phase shift between the first
and second pulse, with no phase shift between the first and
third pulse. The interpulse interval between the first and sec-
ond pulse of all measured double- and triple-pulse echoloca-
tion clicks ranged from 44 to 187 �s, with an average of
114±39 �s �Table II�.

Recordings from position C included only 4 click trains
with distinct double-pulse clicks, and no click trains with
distinct triple- or multi-pulse echolocation clicks. Most of the
click trains had clicks with overlapping pulse components
and were not used in subsequent analyses. All selected
double-pulse clicks had a 180° phase shift between the first
and second pulse. The interpulse interval ranged from
34 to 41 �s, with an average of 37±3 �s �Table II�.

In position D, recordings included 42 click trains with
distinct double-pulse clicks. No distinct triple- or multi-pulse
echolocation clicks were recorded. Of the measured clicks,
41 had a 180° phase shift between the first and second pulse.
The interpulse interval ranged from 35 to 70 �s, with an av-
erage of 55±9 �s �Table II�.

One-way ANOVA detected a significant difference in in-
terpulse interval between the first and second pulses of
double- and multi-pulse echolocation signals among the four
positions �F=61.28, df =3, p�0.01; Table II�.

Comparison of the percentage distributions for inter-
pulse intervals between the first and second pulse of double-
and multi-pulse echolocation signals among recordings from
the four positions indicated that signals from all positions
had interpulse intervals of �50 �s, but only signals from
position B had interpulse intervals of �100 �s �64%; Fig.
4�. All interpulse intervals from position C were �50 �s, all
interpulse intervals from position D were �70 �s, and inter-
pulse intervals from positions A and B ranged from
�50 �s to �90 �s �Fig. 4�.

FIG. 3. Double-pulse �a� and multi-pulse �b� structure of echolocation sig-
nals in Yangtze finless porpoise.

TABLE II. Summary statistics for the interpulse intervals between the first
and second pulse of double- and multi-pulse echolocation signals in Yangtze
finless porpoise recorded at four different positions A, B, C, and D �see Figs.
1 and 2�. The highlighted area indicates significant differences �one-way
ANOVA; p�0.01�.

Interpulse interval ��s�

Minimum Maximum Mean Standard deviation

Position A �N=65� 39 96 67 13
Position B �N=66� 44 187 114 39
Position C �N=4� 34 41 37 3
Position D �N=42� 35 70 55 9
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IV. DISCUSSION AND CONCLUSIONS

A. Origin of the double- and multi-pulse echolocation
signal structure

The interpulse interval and the structure of double- and
multi-pulse echolocation signals varied among recordings
from the four geometrically distinct positions �Table II, Fig.
4�. Comparison of the percentage distributions of interpulse
intervals with the animals’ hydrophone geometry indicated
that the differences were not caused by the animals them-
selves, but, rather, were related to their hydrophone geometry
�Fig. 2�.

Because of large differences in acoustic impedance at
the air-water and water-bottom interfaces, sound would be
reflected relatively well by these interfaces. Figure 5 shows
the multipath reflection propagation of porpoise echolocation
signals. When sound travels from a high to a much lower
density medium, such as at the water-air interface, its reflec-
tion will exhibit a 180° phase shift, whereas when sound
travels from a low to a higher density medium, such as at the
water-bottom interface, its reflection will have a 0°–180°
phase shift, depending on the angle of reflection �see
Aubauer et al. �2000� for details�. Assuming that double- and

multi-pulse echolocation signals from Yangtze finless por-
poise were caused by multipath sound propagation, and not
by the porpoise itself, the result that only a portion of the
double-pulse echolocation signals had a 180° phase shift be-
tween the first and second pulse can be explained by a com-
bination of double-pulse echolocation signals from surface
and bottom reflections. Subsequently, porpoise depth can be
determined by measuring the time delay �s of the pulse of a
180° phase-shifted surface reflection relative to the initial
pulse �Aubauer et al., 2000; Lammers et al., 2004�, using
Eqs. �1� and �2�. Two additional measures, the depth of the
hydrophone h and the horizontal distance between the hydro-
phone and the phonating porpoise a, are required. The rela-
tively limited territory �Fig. 1� of the animals facilitated the
estimation of a. Here, variable a was assumed to be the
distance between the hydrophone and the center of the oval
area,

c�s =
h

sin �
+

d

sin �
− �a2 + �d − h�2, �1�

d

tan �
+

h

tan �
= a , �2�

where c is the sound velocity in water and � is the incident
and reflected angle of the surface path. The depth of the
porpoise d is given by

d =��c�s�4 − 4�a2 + h2��c�s�2

4��c�s�2 − 4h2�
. �3�

The calculated depths of phonating porpoise are plotted
in Fig. 6. Although there were large differences in the distri-
bution of interpulse intervals between the initial pulse and
the 180° phase-shifted surface reflection among signals from
the four different positions, the depths of phonating porpoise
were concentrated in the range from 0.5 to 2.5 m, and none
were beyond the upper boundary of the water depth, 3.3 m,
the maximum depth of the bottom in the area where the
animals moved �Fig. 6�. The range in calculated depths was
congruous with the range of potential actual porpoise depths.
In fact, there might be some difference between the assumed
value of a and the actual distance from the hydrophone to the
phonating animal �Fig. 1�; however, this difference would
not have caused considerable error in the conclusion that the
calculated depth of the phonating animals was consistently

FIG. 4. Comparison of the percent distributions of interpulse intervals be-
tween the first and second pulses among positions A, B, C, and D.

FIG. 5. Multipath propagation of porpoise clicks in shallow water, where
a=the horizontal distance between the phonating animal and the hydro-
phone, h=hydrophone depth, b=water depth, R=the distance between the
phonating animal and the hydrophone, d=the depth of the phonating animal,
d�=the distance of the phonating animal from the bottom, Rs=the propaga-
tion length of a water surface reflection, and Rb=the propagation length of a
bottom reflection.

FIG. 6. Calculated porpoise depth versus interpulse interval from positions
A, B, C, and D. The broken line represents the water depth in the area where
frequent surface behaviors were observed.
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lower than the actual water depth of 3.3 m. This is because,
according to the observation of surface behaviors, the por-
poises were found to usually appear within an approximately
oval area with a difference of only ±1 m between the as-
sumed and actual distance �Fig. 1�, which can be neglected
in the depth estimate. Even though, a difference of ±5 m
between the assumed and actual distance was conservatively
assumed, the calculated depth of phonating animal will re-
main lower than the actual water depth of 3.3 m.

Relatively shallow water and a flat bottom surface are
necessary for ideal bottom reflection �Aubauer et al., 2000�.
The fact that there were distinct triple-pulse echolocation
signal structures in positions A and B, but not in positions C
and D, is related to the bottom conformation of the experi-
mental site �Fig. 2�; i.e., the bottom was relatively flat be-
tween the location of phonating animal and positions A and
B, whereas the bottom was steep from positions A and B to C
and D.

If we account for the loss of transmission caused by the
spherical or cylindrical spread and absorption of signals in
water, it is difficult to explain the phenomenon of equal or
higher amplitude of the second or third pulse than of the
initial pulse in double- and multi-pulse clicks. However, con-
sidering the transmission beam pattern of echolocation sig-
nals �Au, 1993�, this phenomenon may have been caused by
on-axis reflections and off-axis direct incidence.

In the past, the double- and multi-pulse structures of
echolocation signals in dolphin and porpoise were inter-
preted as waveform characteristics emitted by the animals
themselves �Norris, 1968; Kamminga and Wiersma, 1981�.
However, based on the direct and indirect evidence discussed
in this paper, we conclude that the structure of double- and
multi-pulse clicks in Yangtze finless porpoise depended on
the animal’s hydrophone geometry, and the double- and
multi-pulse echolocation signals were in fact the result of
multipath propagation �Figs. 2 and 5� and were not emitted
by the porpoise.

Considerable indirect evidence �Cranford, 1992a, b,
2000; Cranford et al., 1996� and some recent direct evidence
�Cranford, 1999; Cranford et al., 2000� exists for at least two
separately controllable pulse generators in the heads of od-
ontocetes. It is not currently clear whether both pulse gen-
erators are involved in the production of sonar pulse, al-
though this seems a reasonable assumption. If the two
separately controllable pulse generators produced sonar sig-
nal independently, our results would have indicated that the
two sources were activated simultaneously without phase
shift.

B. Estimation of distance to the animals

Because the double- and multi-pulse structures of
echolocation signals are caused by multipath propagation of
sounds �Fig. 5�, and not by the porpoise itself, the distance of
a phonating porpoise can be determined by measuring the
arrival-time differences �s and �b, between the direct pulse,
the 180° phase-shifted surface reflection pulse, and the
nonphase-shifted bottom reflection pulse using Eqs. �4�–�7�:

h

sin �
+

d

sin �
− c�s = R , �4�

cos�� − 2�� =
�h/�sin ���2 + �d/�sin ���2 − R2

2 � �d/�sin ��� � �h/�sin ���
, �5�

b − h

sin �
+

b − d

sin �
− c�b = R , �6�

cos�� − 2�� =
��b − h�/�sin ���2 + ��b − d�/�sin ���2 − R2

2 � ��b − d�/�sin ��� � ��b − h�/�sin ���
,

�7�

where � is the incident and reflected angle of the surface
path, � is the incident and reflected angle of the bottom path,
c is the sound velocity in water, and b, d, and h are the
bottom, phonating porpoise, and hydrophone depths, respec-
tively �Fig. 5�. The distance of the phonating animal �R� is
given by

R =
4bh�b − h� − �c�s�2�b − h� − h�c�b�2

2c�bh + 2c�s�b − h�
. �8�

Sixteen distinct triple-pulse structure clicks from 16
click trains at position A were used to estimate the distance
between the phonating animal and the hydrophone.

In the present study, because the value of �d−h�	a �see
Figs. 2 and 5�, the distance between the phonating animal
and the hydrophone �R� is approximate to the value of a,
which was assumed to be 26 m in this case �Figs. 2 and 5�.
However, there is always some difference between the esti-
mated and assumed distances, and the estimated distances
are usually greater than the assumed distances �Fig. 7�. One
explanation may be that the phonating animal overstepped
the range of the oval area �Fig. 1� and its actual distance to
the hydrophone is greater than the assumed distance. Alter-
natively, a comparison of measurement and actual errors in
the relative distance in Fig. 7 indicated that the measurement
errors of the individual variables that were used in Eq. �8�
could have caused the difference between the estimated and
assumed distances. The measurement error for relative dis-
tance �
R /R� is defined as the quotient of the total error
differential of distance �the sum of the partial derivatives of

FIG. 7. Measurement error �
R /R� and actual error �
R� /R� for relative
distance.
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all variables multiplied by the error bounds of the individual
measurements; see Eq. �9�; Aubauer et al. 2000� and the
estimated distance �Eq. �9��. The actual error for relative dis-

tance �
R� /R� is defined as the quotient of the difference
between the estimated and assumed actual distances, and the
estimated distance �Eq. �10��:


R

R
=

��R/�b� · �
b� + ��R/�h� · �
h� + ��R/�c� · �
c� + ��R/��s� · �
�s� + ��R/��b� · �
�b�
R

. �9�


R�
R

=
�R − 26�

R
. �10�

In the present analysis, the assumed individual measure-
ment errors were �
b�=0.5 m for the bottom depth, �
h�
=0.1 m for the hydrophone depth, �
c�=5 m s−1 for the
sound velocity in water, and �
��=4 � s for the time delays
�s and �b.

Figure 7 shows that the measurement error for relative
distance is less than 40% and is almost constant, and the
actual error for relative distance is lower than the measure-
ment error in all cases except one, indicating that the differ-
ence between the estimated and assumed distance may have
resulted from the measurement errors of the individual vari-
ables used in Eq. �8�. This result demonstrates again that the
multi-pulse structure of the echolocation signals is caused by
multipath propagation. Because the measurement error is
less than 40% �Fig. 7�, the time delays in detection of the
trailing pulse relative to the initial pulse can be used to esti-
mate the distance between the phonating porpoise and the
hydrophone fairly accurately �Aubauer et al., 2000�.
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Sei whales are the least well known acoustically of all the rorquals, with only two brief descriptions
of their calls previously reported. Recordings of low-frequency tonal and frequency swept calls were
made near a group of four or five sei whales in waters west of the Antarctic Peninsula on 19
February 2003. These whales also produced broadband sounds which can be described as growls or
whooshes. Many of the tonal and frequency swept calls �30 out of 68� consist of multiple parts with
a frequency step between the two parts, this being the most unique characteristic of the calls,
allowing them to be distinguished from the calls of other whale species. The average duration of the
tonal calls is 0.45±0.3 s and the average frequency is 433±192 Hz. Using a calibrated seafloor
recorder to determine the absolute calibration of a sonobuoy system, the maximum source level of
the tonal calls was 156±3.6 dB re 1 �Pa at 1 m. Each call had different character and there was no
temporal pattern in the calling. © 2005 Acoustical Society of America. �DOI: 10.1121/1.2130944�

PACS number�s�: 43.80.Ka, 43.30.Sf �WWA� Pages: 3941–3945

I. INTRODUCTION

Sounds produced by the sei whale �Balaenoptera borea-
lis� are perhaps the most poorly documented for any rorqual.
The two extant descriptions �Thompson et al., 1979; Knowl-
ton et al., 1991� are for sei whales encountered near Nova
Scotia in the North Atlantic, where two-part stereotyped pul-
sive bursts in the 1.5 to 3.5 kHz frequency range were re-
corded.

The taxonomy of sei whales has a complex history, par-
ticularly in relation to Bryde’s whales, these species some-
times being grouped as the sei/Bryde’s complex �Dizon et
al., 1996, 2000�. New species within this group continue to
be described �Wada et al., 2003�. At-sea identification of
these species is difficult, but fortunately the geographic loca-
tion of the observations reported here minimized the poten-
tial confusion, with only southern hemisphere sei whales
�Balaenoptera borealis schlegellii� presumed to occur at the
recording site �Rice, 1998�.

Sei whales found in the Antarctic are migratory, spend-
ing the summer at high latitudes for feeding and the winter at
lower latitudes for calving and breeding �Horwood, 1987�.
Only large animals are observed south of the Antarctic con-
vergence �Lockyer, 1977�. More than 130 000 sei whales
have been harvested from south of 40 degrees latitude, re-
ducing this population from about 100 000 in 1930 to about
16 000 in 1979 when harvesting stopped �Horwood, 1987�.
From historic data, the most common group sizes for sei
whales south of 60° are one to four with ten being a maxi-
mum �Lockyer, 1977�.

We present recordings of sounds produced by sei whales
at frequencies below 1 kHz, west of the Antarctic Peninsula.
These low-frequency sounds are distinctly different from the
sounds previously described for sei whales, and possible ex-
planations for the differences are discussed.

II. METHODS

A. Visual observations

The initial sighting of the sei whales we later recorded
acoustically occurred during the recovery of a seafloor
acoustic recording package �ARP� �Wiggins, 2003� with the
Research Vessel Laurence M. Gould on 19 February 2003 at
1329 in approximately 3000 m of water. This work was part
of a long-term project for monitoring whales acoustically
with seafloor recorders, as part of the Southern Ocean
GLOBEC project �Hofmann et al., 2002; Širović et al.,
2004�. The wind speed was 20 to 26 kts with an average
sustained wind of 23 kts. Three experienced observers
�Thiele, Moore, and Glasgow� were on the bridge wings with
binoculars and cameras. Numerous photos were taken of dor-
sal fins, heads, and backs, although not of the lateral ridges
on the rostrum. All observations were noted in a logbook,
and ship locations and meteorological measurements were
recorded by the ship’s automated data logging systems.

B. Recording equipment

Two sonobuoys were deployed, the first a type SSQ-53D
DIFAR buoy which provides magnetic bearing information
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to the whale calls �McDonald, 2004� and a type SSQ-57B
omni directional broadband buoy. The recording system con-
sisted of calibrated radios custom built by Greeneridge Sci-
ences �Goleta, CA� and a Sony TCD-D8 digital recorder
sampling at 48 kHz. Postcruise analysis of the data was done
by digitally transferring the recordings to a computer hard
drive with a Roland UA-30 external computer interface.

The frequency response of the radios is flat �±1 dB�
across the 100 to 1000 Hz band where the whale calls occur,
then rolls off 5 dB from 1 to 10 kHz. The frequency re-
sponse of the 57B sonobuoy is considered usable from
20 Hz to 40 kHz and has slightly greater than 4.5 dB per
octave greater sensitivity on the higher frequencies up to
approximately 10 kHz. The 53D DIFAR sonobuoy has use-
ful frequency response from 10 Hz to 4 kHz �McDonald,
2004� and has slightly greater than 6 dB/oct greater sensi-
tivity on higher frequencies up to approximately 1200 Hz.
The Sony D8 recorder has a flat frequency response �±1 dB�
from 20 Hz to 20 kHz.

The seafloor ARP was calibrated at the U.S. Navy’s
Transducer Evaluation Center �TRANSDEC� in San Diego.
The sampling rate for the ARP was 500 samples per second
and recording was continuous throughout the deployment.
The hydrophone is floated 10 m above the seafloor, except
when the recorder is floating on the surface and the hydro-
phone is suspended 1 to 2 m below the surface.

III. RECORDINGS

When the seafloor ARP was spotted floating at the sur-
face, a group of sei whales �four to five individuals� was seen
near it at 63° 51.63� S 67° 0.82� W. The recorder was
brought on board at 1350 while the whales remained within
1–2 nm of the vessel. A second group of four to five sei
whales was subsequently seen within 4 km of the first group.
Both groups exhibited active surface behaviors and very dy-
namic group composition—the whales appearing to split and
merge in the short time we could observe them before steam-
ing on.

We began deploying sonobuoys as we departed the ARP
recovery site. Multiple groups of whales could be seen ahead
of the ship at this time, with one group directly in the track
of the ship. We deployed a DIFAR buoy at 1400 to a depth of
1000 ft �305 m� and an omnidirectional buoy at 1405 to a
depth of 90 ft �27 m�, while taking photos of a group of sei
whales which passed directly off the starboard side of the
vessel. These individuals could be seen within 200 m of the
vessel, including from the starboard portholes while starting
the recording system. The precise time of this observation
was unfortunately not recorded, but it is presumed to have
been just after 1401. There were four individuals in this
group and side lunge feeding behavior was observed.

At 1413, the ship’s 3.5-kHz sonar was secured to reduce
acoustic interference with the recordings. At 1421 the R/V
Gould was stopped at a distance of 5 to 6 km from the
sonobuoys, well within radio range, and the propellers were
declutched. Ship noise, which was apparent on the
sonobuoys while the ship was underway, was thereby re-
duced to a nearly undetectable level when the ship was

stopped. After the ship was stopped, three groups of surface
active whales remained under observation: six animals, four
animals, and four animals with one group within 2 km of the
sonobuoys. The whales did not appear to react to the vessel,
but continued with the feeding and surface-active behaviors
as seen upon ship’s approach. Overall, sei whale calls were
recorded from 1408 until 1528 when radio reception for the
sonobuoys became poor. No marine mammals of other spe-
cies were sighted for many hours before or after the sei
whale sightings.

IV. ANALYSIS

A. Classification

We broadly categorize the calls into �1� tonal and fre-
quency swept calls and �2� broadband calls �Fig. 1�. The
audible character of the tonal and frequency swept sounds
can be described as “moans” while the broadband sounds
have been variously described as “growls,” “blows,” or
“whooshes” by different listeners hearing the same sounds.
We recorded 68 distinct calls in the tonal and frequency
swept category and some greater number of broadband calls.
It is not possible to describe precisely how many sounds
were produced by the whales because the signal-to-noise ra-
tio of the calls becomes the determining factor in deciding if
a sound should be counted as a whale call.

Of the 68 calls in the tonal and frequency swept cat-
egory, we consider 18 to be frequency swept and 50 to be

FIG. 1. Spectrograms are shown for an example in each call category: �a�
multi-part frequency stepping tonals, �b� upsweep, �c� tonal, �d� downsweep,
�e� upsweep stepping up, and �f� a series of three broadband calls. All
spectrograms were made with a FFT length of 0.25 s, 95% overlap, and a
Hanning window.
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tonal sounds. Of the tonals, 28 were multi-part calls, step-
ping in frequency, though each part is of relatively constant
frequency. Calls were judged to be multi-part only when the
end of one part coincides with the beginning of another,
without pause. Calls were clustered in time �Fig. 2�, although
this may be in part due to the location of the whales relative
to the sonobuoys with the more distant calls not clearly re-
corded above the ambient noise.

B. Quantitative call descriptors

Duration and frequencies were measured for the 50 tonal
calls. Of the 50 tonal calls, 22 consisted of one part, 16 of
two parts, 9 of three parts, 2 of four parts, and 1 of five parts.
There were 94 tones identified within the 50 tonal calls with
durations �Fig. 3�a�� and frequencies �Fig. 3�b�� averaging
0.45±0.30 s and 433±192 Hz, respectively. The mean dura-
tion of the two-part calls was 0.9 s, very near twice the mean
of the duration of the single-tonal sounds, suggesting tonal
components are static components of multi-part calls.

The 18 frequency swept calls have an average midpoint
�halfway in time from start to finish� frequency of
432±151 Hz and an average duration of 1.1±0.6 s. The av-
erage frequency sweep was 178±141 Hz. Only two of the
frequency swept calls also contained a frequency step, as
illustrated in Figs. 1�e� and 2. The total durations of the two
multipart calls containing sweeps were 1.9 and 3.7 s.

The frequency shifts in the sei whale calls range from
less than one semitone to almost one octave or one harmonic.
Note that none of the shifts are greater than one octave even
though the frequency range of the calls covers more than two
octaves. There is no apparent bias in frequency step size
associated with the start frequency or the direction of the
frequency step. Neither are there any dominant ratios in the
frequency changes.

C. Acoustic localization of calls

Using the bearings to calls from the DIFAR sonobuoy
together with the time difference of arrival �TDOA� of the
sounds on the two sonobuoys, we compute locations for
whale calls which had a sufficient signal-to-noise ratio on
both sonobuoys �Fig. 4�. The locations are at the intersection
of the hyperbola resulting from the TDOA and the line from
the DIFAR bearing. Errors in these locations can be roughly
estimated from the previously established errors in similar
DIFAR bearings to whale calls �McDonald, 2004� and an
estimate of the errors in picking TDOA from the spectro-

FIG. 2. A cluster of sei whale calls is illustrated, start-
ing with two broadband calls at 2 and 4 s, followed by
a five component call starting at 10 s, a broken or two
part downsweep at 27 s and a weak downsweep at 31 s.

FIG. 3. Histograms of the �a� duration and �b� frequency of the 94 tonal call
components from the 50 tonal calls.

FIG. 4. The open squares indicate the locations of tonal and sweep calls,
while the open circles indicate the location of broadband type calls. The plus
symbols indicate the ship track at 1-min intervals and the filled circles
indicate the sonobuoy locations.
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grams. We consider the 95% confidence interval to be on the
order of 500 m, primarily due to picking errors in TDOA.
Tonal and frequency swept calls are most easily localized,
while the signal-to-noise ratio prevents localization of broad-
band calls except at locations almost between the sonobuoys.
The coincident locations and times of some of the broadband
calls with the locations of tonal and frequency swept calls
gives us confidence these calls were produced by the sei
whales.

D. Source levels of calls

We cannot provide direct measurements of received
sound pressure level for the sei whale calls because our
sonobuoy recording system was not calibrated in absolute
terms, but only in frequency response and as one sonobuoy
relative to the other. However, the ARP was calibrated and
gives an ambient background noise spectral density of
72.5 dB re 1 �Pa2/Hz at 220 Hz on the seafloor averaged
over the hour before the ship arrived on location. For com-
parison purposes a one-week average level before the ship
arrived in the area was determined by averaging 200-s win-
dows, one every 4.4 min, yielding an average noise spectral
density of 72.2 dB re 1 �Pa2/Hz at 220 Hz.

While the ARP was on the surface and distant from the
ship, as it serendipitously was for 4 h in this case, the noise
spectral density was 75 dB re 1 �Pa2/Hz at 220 Hz, as av-
eraged from numerous 5-s intervals which were chosen to be
in between obvious breaking wave noise and the greatest
hydrophone movement noise. The average noise spectral
density including all the hydrophone movement and breaking
waves was 80 dB re 1 �Pa2/Hz at 220 Hz.

Based on our measured spectral densities at 220 Hz of
72.5 dB at depth when wind speed was 17 kts �9 m/s� and
75 dB at the surface when wind speed had increased to
23 kts �12 m/s� we estimate the 220-Hz noise spectral den-
sity at the sonobuoy hydrophone depths of 120 and 300 m to
be 73±2 dB. Not all the hydrophone motion could be
avoided in the measurements at the surface and we expect
the surface noise to be slightly higher than the seafloor noise
in an environment where the SOFAR channel is at the sur-
face �Wagstaff, 1981; Bannister, 1986�. We use the 73±2 dB
ambient noise spectral density estimate at 220 Hz at the
sonobuoy hydrophones as our basis and the known fre-
quency response of each component in the recording system
to estimate the received sound pressure levels of the whale
calls. The ambient noise spectra calculated from the two
sonobuoys agree within 2 dB across the frequency range
200 to 900 Hz, the frequency band important to the whale
calls and the ambient noise reference, but diverge outside
these frequencies. The divergence may be caused by the dif-
ference in deployment depths of the sonobuoy hydrophones
�27 and 305 m� coupled with the high sea state and hydro-
phone suspension limitations.

The recorded sound pressure levels of the sei whale calls
were measured in 10-Hz bands rather than as 1-Hz spectral
densities because the duration of the calls were so short that
a 1-Hz bin would have necessarily included times outside the
call duration. Little or no correction is needed to reduce these

sound pressure levels to the standard 1-Hz spectral density
reference because the signals analyzed are all greater than
10 dB above the background noise level and are considered
to be contained within a 1-Hz bandwidth. The calls analyzed
were 12 to 22 dB above background noise at 0.9- to 1.8-
km distances from the sonobuoys. Many calls detected were
beyond these ranges, but could not be analyzed because they
could not be localized. Assuming spherical spreading loss
and no significant absorption, the propagation losses are
59 to 65 dB, respectively, for ranges 0.9 and 1.8 km. Calcu-
lated source levels are 147 to 156 dB rms re 1 �Pa at 1 m
using the aforementioned 73 dB background ambient level to
calibrate the sonobuoy systems. The lower bound on source
level is biased by the limits of our ability to measure the
source level rather than an actual lower bound on call sound
pressure levels, but the 156 dB rms re 1 �Pa at 1 m is con-
sidered an approximate limit for the highest sound pressure
levels recorded. Estimation of error for the 156 dB maxi-
mum call level is a combination of our 95% error estimate
for the ambient noise spectral density of ±2 dB and the error
in propagation loss due to error in call localization. The 95%
confidence interval for the propagation loss error due to lo-
calization error �±500 m� averages 3 dB, more at shorter
ranges and less at the furthest ranges. Combining the two
errors as the square root of the sum of the errors squared
gives a 95% error estimate of ±3.6 dB.

V. DISCUSSION

Sei whale calls recorded in the North Atlantic are ste-
reotyped two part calls in the 1.5 to 3.5 kHz band, as re-
ported by Knowlton et al. �1991� and Thompson et al.
�1979�. These mid-frequency calls are distinctly different
from the low-frequency calls we report here for sei whales
recorded west of the Antarctic Peninsula. All reported sei
whale recordings, including our own, were made during late
summer, which is believed to be the breeding season �Hor-
wood, 1987; Budylenko, 1977�. Knowlton et al. �1991� re-
ports recording the 1.5 to 3.5 kHz sound on all 16 of the
recording sessions during which sei whales were seen and on
6 of 16 sessions when sei whales were not seen. Our record-
ings covered the 10 Hz to 24 kHz band yet careful review
detected no sounds resembling those of Knowltons’ record-
ings. Undoubtedly habitat, season, location and specific ac-
tivity influences the type of sounds produced by sei whales.

While reasons for differences between the North Atlan-
tic and Antarctic sei whale calls are unclear, it may be that
stereotyped high-frequency sounds reported for sei whales
by Knowlton et al. �1991� and Thompson et al. �1979�, rep-
resent a reproductive “song,” while the lower-frequency
sounds that we report represent feeding or social calls. Such
a dichotomy may be analogous to minke whales which pro-
duce both relatively simple low frequency calls, and more
complex high frequency stereotyped calls. The high fre-
quency stereotyped calls appear to vary geographically and
to be produced seasonally �Edds-Walton, 1997; Mellinger et
al., 2000; Gedamke et al. 2001, 2003; S. Rankin and J. Bar-
low, unpublished manuscript; Thompson and Friedl, 1982;
authors, unpublished data�.
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The frequency stepping character of the tonal calls �e.g.,
Fig. 1�a�� make the sei whale calls reported here distinctive
from any other known whale calls. While we cannot rule out
the possibility that the two part calls were in fact made by
two nearby animals interacting, the coincidence of the end of
the previous part coinciding with the start of the next part at
a different frequency suggests these are multipart calls made
by one whale.

We find no temporal pattern in the recorded calls and
each call shows different frequencies and character. Given
the irregular nature of these calls, the relatively low source
levels as compared to other baleen whale calls �Richardson
et al., 1995� and the offshore distribution of sei whales �Hor-
wood, 1987; Gregr and Trites, 2001�, perhaps it is not sur-
prising that these calls have not been previously reported in
the published literature.

The production of low frequency calls by sei whales is
consistent with the behavior of all other rorquals. The low
source levels of these calls suggest that they are intended for
communication over limited distances of at most a few kilo-
meters. Knowledge of these calls, however, may allow for
monitoring of sei whale presence using long-term passive
acoustic recordings �Clapham et al., 1999�.
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Nonlinear resonant ultrasound spectroscopy �NRUS� is a resonance-based technique exploiting the
significant nonlinear behavior of damaged materials. In NRUS, the resonant frequency�ies� of an
object is studied as a function of the excitation level. As the excitation level increases, the elastic
nonlinearity is manifest by a shift in the resonance frequency. This study shows the feasibility of this
technique for application to damage assessment in bone. Two samples of bovine cortical bone were
subjected to progressive damage induced by application of mechanical cycling. Before cycling
commenced, and at each step in the cycling process, NRUS was applied for damage assessment. For
independent assessment of damage, high-energy x-ray computed tomography imaging was
performed but was only useful in identifying the prominent cracks. As the integral quantity of
damage increased, NRUS revealed a corresponding increase in the nonlinear response. The
measured change in nonlinear response is much more sensitive than the change in linear modulus.
The results suggest that NRUS could be a potential tool for micro-damage assessment in bone.
Further work must be carried out for a better understanding of the physical nature of damaged bone
and for the ultimate goal of the challenging in vivo implementation of the technique. © 2005
Acoustical Society of America. �DOI: 10.1121/1.2126917�

PACS number�s�: 43.80.Qf, 43.80.Ev, 43.25.Ba, 43.25.Gf �FD� Pages: 3946–3952

I. INTRODUCTION

The diagnosis of bone fragility is currently obtained
through the measurement of bone mineral density �BMD�
obtained from x-ray densitometric techniques.1 BMD is well
known as a good predictor of bone strength2 and is consid-
ered to be the best clinical technique for fracture risk
prediction.1 Other structural or material bone characteristics
have been recognized as independent predictors of bone
strength. Microdamage in bone is such a factor and strength
degradation due to damage accumulation is of major clinical
importance. Several studies have revealed a strong correla-
tion between micro-damage and bone fragility, suggesting

the importance of micro-damage assessment.3,4 However, in
vivo micro-damage has remained relatively poorly docu-
mented due to the lack of noninvasive techniques for its
assessment.

Micro-damage is induced in vivo in bone by daily cyclic
loading. This fatigue damage is considered to be one of the
factors controlling the local stimulus for bone turnover, and
the resulting remodeling results in repair of the resulting fa-
tigue damage.3 When an imbalance takes place in the remod-
eling process, micro-damage accumulates as micro-cracks,3,5

with typical dimension of 5 to 400 �m. Osteoporotic bones
are more micro-damaged than healthy bones.6 It has been
shown that fracture risk and correspondingly micro-crack
density increases exponentially with age, with a higher rate
for women than for men.7–9 Fatigue damage has conse-
quences on bone mechanical properties. It has been demon-
strated that micro-damage accumulation coincides with a de-
crease of bone toughness4 or stiffness.10 Moreover, some
data suggest a negative exponential relationship between
bone strength and micro-crack density.5 These results suggest
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that micro-damage accumulation and bone fragility are re-
lated. In vivo micro-damage assessment could therefore pro-
vide important information regarding skeletal status and frac-
ture risk. To date, two techniques are used for the assessment
of fatigue damage in bone: histological measures of damage
accumulation using staining techniques11,12 and optical tech-
niques such as micro-computed tomography. However, both
are limited to the measurement of in vitro specimens. Indeed,
dimensions of micro-cracks in bone �5 to 400 �m�13,14 are
such that the resolution needed for the imaging devices to
detect them requires very high energy levels, difficult and
dangerous to apply in vivo. It is therefore crucial to develop
a damage assessment technique that could be used in vivo.

Accumulation of damage in bone leads to a stress-strain
behavior that is correspondingly more nonlinear than in
healthy bone.15,16 In other words, as fatigue damage accumu-
lates in bone, the stress-strain curve exhibits an increasingly
pronounced bend and an increased hysteresis17 �Fig. 1�a��,
which may be a manifestation of a softening of the bone, due
to a larger crack density. As damage level increases the cor-
responding nonlinear dynamical behavior manifests itself as
a larger decrease in the resonance frequency for a given
wave amplitude �Fig. 1�b��. The decrease in resonance fre-
quency corresponds to a decrease in modulus and wave
speed. We hypothesize that the nonlinearity in the stress-
strain relation may be exploited in the assessment of damage
in bone as it has been elsewhere. Indeed, it is now well
known that damaged materials, as well as consolidated and
unconsolidated inhomogeneous materials, display a charac-
teristic, elastic-nonlinear behavior, termed simultaneously
“nonlinear mesoscopic,” “nonclassical nonlinear,” “nonequi-
librium,” and “anomalous” behavior.18–20 From empirical
evidence it is clear that micro-cracks in materials are respon-
sible for the enhanced nonlinear response, acting as an en-
semble of soft inclusions in a rigid matrix. This is referred to
as the “hard/soft” paradigm of nonclassical nonlinear
materials.18,21,22 This is the reason why nonlinear elastic
wave techniques are in development for nondestructive
evaluation �NDE� and damage assessment in a very large
group of materials. Nonlinear resonant ultrasound spectros-
copy �NRUS� is one of those techniques and has proved to
be valuable for damage detection because of its high
sensitivity.18,20,23,24 It is important to note that, while nonlin-
ear methods are extremely sensitive to the presence of dam-

age, we have no quantitative link between damage quantity
and nonlinear response, although significant effort is being
directed to this issue. Currently, empirical relations can be
derived for specific materials providing the means to infer
damage quantity from nonlinear response. The objective of
this study was to explore for the first time the potential of
nonlinear resonant ultrasound spectroscopy to assess pro-
gressively induced bone damage.

II. THEORY

Recent, careful studies carried out on rock under well-
controlled conditions �constant temperature and in an atmo-
sphere of nitrogen gas�25 showed that, at low strains, “non-
classical” materials behave classically, exhibiting Duffing
oscillator behavior �a perturbation expansion of the stress-
strain describing nonlinear dynamics26�. Above strains of
roughly 10−6, it is currently thought that macro- and micro-
cracks, as soft mesoscopic structural features in a rigid ma-
trix, are responsible for a characteristic nonlinear response
related to the presence of strain memory and hysteresis in the
stress-strain relation, the equation of state �EOS�. Although
the underlying physical mechanisms are not well understood,
Guyer and McCall proposed a phenomenological description
of these nonlinear effects,21,27 considering the material as an
ensemble of individual elastic units, some hysteretic and
some not. In damaged bone, micro-cracks could play the role
of these hysteretic units. The individual hysteretic units are
recorded in the Preisach-Mayergoyz space �PM space�,
which provides the means to track the behavior of the en-
semble of hysteretic units for a given stress history applied to
the material. A one-dimensional EOS can be derived from
the density of hysteretic units in PM space,27

� =� K��, �̇�d� , �1�

where � is stress, � is strain, �̇ is the strain rate, and K is the
elastic modulus of the material,

K = K0�1 + �� + ��2� − ���, �̇� , �2�

where K0 is the linear modulus, � is the strain and � is the
hysteretic nonlinear parameter that depends on the strain de-
rivative �̇ due to the hysteresis. The corresponding wave
equation expresses the driving force for the local displace-
ment as a function of the strain,

ü =
K0

�

�

�x
��� + ���2 + ���3 + ¯ � + ����, �̇� , �3�

where ü is the particle acceleration, � is the material density,
and �� is the average strain over a wave cycle. The nonlin-
ear parameters � and � describe the classical nonlinear terms
due to standard anharmonicity, although the material damage
contributes to these terms in nonlinear mesoscopic materials.
The hysteretic nonlinear parameter in the model, �, domi-
nates the nonlinear behavior at large drive strains as noted
above and it is relatively straightforward to track its behavior
as the sample is progressively damaged and becomes more
elastically nonlinear.20,28 This phenomenon can be under-
stood as a softening of the material when the excitation level

FIG. 1. �a� Stress-strain behavior of bone as a function of damage under
quasitstatic conditions. �b� Resonance peak shift as function of strain ampli-
tude, with increasing damage.
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increases, which becomes more pronounced with accumu-
lated damage. It can be shown from Eq. �3� that

�f

f0
=

f − f0

f0
� ��� , �4�

where f is the linear resonance frequency and f0 is the reso-
nance frequency at the lowest �linear� drive level23 for a
given resonance mode. Thus from the frequency shift as a
function of strain, we can extract �. As noted, there is no
quantitative relationship between � and damage as yet; how-
ever, much empirical evidence shows a clear link.18–23 The
model is functional for our purposes here, but we note that,
in its original formulation, it does not account for “slow dy-
namics,” the recovery process that occurs in these materials
after large amplitude wave excitation, nor for the process of
“conditioning,” strain-memory that takes place during appli-
cation of NRUS.21

III. EXPERIMENTAL PROCEDURE

A. Samples

The study was carried out on two bovine femur speci-
mens. After removing soft tissue and marrow, the samples
were soaked in a 2% saline solution with a dish degreaser
and wrapped in gauze in order to keep them hydrated during
the experiment. The samples were machined frozen in a lathe
in order to obtain flat and parallel surfaces at the sample ends
for transducer placement. The two samples �termed B1 and
B2� had a tubular shape, with an approximate wall thickness

of 8 and 11 mm, respectively, and an approximate diameter
of 49 and 46 mm, respectively. Both samples were 116 mm
long. They were cut in the central part of the diaphyseal shaft
and were approximately symmetrical compared to the mid-
shaft line �see Fig. 2�.

B. Fatigue

A progressive damage experiment was carried out in 11
steps �termed here steps 0 to 10, step 0 corresponding to the
intact sample�. The samples were progressively damaged by
compressional fatigue cycling in an INSTRON 5569 press.
For the first eight cycling sessions, the samples were cycled
60 times, to a maximum stress of 15 Mpa at a rate of
30 Mpa/min �about 1 h cycling�. For the last two sessions,
they were cycled 80 times to a maximum stress of 25 Mpa at
a rate of 40 Mpa/min �about 1 h 40 min cycling, see Fig. 3�.

C. Nonlinear resonant ultrasound spectroscopy
„NRUS…

At each damage step, NRUS experiments were per-
formed on the samples, using a resonant ultrasound spectros-
copy device �Dynamic Resonance Systems, Inc., Powell,
WY, USA�. Each sample was probed using a step-sweep in
frequency around a resonance mode of the sample. The
modal peak frequency was determined, and the process was
repeated at gradually increasing drive levels. The experimen-
tal setup used for the NRUS is shown in Fig. 4. To obtain
large wave amplitudes, a resonator was constructed using a
large piezoelectric transducer �77-mm diameter, 6-mm thick-
ness� mounted with epoxy to a thick, 5180 steel backload
�77-mm diameter, 51-mm thickness�. The source was
coupled to the specimens by application of phenyl salicylate.
The source produced the desired large amplitudes; however,
because of the coupled resonators �backload and bone
sample�, the measured resonance spectrum was complex.
Therefore modeling was carried out in order to determine
which resonance modes would provide information related to
the bone sample rather than the backload, and thus be rel-
evant for the NRUS experiment. The analytical model was

FIG. 2. Bone sample B1. The end surfaces are flat and parallel.

FIG. 3. Stress protocol for the pro-
gressive damage experiment.

FIG. 4. Experimental setup for the NRUS experiment.
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for unidimensional propagation in two adjacent media �back-
load and bone�, separated by a thin transducer generating
forced oscillations at the interface between the two medias,
mimicking the actual setup. Displacement at the bottom of
the backload was fixed to zero �the backload was considered
to be sitting on a rigid substrate� and the extremity of the
bone was considered free. The simulation showed that the
42-kHz peak corresponded to a resonance mode of the bone
sample and was well separated from adjacent modes. This
resonance mode was selected for further study because the
separation allows one to analyze the resonance frequency
peak shift without overlap of adjacent peaks �which can in-
fluence the location and width of the peak�.

Particle velocities related to the longitudinal displace-
ment at the top, and the radial displacement on the side of the
bone sample were measured using a laser vibrometer �Poly-
tec OFV 3001 with the OFV 303 Sensor Head�. Small pieces
of aluminum foil were glued to the samples tops and sides in
order to increase the reflectivity of the laser vibrometer and
thereby increase the signal-to-noise ratio. Longitudinal dy-
namic strain amplitude �L is calculated from the measured
particle velocity, �L=�u /�x= u̇ /2	fL, where f is the fre-
quency and L is the length of the sample �116 mm�. Radial
strain is related by Poisson’s ratio, meaning it is approxi-
mately �L /4.

Linear resonance has a long history of development and
application for measurement of wave velocity and attenua-
tion. For instance, Bolef and colleagues developed standing
wave resonance techniques applying nonlinear �electronic�
mixing to determine the wave velocity in materials.29,30

Starting in the 1980s, the resonant ultrasound spectroscopy
�RUS� technique was introduced to measure the full elastic
tensor of solids.31 The NRUS technique presented here is the
extension of those two experimental methods to nonlinear
elasticity, where the resonance �spectral� peak is used to ex-
tract the material nonlinear parameter and could potentially
be used to extract the nonlinear parameter tensor.

D. Computed tomography „CT… imaging

High-energy x-ray, three-dimensional computed tomog-
raphy �CT� was performed �x-ray cabinet model FCT-2252
with a 225 kV micro-focus source, Hytec Inc, Los Alamos,
NM, USA�, in order to have an independent assessment of
damage in the samples. CT images were reconstructed with a
pixel size of 127 �m. This resolution only allowed us to
detect the larger cracks. CT imaging experiments were car-
ried out for steps 0, 1, 2, 3, 4, 5, 6, 8, and 10.

IV. RESULTS

For each damage step, the resonance curves around
42 kHz were measured for increasing amplitudes of the drive
level. Figure 5 shows an example of resonance curves, ob-
tained by measuring the radial velocity close to the top of
sample B1, and corresponding CT images, for damage steps
0 and 9.

As drive level increased, a shift in the resonance fre-
quency could be observed at all damage steps. The resonant
peak shift was, however, more significant in the progres-

sively damaged stages �Fig. 5�b�� than in the undamaged
sample �Fig. 5�a��. � was then extracted according to Eq. �3�.

Figure 6 illustrates the behavior of the frequency shift as
a function of average strain for samples B1 �Fig. 6�a�� and
B2 �Fig. 6�b��. Each curve corresponds to a damage step.
Some of the steps were eliminated due to poor experimental
conditions �poor coupling primarily�. The slope of the curves
is very close to one for all steps and both samples, as the
theory predicts �sample B1: mean=0.99, standard deviation
=0.02, range=0.95–1; sample B2: mean=1.01, standard
deviation=0.02, range=0.99–1.03�.

As the amount of damage increases in the samples, the
curves shift upward in the frequency-strain space, indicating
an increased nonlinear signature meaning there is more fre-
quency shift for the same strain interval.

Figure 7 shows the behavior of the speed of sound in the
samples �derived from the linear resonance frequency f0 at
each step� and the nonlinear parameter � as a function of
damage step for the two samples. As damage accumulates,
the speed of sound c �c= f0
 where f0 is the linear resonance
frequency and 
 is the wavelength� is almost constant �al-
though a slight decrease can be observed in sample B2 when
damage increases�. On the other hand, � dramatically in-
creases with the accumulated damage but its behavior is not
the same for the two samples. In B1, the increase of � is
almost linear ���1.17#step+0.86� whereas the behavior in
B2 is fit by a higher-order polynomial function ��
�0.05#step3−0.56#step2+2.13#step−0.96�. The different
dependencies indicate that cumulative damage was not the
same for the same quantity of cycling. The difference be-
tween linear and nonlinear measurements is remarkable.

FIG. 5. �Color online� Example of resonance curves for damage steps 0 and
9. The radial velocity measured close to the top of sample B1 is plotted as a
function of frequency. Top: damage step 0, Bottom: damage step 9.
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V. DISCUSSION

The primary purpose of this work was to demonstrate
for the first time the feasibility of nonlinear resonant ultra-
sound spectroscopy techniques to detect progressive damage
in bone. This was accomplished in a progressive damage
experiment, in which the NRUS technique provided the
means to characterize damage in bone via the nonlinear hys-
teretic parameter �.

A. Resonance curves, hysteretic behavior

Figure 5 indicates that a small resonance frequency shift
occurs in the “intact” sample. This result was expected, con-
sidering the fact that intact, healthy bone contains continu-
ally healing micro-cracks and remodeling as noted in the
Introduction. Moreover, intact bone by itself could be classi-
fied as a nonlinear mesoscopic elastic material, because of its
heterogeneous mesoscopic structure. As noted above, the �
parameter measured in this study reflects damage accumula-
tion, or relative damage, rather than an absolute quantity of
damage. This has been demonstrated in numerous other ma-
terials as well.23

B. Imaging

In order to have an independent assessment of the dam-
age mechanically induced in the samples, CT imaging was
performed at different damage steps. Images of the same
slice of sample B1 are shown in Fig. 5. Some cracks are
visible in Fig. 5�b� �damage step 9 in sample B1� that are not
present in the intact sample �Fig. 5�a�, damage step #0 in
sample B1�. The resolution of the images �the pixel size is
127 �m� does not allow for a quantification of micro-
damage since micro-cracks lengths in bone are in a range of
5 to 400 �m. Higher resolution imaging methods are re-
quired for comparative quantification.

C. Wave dissipation

Figure 5 shows a change in the wave dissipation, re-
flected by the fact that the curves obtained during progres-
sive damage cycling are broader than the curves obtained
from the “intact” state. A measure of the wave dissipation,
given by the Q of the material, has been shown to be very
useful for assessing nonclassical behavior, and thus the rela-
tive quantity of damage in a material.22 Unfortunately, we
were unable to exploit the Q observations because of incon-
sistent results. We suspect that the aluminium foil �glued on
the sample to increase reflectivity for the laser vibrometer�
was not always bonded properly to the sample, and that ad-
ditional vibration of the foil could have influenced the width
of some of the resonance curves �although not the fre-
quency�. It is also possible inconsistencies in the source
bonding at each step influenced the Q.

D. Anisotropy

Changing the orientation of the laser vibrometer pro-
vided the means to measure two different velocities: the lon-
gitudinal particle velocity, measured on the top of the
sample, and the radial particle velocity, measured on the side
of the sample. The results presented in this paper only em-
ployed the radial velocity. Indeed, no consistent result could
be found with the longitudinal particle velocity. Damage
formed under compressive loads applied along the longitudi-
nal bone axis has consistently been associated with the ap-
pearance of oblique shear cracks.32 One possible interpreta-
tion to our results is that the effect of damage on mechanical
properties is anisotropic and that the particle velocity in one
direction �e.g., longitudinal� is less sensitive than in the other

FIG. 6. Resonance frequency shift as a function of strain in log-log space.
As damage increases, the curves are translated towards the top of the space,
reflecting an increasing nonlinear parameter.

FIG. 7. Nonlinear parameter � �squares� and velocity �triangles� normalized
to the nonlinear parameter and velocity for the “intact” sample, as a function
of damage step in the two samples �left: sample B1, right: sample B2�.

3950 J. Acoust. Soc. Am., Vol. 118, No. 6, December 2005 Muller et al.: Nonlinear damage assessment in bone



direction �e.g., radial�. An intensive modeling effort must be
conducted, along with additional experiments, to understand
this phenomenon.

E. Nonlinear hysteretic parameter

Figure 6 shows the behavior of the frequency shift as a
function of the maximum amplitude strain for each damage
step. The slopes of all the curves are about 1, for the two
samples. This result is predicted by the theory. Indeed, Eq.
�3� implies a linear relation between �f and ��. As damage
is induced in the samples, the curves move upward in
�f / f0-strain-space, indicating an increasing nonlinear hyster-
etic parameter.

The behavior of � and the speed of sound as a function
of damage is illustrated in Fig. 7. The result is impressive:
clearly, the nonlinear parameter � measured by NRUS is
much more sensitive to damage than the speed of sound,
related to the Young’s modulus of the material which stays
nearly constant during the entire progressive damage experi-
ment �only a very slight decrease is observable for sample
B2�. � begins to increase at the first damage step, even
though damage is not yet discernable on the x-ray CT im-
ages. To date, quantitative ultrasound �QUS� techniques give
access to parameters such as speed of sound �SOS� and at-
tenuation in bone. These parameters being mainly related to
bone mineral density �BMD� have already proved their effi-
cacy in the assessment of fracture risk.33,34 A recent experi-
mental study reported the failure of SOS and attenuation to
reflect mechanically induced damages in cancellous bone.35

This observation is also supported by our results, showing
that NRUS actually allows for micro-damage detection in
bone with a sensitivity much higher than that of SOS.

For sample B1, the relation between � and the number
of damage steps is almost linear whereas a third-order poly-
nomial fits the data from sample B2. This may be related to
the fact that damage did not occur in the same manner in the
two samples, even though they were both cycled following
an identical protocol. The two samples may not have been in
the same damage state at step 0, or perhaps we are seeing an
indication of the natural variability of how bone responds to
induced damage. An independent quantitative evaluation of
micro-damage �higher resolution imaging like micro-CT for
example� would have been useful here to determine a semi-
quantitative relation between the measured nonlinear param-
eter � and micro-damage. This will be done in future work.
The other limitation of this study is the small number of data
points. Indeed, the number of damage steps is not sufficient
to correctly understand the shape of the curves shown in Fig.
7. In any case, the trend is clearly demonstrated in this work:
there is a strong relation between micro-damage and the non-
linear hysteretic parameter �. We are currently conducting a
study using a large number of human bone samples, with a
larger number of damage steps.

A number of challenging difficulties have to be consid-
ered before the technique can be applied noninvasively, in
vivo. Among them are bone excitation by means of an exter-
nal mechanical vibration and recording the vibration by
means of a remote sensor. Vibro-acoustic spectrography us-

ing the acoustic radiation force as an external source and a
hydrophone as a remote sensor might be a tempting
solution.36 Other important factors to be considered will be
the relation of bone to other organs �joint, tendons� and the
influence of soft tissue surrounding bone that are likely to
significantly change the resonance characteristics.

VI. CONCLUSIONS

This is the first study showing the feasibility of nonlin-
ear resonant ultrasound spectroscopy to detect damage in
bone. A progressive damage experiment has been conducted
on two samples of bovine bone. The increasing amount of
damage mechanically induced in the sample leads to an in-
creased shift in the resonance frequency with wave ampli-
tude, indicating a progressively more nonlinear behavior of
the sample as the sample damage accumulates. This study
allowed for the determination of a parameter relevant for
bone damage assessment: the nonlinear hysteretic parameter,
related to the resonance frequency shift. This work is a pre-
liminary study and some aspects, such as the fact that only
the radial displacement is sensitive to damage, are not well
understood yet. For an accurate quantification of damage in
human bone, the experiments must be repeated, with a larger
number of data points. This work is in progress and will
allow for the assessment of a quantitative relationship be-
tween bone micro-damage and the nonlinear hysteretic pa-
rameter. Further work will have to be carried on for the in
vivo application of the technique to see if it may be viable as
a diagnostic tool for skeletal status assessment.
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An ultrasound technique for imaging objects significantly smaller than the source wavelength is
investigated. Signals from a focused beam are recorded over an image plane in the acoustic farfield
and backprojected in the wave-vector domain to the focal plane. A superresolution image recovery
method is then used to analyze the Fourier spatial frequency spectrum of the signal in an attempt to
deduce the location and size of objects in this plane. The physical foundation for the method is
rooted in the fact that high spatial frequencies introduced by the object in fact affect the lower
�nonevanescent� spatial frequencies of the overall signal. The technique achieves this by using a
priori measurements of the ultrasound focus in water, which gives full spectral information about
the image source. A guess is then made regarding the size and location of the object that distorted
the field, and this is convolved with the a priori measurement, thus creating a candidate image.
A large number of candidates are generated and the one whose spectrum best matches the
uncorrected image is accepted. The method is demonstrated using 0.34- and 0.60-mm wires with a
focused 1.05-MHz ultrasound signal and then a human hair ��0.03 mm� with a 4.7-MHz signal.
© 2005 Acoustical Society of America. �DOI: 10.1121/1.2109167�
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I. INTRODUCTION

Over the past decade, submillimeter imaging in vivo has
been the goal of numerous imaging modalities. In medicine
this is motivated by the considerable number of potential
uses in diagnostics and in the study of biological models.
Some of these uses include, but are not limited to, sensing
tissue morphological changes, monitoring of disease progres-
sion, temperature monitoring, following mouse and chicken
embryonic development for genomics and other areas, and
monitoring of the vascular system. High-resolution optics,
nuclear magnetic resonance �NMR�, x-ray computed tomog-
raphy �CT�, and ultrasound have all been examined as meth-
ods for performing high-resolution imaging, each with their
own unique advantages and disadvantages. Optical coher-
ence tomography �OCT�1 has been used to perform in vivo
imaging of tissue interiors in a manner analogous to B-scan
ultrasound by using infrared or near infrared light interfer-
ometry. Resolution of less than 1 � has been achieved, but
with a penetration depth of only a few millimeters. Magnetic
resonance microscopy ��MRI�2 and CT microscopy have
both demonstrated significant progress in high-resolution im-
aging with deep penetration. However, the cost and large
apparatus involved with these methods make them impracti-
cal for laboratory or small clinical use.

In ultrasound, high-resolution approaches3,4 referred to
as ultrasound microimaging �UMI� or ultrasound biomicros-

copy �UBM� have been applied. Such methods use high-
frequency backscattered ultrasound �50–200 MHz� to
achieve resolution as low as 20 � for imaging superficial
tissues such as the skin and blood vessels. These techniques
have been used for their ability to measure a number of tis-
sue properties that are not readily obtainable with other im-
aging methods. These properties consist of ultrasound sound
speed, attenuation, impedance, tissue stiffness, and tempera-
ture sensitivity.

On a practical level ultrasound has been considered an
attractive alternative to other methods due to its potential for
producing a compact, nonionizing, and very low cost imag-
ing device that could be utilized in a clinical or laboratory
setting. The traditional approach applied in both UMI and
UBM has been to image at higher ultrasound frequencies.
Using these methods, image resolution has been extended to
about 10 �, but with the tradeoff of significantly increased
attenuation.

We propose, however, a method that could allow in vivo
imaging at submillimeter resolution with frequencies up to
one order of magnitude lower than previously reported meth-
ods. Lower frequencies would allow high-resolution imaging
with significantly greater penetration depth. To achieve this,
we introduce a new approach to high-resolution ultrasound,
which employs a combination of phase-contrast imaging, an-
gular spectral decomposition, and a superresolution recon-
struction technique. With this approach, we examine the pos-
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sibility of imaging objects located entirely within an
ultrasound focus, over a field of view equal to the focal area.
In contrast, traditional time-of-flight �TOF� ultrasound reso-
lution is determined by the size of the focal region achieved
within the tissue. Our approach could potentially have imme-
diate application in detecting acoustic properties that are not
visible optically. In particular, the method would be sensitive
to dynamic changes that induce a change in sound speed and
could have application in complementing the wide range of
biological areas where very-high-frequency ultrasound is be-
ing investigated.5–7

Superresolution is a general term that describes a wide
body of methods that seek to restore an image with spatial
resolution greater than the classical diffraction limit.8 Well-
founded methods for imaging objects smaller than the imag-
ing wavelength have been carried out in one of three ways:
near-field imaging9,10 records information within a distance
of several wavelengths from the source, in order to collect
information from evanescent wave components of the signal,
whose magnitude decays exponentially with distance from
an object. Time reversal11 uses information from scattering
centers in a highly inhomogeneous field to focus beyond that
obtainable in a homogeneous medium.12 Finally, spectral
methods seek to reconstruct higher spatial frequencies be-
yond the cutoff frequency, using a priori information about
the image.8

Image processing has benefitted significantly from the
application of superresolution reconstruction techniques—
both near field and, more recently, far field—to a variety of
optical13–20 and electromagnetic imaging applications rang-
ing from array and astronomical data21 to microscopic
systems.22 The concept and limits of the spectral far-field
techniques �which will be exploited in this study� have been
examined17,23 and a superresolution algorithm developed for
astronomical imagery at the University of California—San
Diego has resulted in the founding of a private company
�Pixon, Setauket, NY� dedicated to superresolution image
enhancement. A significant amount of earlier work was per-
formed in the areas of holographic superresolution by Sato,24

including studies in ultrasound. However, this work was lim-
ited to reconstruction through correspondence techniques25

or as an image-processing technique. Superresolution imag-
ing has additionally been applied toward the reconstruction
of ultrasonic impedance profiles.26

In contrast, we use the term superresolution exclusively
in this paper to indicate the recovery of spatial frequencies
above the bandwidth that would be propagated by a single
source beam to an image plane. This reconstruction is re-
stricted to cases of far-field imaging and does not rely on
measurement of evanescent waves. The physical foundation
for this definition of superresolution is rooted in the fact that
propagated spatial information at spatial frequencies below
the diffraction limit is not independent of the information
above the frequency cutoff. Basic arguments, outlined in the
next section, demonstrate that such reconstruction is pos-
sible, given certain a priori information about the localiza-
tion of the object or—as we will demonstrate—the nature of
the image source.

II. THEORETICAL FOUNDATION

The present problem considers a harmonic, localized,
ultrasonic wave p�r� , t� that satisfies the linearized Stokes
equation,27

�1 + �
�

�t
��2p�r�,t� =

1

c2 p̈�r�,t� , �1�

where c is the real sound speed and � is the relaxation time
for the medium. Both of these quantities are, in general,
functions of frequency. The projection is considered in Car-
tesian coordinates, in order to relate the field between two
planes at zi and zo, referred to as the image planes and the
object planes, respectively. A Helmholtz equation

� �2

�z2 + k̃2�p̃�kx,ky,z,�� = 0 �2�

is obtained by the substitution of a Fourier integral with re-
spect to the x and y coordinates into Eq. �1� where the Car-
tesian wave numbers are given by kx and ky and � is the
angular frequency.28 To propagate the field from the image
plane at zi to the image plane zo, the advanced solution of Eq.
�2� is used:29

p̃�kx,ky,zo�

= p̃�kx,ky,zi�exp�i�zo − zi���2

c2

1

1 + i��
− kx

2 − ky
2� . �3�

The exponential term in Eq. �3� serves as a transfer function
for the case of a wave travelling in nondissipative homoge-
neous media. The use of this function for both transmission
and backscattered data is well established.30 However, this
function may be readily modified to cover a wide range of
situations including, for example, layered media,31

dispersion,31 and shear modes,32 given sufficient information
about the media. The generalized form of Eq. �3� for a given
frequency is simply

p̃�kx,ky,zi� = p̃�kx,ky,zo�h�kx,ky,zi − zo� , �4�

where h is a generalized transfer function relating the object
and image planes, which by the convolution theorem re-
quires that

p�x,y,zi� = p�x,y,zo��x,yh�x,y,zi − zo� , �5�

representing a two-dimensional convolution with respect to x
and y. The insertion of an object f�x ,y ,zo� contained entirely
within the beam is now considered, so that the field becomes
p�x ,y ,zo�f�x ,y ,zo� immediately after propagating through
the object and the field at the image plane in the wave-vector
domain becomes

p̃�kx,ky,zi�

= �p̃�kx,ky,zo��x,y f̃�kx,ky,zo��h�kx,ky,zi − zo� + n�kx,ky� .

�6�

where n represents signal noise. Even in the absence of
noise, the ability to reconstruct the object at zo, given the
image p at zi, is limited by the cutoff spatial frequencies kx

2

+ky
2��2 /c2, which serve as a low-pass filter. Following an
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argument outlined by Hunt,8 it is noted that the convolution
integral in Eq. �6� signifies the high-frequency components

�kx
2+ky

2��2 /c2� introduced by the object f̃ will affect the
image p̃�kx ,ky ,zi� at spatial frequencies below the cutoff fre-
quency. It is thus the task of the superresolution algorithm to
infer the object shape, location, and intensity based on this
partial amount of information.

It is assumed here that both the undisturbed beam
p̃�kx ,ky ,zo� and the transfer function H are known for all kx

and ky by a priori measurement of the field at zo. As noted
above, the ability to perform reconstruction with the infor-
mation at the image plane is a result of the higher frequency
information convolved into the signal. The success of recon-
structing the object f is dependent on the ability to utilize
this information. In the context of an inverse problem, the
task becomes one of optimizing the likelihood of an esti-
mated value for f over all kx, ky given p̃�kx ,ky ,zo� and a band
limited 	p̃�kx ,ky ,zo�	kx

2+ky
2��2/c2.

The reconstruction procedure starts by projecting the
measured field from the image plane to the reconstruction
plane, providing a band-limited representation of Eq. �6�.
The data are then analyzed using a simple optimization rou-
tine, which produces candidate values for the object function
f as a function of object position, size, and intensity. The
portion of each candidate image within kx

2+ky
2��2 /c2 is then

compared to the actual projected image by calculating the
sum of the difference between the two:

S��1,�2, . . . ,�n�

= 

kxky

		�p̃�1,�2,. . .,�n
�kx,ky,zo� − p̃�kx,ky,zo��	kx

2+ky
2��2/c2	 ,

�7�

where S represents a single point on a multi-dimensional
difference surface, and each dimension �i represent a vari-
able to be minimized �e.g., position of a single object, its
intensity, and its location comprise three dimensions�. The
global minimum of this surface, if one exists, is selected as
the reconstruction object f�.

Success of the algorithm centers on the ability to locate,
at least to some desired precision, the position of this mini-
mum on the mean difference surface. This requires particular
attention to noise, as it relies on detecting subtle changes in
the field. With this in mind, we examine below the effects of
a simple numeric case with increasingly noisy data, paying
particular attention to how it distorts the difference surface.

III. NUMERIC DATA

To initially demonstrate the approach under ideal condi-
tions a simple two-dimensional simulation was set up, elimi-
nating the y axis of Eq. �6�, and seeking to resolve a 0.2
-mm scattering object imbedded in a medium with properties
similar to that of a homogeneous tissue �c=1560 m/s� using
a 1-MHz imaging beam. Two beams, one with a Gaussian-
shaped amplitude profile �FWHM=2 mm� and the other
with a step profile �width=4 mm�, were separately consid-
ered, representing two significantly different spatial �angular�
spectrums.

Simulations and data processing were implemented in
Matlab 6.0 �Mathworks Inc, Natick, MA�. The band-limited
spectrum was calculated in the frequency domain by a dis-
crete approximation to the Fourier integral,

p̃�kx� =
1

�2�
� p�x,zo�f�x,zo�eikxdx, kx � �/c , �8�

simulating the measured signal at the object plane. This
value was next compared with the known full spectrum of
the beam profile, and the level of agreement between the two
was determined. The two quantitative criteria for “agree-
ment” used in the study are presented in Sec. V. Distortion
was then added to the known beam profile corresponding to
a guess in the object’s size, location, and intensity, and the
two signals were again compared. This was repeated in a
loop for successively larger objects �increased at 0.04-mm
increments� and with all possible positions using a spatial
resolution of 0.04 mm.

The optimal reconstruction was first determined with the
noise level set to zero. We then examined the effects of ran-
dom white noise in the data and observed how it distorted the
difference function. Complex broadband random noise of a
controlled level was created with a pseudo-random number
generator and added linearly to the measured field given by
Eq. �6�, causing both amplitude and phase distortion in the
signal. Noise levels between 0% and 30% of the peak signal
level were examined for the Gaussian signal. The field re-
construction was then performed and compared with the ac-
tual object size and location.

IV. LABORATORY MEASUREMENT

To demonstrate the algorithm in a controlled setting, we
next attempted to image a series of successively thinner
wires. The samples consisted of 0.6- and 0.3-mm nylon
wires and finally a human hair ��0.03 mm�. Success of the
algorithm was determined by comparison of backprojection
images with and without applying superresolution recon-
struction. The apparent width of the wires was also measured
from the reconstructed images and then compared with the
actual wire diameter. We deliberately selected wires as the
demonstration objects so that the reconstruction could be ap-
plied only along the y axis, similar to the numeric case. The
algorithm was repeatedly applied along the direction perpen-
dicular to the wire, so that the reconstruction of the two-
dimensional image has superresolution applied only in one
direction.

All measurements were made in a tank filled with de-
gassed and deionized water. Inner walls of the tank were
covered with rubber to prevent reflections. A multi-cycle sine
waveform was generated by a 100-MHz synthesized arbi-
trary waveform generator �Wavetek, 395�. The signal was
sent to a rf power amplifier �ENI, A150� and then to a fo-
cused transducer. The waveform generator and the rf power
amplifier remained the same during all of the measurements.
Two different focused transducers were used: a single ele-
ment transducer with driving frequency of 1.05 MHz
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�diameter=25 mm radius=30 mm� and a 0.9 MHz driven at
its fifth harmonic of 4.7 MHz �diameter=60 mm, radius
=90 mm�.

Signals were measured with a scanned hydrophone con-
nected to a computer-controlled Parker 3D stepping motor-
guided positioning system. An in-house manufactured 0.2
-mm hydrophone �ICBM01180102� was used for measure-
ments at 1.05 MHz and a 0.075-mm polyvinylidene difluo-
ride �PVDF� hydrophone �Precision Acoustics, SNS04� for
measurements at 4.7 MHz. When using the PVDF hydro-
phone the signal was sent through a submersible preamplifier
�Precision Acoustics, W210249�. Both hydrophone signals
were then amplified �Premeable Instruments, 1820 and
LeCroy, DA1820A� before the time trace was recorded by a
Tektronix �TDS 380, TDS 3012s� oscilloscope. A diagam of
the setup is provided in Fig. 1.

Image reconstruction was implemented with a routine in
Matlab. Before reconstruction, an autocorrelation function
was applied between two images, one with and one without a
wire. The autocorrelation was necessary to correct for slight
motion of the field caused by thermally induced drifting or
slight motions of the transducer. It is noted that this operation
uses the same a priori field measurement that the superreso-
lution method uses and does not require additional informa-
tion. Object size was determined by measuring full width at
half maximum �FWHM� from the backprojected image re-
construction.

V. RESULTS

A. Numeric study

The idealized �noiseless� simulated Gaussian-shaped
field �Fig. 2�a�� was examined both with and without an ob-
ject present, directly at the object plane. The image spectrum
�left� and actual image �right� are both provided. For illus-
tration, the object function is simulated as a net signal gain
�“brightening” of the field�, however the argument readily
follows to cases where the object causes attenuation and/or

phase shift. Specifically, phase gain is described in the next
section. Figure 2�b� shows the reconstructed image without
superresolution compensation, when the acoustic image
plane is located more than a few wavelengths from the ob-
ject. When the difference surface S was examined, a global
minimum was found and selected as the object size and lo-
cation. Figure 2�c� shows the data reconstructed using the
superresolution algorithm. Partial reconstruction of the
higher spatial components is evident in the spatial frequency
plot �left�. The object was next deconvolved from the source
beam, resulting in the normalized object identifications
shown in Fig. 3. It is clear that without superresolution, the
object, shown in Fig. 3�b�, simply produces an artifact,
which is indiscernibly related to the actual object. However,
the algorithm reconstruction, in Fig. 3�c�, produces improve-
ment in both object localization and spatial dimensions.
Similarly, Fig. 4�a� shows the stepped field directly after
passing through the object plane. Figure 4�b� shows the re-

FIG. 1. �Color online� The experimental setup: A focused field is directed
through the object plane and recorded at the image plane. This image is
numerically back-projected to the object plane and reconstructed with a
superresolution recovery method, using a stored beam profile image.

FIG. 2. A 2-mm object placed in a 1-MHz Gaussian-shaped beam. The true
imaging signal and object �a� do not transmit sufficient spatial frequencies to
reconstruct the object �b� unless superresolution recovery is used �c�.

FIG. 3. �Color online� Simulation of a 2-mm object placed in a 1-MHz
beam. The true imaging signal and object �a� do not transmit sufficient
spatial frequencies to reconstruct the object �b� unless superresolution re-
covery is used �c�.
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constructed image without superresolution compensation,
and Fig. 4�c� shows the same data reconstructed using the
superresolution algorithm. As in the case with the Gaussian
beam, the algorithm again successfully localized a stepped
object, which contains a broadband spatial spectrum �Fig.
5�a��. Figure 5�b� shows the reconstructed image without su-
perresolution compensation, and Fig. 5�c� shows the same
data using the superresolution algorithm.

The primary effect of noise on the difference surface
was an overall gradient reduction or “flattening” of a region
on the surface �Fig. 6�, in many cases creating more than one
global minimum. It is interesting to note that these reduc-
tions were both localized and centered around the minima
present without noise suggesting that image recovery may be
possible, even in the presence of a significant level of noise.
In this preliminary study two possible recovery methods

were considered: The first method began by finding the 20
lowest values on the surface S. Next, the centermost position
of these points was determined in a manner similar to a
center-of-mass �COM� calculation:

COM =

n=1

N
Snrn


n=1

N
Sn

, �9�

where Sn is the value of the difference function at surface
position r. In the present case, r represents a two-
dimensional vector with dimensions expressing object width
and location, respectively. This central point on the surface
provided the width and position of the object in the image. It
is noted that the calculation given by Eq. �9� readily gener-
alizes to higher dimensions.

The second method first determined the minimum along
each position line of the surface �see Fig. 6�. The mean mini-
mum then determined the object position. Next, the mini-
mum width at this position was identified. Results using both
methods are shown as a function of noise in Fig. 7.

B. Laboratory-acquired images

To investigate the feasibility of applying the method to
authentic ultrasound signals, a total of six samples were
reconstructed—four samples were examined with 0.34-

FIG. 4. Simulation of a 2-mm object placed in a 1-MHz step-shaped beam.
The true imaging signal and object �a� do not transmit sufficient spatial
frequencies to reconstruct the object �b� unless superresolution recovery is
used �c�.

FIG. 5. �Color online� Simulation of a 2-mm object placed in a 1-MHz
step-shaped beam. The true imaging signal and object �a� do not transmit
sufficient spatial frequencies to reconstruct the object �b� unless superreso-
lution recovery is used �c�.

FIG. 6. Difference between the spectra produced by an image and candidate
images containing different object positions and width. Introduction of a
broadband noise was observed to flatten this surface about its global mini-
mum.

FIG. 7. �Color online� Graphs of actual width and location of an object
compared with the predicted width and location as determined using two
different techniques as a function of increasing noise.
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MHz nylon wire and a single sample each of 0.60-mm wire
and 0.03-mm human hair. The 1.05-MHz transducer was
used with the nylon wire and 4.70 MHz was used with the
hair.

Initially, axial backprojections were performed to exam-
ine the evolution of the field along the axis of propagation.
We discovered that these backprojections were highly sensi-
tive to the presence of the wire, causing a reduction of image
intensity near the object plane. As a result, we were able to
use these images to identify the location of the object plane
on the propagation axis. Figure 8 shows the on-axis projec-
tion before and after the 0.6-mm nylon wire was inserted. In
this case there was a clearly visible reduction of the intensity
at z=−11 mm. Using this information, high-resolution axial
backprojections were performed in the x-z plane, perpen-
dicular to the wire near z=−11, in order to identify the ap-
proximate location of the wire on the x axis, when compared
to the same signal without a wire �Fig. 9, top�. Similarly,
high-resolution axial backprojections were performed in the
y-z plane, perpendicular to the wire near the x-axis intersec-

tion of the wire in order to identify the approximate location
of the wire along the y-axis �Fig. 9, bottom�.

Once the location of the image plane was identified, the
image could be produced in the proper location. We back-
projected the signal and constructed images both with and
without the superresolution algorithm. This procedure was
applied to the 0.60-mm wire, four cases with the 0.34-mm
wire and one case with the 0.03-mm hair. The algorithm
successfully identified the samples in five out of the six cases
studied, the exception being one of the 0.34-mm measure-
ments. The ability of the algorithm to identify the actual
width of the object was considered after the reconstruction.
A summary of the measurements is presented in Table I,
showing that the wire �or hair� width was accurate to within
an 15% difference in each of the cases where the sample was
detected. However, in the case of the 0.60-mm wire, mea-
surements were made on only 129 out of 220 image lines
�59%�, with failure to find the image in the remaining 91
lines. Comparison of images before �Fig. 10�a�1� and after a
0.34 mm wire was inserted �Fig. 10�a�2� indicated that the
field experienced some distortion, but did not produce any
sign of the wire. However, the same image with superreso-
lution applied �Fig. 10�a�3� clearly shows an object through
the focal area. Similarly, Figs. 10�b�1–3 illustrate the consid-
erable image improvement experienced with superresolution
applied to the human hair image.

FIG. 8. �Color online� The on-axis backward-projected ultrasound signal
before �dotted� and after �solid� a 0.34-mm nylon wire is placed in the focus
of a 1.0-MHz field in water.

FIG. 9. �Color online� Axial back-projections of the signal before �left� and
after �right� a 0.34-mm nylon wire is placed in the focus of a 1.0-MHz field
in water.

TABLE I. Summary of measurements.

Frequency
�MHz�

Wire
thickness

�mm�

Measured
thickness

�mm�
%

difference

1.05 0.60 0.44 15
0.34 0.29 7.9

0.35 1.5
0.35 1.5

None detected N/A

4.70 0.03 0.03 0

FIG. 10. Back-projected ultrasound field amplitude without 0.3 mm line
�A1�, with line �A2� and with line using superresolution. Series B shows the
same but with a 0.03-mm human hair.
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VI. DISCUSSION

This investigation proposes an approach to enhanced ul-
trasound imaging and microscopy while providing an assess-
ment of the ability of superresolved backprojected ultrasound
to recover the location and dimensions of objects smaller
than the imaging wavelength. The ability to detect objects at
relatively low frequencies could ultimately allow imaging at
greater penetration depths. The approach is related to proce-
dures which have been described in optics, but with several
key differences. First, in the present approach, ultrasound is
backprojected from the image to the object plane. Second,
most optical methods only consider the localization of the
object and not the source beam itself, i.e., p�x ,y ,zo� in Eq.
�5� is simply a step function. In contrast, ultrasound allows
this beam to be modified by different transducer geometries.
Third, by adjusting the ultrasound beam shape a series of
different source functions p�x ,y ,zo� can be formed, provid-
ing additional spatial information.

Although the ability to perform the method in a con-
trolled setting is by itself interesting, the method’s feasibility
becomes greatly enhanced by the observation that the
method is stable in the presence of noise. It is interesting to
note that the reconstruction accuracy was lower for the larger
sized �0.6 mm� wire and more accurate with the objects
much smaller than a wavelength, which is the region where
superresolution is designed to be applied. Our relatively
simple algorithm searched for objects in the size range from
zero to the size of the ultrasound beamwidth.

Future work will concentrate on implementing higher-
dimensional optimization routines in order to image complex
structures within the beams. We will investigate the use of
global terrain methods33 to find surface extrema in the pres-
ence of noise.34 Additionally, by passing multiple beams
through the region with differing beamwidths, shape, and
direction, a more complete image of the k-space region may
be possible to improve the reconstruction.

With our simple experimental demonstration, we were
able to detect a human hair with a diameter equal to approxi-
mately 0.09 wavelengths. This result introduces the use of
the full complex wavefront information for reconstruction of
image, which has not been used before in superresolution
imaging. The use of ultrasound is expected to allow even
more advanced methods to be used for the imaging, such as
use of multiple ultrasound beam shapes �both amplitude and
phase spatial distribution can be controlled� to bring out a
broader range of spatial frequencies, which are later com-
bined to reconstruct images in the object plane. The approach
could potentially have application in detecting acoustic prop-
erties that are not visible with present diagnostic methods. In
particular, the method would be sensitive to dynamic
changes that induce a change in sound speed. Practical ex-
amples of such changes may include breast tumor imaging,
internal temperature monitoring, and blood flow measure-
ment, as well as many in vivo laboratory applications.
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Erratum: “The acoustical Klein-Gordon equation:
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The first sentence above Eq. �16� should read: “For an initial value problem and setting A0=�S�0� and
�= �d�S�x� /dx�x=0 . . .”

Similarly, Eq. �40� should read

� = � 1

2S�0�
dS�x�

dx
�

x=0
. �1�

The sentence above Eq. �66� should begin: “For �=0 and U�0�=0, corresponding to a strictly plane-wave source, the
glottal volume velocity ug��0, t� is …”

The area functions with ��0 �entailing ��0� in Fig. �14� �see also Figs. �3� and �4�� are not described by the Green’s
function of Eq. �70� and thus do not correspond to the spectrum of Fig. �13�, which is correct for �=0.

The final sentence in the central paragraph above Fig. �12� on p. 1301 should read: “As noted in Sec. II, the dispersive
properties of the set are identical; it has now been shown that any members with �=0 also share a wave-mechanical Green’s
function and therefore have identical resonance characteristics, up to a frequency-independent normalization factor of
�0c /�S�0� �Eq. �70��.
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